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Abstract

The objective of this study was to identify risk factors associated with poverty and
malnutrition of children among the ages 6-to-59 months in the country of Malawi,
making use of the joint model. By joint modelling, we refer to simultaneously
analysing two or more response variables emanating from the same individual. Us-
ing the 2015/2016 Malawi Demographic and Health Survey, we jointly examine the
relationship that exists between poverty and malnutrition of children among 6-to-59
months in Malawi. Jointly modelling these two outcome variables is appropriate
since it is expected that people that live under poverty would have a poor nutrition
system, and if a child is malnourished, the likelihood that they come from a poor
family is greatly enhanced. Jointly modelling correlated outcomes can improve the
efficiency of parameter estimates compared to fitting separate models for each out-
come, as joint models have better control over type I error rates in multiple tests.
A generalized linear mixed model (GLMM) was adopted and a Bayesian approach
was used for parameter estimation. The potential risk factors considered in this
study comprised of the childs age in months, gender of child, birth weight, birth or-
der, mothers education level, head of household sex, language, household smoking
habit, anaemic level, type of residence (urban or rural), region, toilet facility, source
of drinking water, and multiple births. Each response was modelled separately as
well as jointly and the results compared. The R package MCMCglmm was used in
the analyses. The joint model revealed a positive association between malnutrition
of children and poverty in the household.
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Chapter 1

Introduction

1.1 Background on Poverty and Malnutrition

Poverty, in short, is defined as the state of not having enough to meet the basic needs
(Investopedia, 2018), and malnutrition is defined as a condition that arises from con-
suming a diet in which nutrients are either insufficient or are too much such that
the diet causes health problems (Richmond Vale Academy, 2016). This may involve
calories, protein, carbohydrates, vitamins or minerals (Blossner et al., 2005). Not
enough nutrients is referred to as undernutrition or undernourishment, while too
much is referred to as overnutrition. This section serves as the motivation for this
study, and it examines some of the important detrimental effects of poverty and mal-

nutrition on children.

Poverty is a predicament of being extremely poor, the state of being inferior in qual-
ity or insufficient in amount (Investopedia, 2018). There are various types of poverty
(eschool Today, 2008).

e Absolute: The extreme kind of poverty that involves the chronic lack of basic

needs.
e Relative: Usually in relation to other members and families in the society.

e Situational (transitory): Normally due to some adversities like natural disas-

ters or serious illness.

e Generational or chronic poverty: poverty that is handed over to individuals

and families from generations before them.

The threshold at which absolute poverty is defined is considered to be about the
same, independent of the person’s permanent location or era (Addae-Korankye,
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2014). The threshold at which relative poverty is defined, varies from one coun-
try to another, or from one society to another. Most developing countries tend to be
more vulnerable to poverty due to their poor infrastructure and very low economic

growth.

Eradicating poverty was a part of the first target of the Millennium Development
Goals (eradicate extreme hunger and poverty), and is now goal 1 of the Sustain-
able Development Goals (end poverty in all its forms everywhere). There has been
considerable progress in reducing poverty over the past decades (The World Bank,
2018). However, despite this progress, the number of people living under extreme
poverty globally still remains significantly high. Further, more than half of the ex-
treme poor live in sub-Saharan Africa. In fact, this region has seen a rise in poverty
rates from 1990 to 2015 (The World Bank, 2018). Malawi, a sub-Saharan African
country, is considered one of the poorest countries in the world, with three-fifths of
its population being unable to meet their basic daily requirements (Davids & Gouws,
2013; The World Bank, 2018). Malawi has a very young and rapidly growing popu-
lation, which is a key factor of Malawis persistent poverty, where efforts to reduce
poverty have failed (International Monetary Fund, 2017).

Children living in poverty are the most impacted as it has immediate and lasting
consequences that can follow a child into adulthood. Research shows that children
from families that live under poverty tend to have poor vocabulary, poor communi-
cation skills, lack ability to concentrate and struggle with numbers (Birdsong, 2016;
Project, 2014). Consequently, due to the long term effects of poverty, this in turn re-
sults in a country’s poor level of education. Van der Berg (2008) showed an interrela-
tionship between poverty and education. While poor people do not have enough to
access quality education, a lack of adequate education also results in poverty. More-
over, the fact that poor people are provided with weak quality education condemns
them to low-wage employment or even unemployment, thus hinders their human
potential being unlocked to allow them to succeed and thrive (Project Rise, 2018).
Poverty results in very many stressors such as family conflict, economic strain, ex-
posure to discrimination, transitions and many more other traumatic events that can
negatively impact on the behaviour of children living in such conditions (Greever,
2014).

People struck with poverty are more likely to engage in criminal activities due to
their inability to secure steady or sufficient financial resources, which often leads to
illicit activities to generate income (Oxford Handbooks Online, 2017). It is true that

not all criminals are poor and not all poor are criminals, however the chance of peo-
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ple living under poverty to commit crimes brings about the correlation. History sug-
gests a direct connection between poverty and crime in reality. In the essay done by
Essay Professors (2006), it was argued that people often engage in criminal activities
primarily because of fear of poverty; while people living under poverty will do any-
thing to escape the circle of poverty, and the rich also will do everything to remain
rich. Furthermore, poverty results in hopelessness, lack of motivation, depression
and anger, which can lead people into crimes without considering the consequences
(Essay Professors, 2006). Thus, efforts must be made to eradicate poverty in order to
bring about radical change.

Poor individuals also tend to have a shorter life expectancy compared to rich indi-
viduals (Poverties, 2011). In the study that was done by the Health Central (2016)
in the United States, it was discovered that people located in the poorest areas died
10 years earlier than those located in the wealthiest areas. Living under poverty
suppresses means to afford or to have access to proper and decent health care, and
for this reason, poor individuals can be condemned to die younger (World Health
Organization, 2005; The World Bank, 2014). Many researchers have agreed that ed-
ucation and health are fundamental to poverty reduction (World Health Organiza-
tion, 2005). Thus, it goes without saying that poverty means poor living conditions,
poor diet, poor education, and poor medical assistance, and therefore it becomes a
challenge to escape the burden of poverty (UK Essays, 2015). When looking at the
socio-economic status, both at micro (individual) and macro (society) levels, impor-
tant links can be observed between poverty and health status, particularly between
poverty and malnutrition (Phipps, 2003).

Malnutrition can cause serious health problems, both for children and adults (Nurs-
ing Times, 2009). Consuming an excess amount of calories and nutrients usually re-
sults in overweight and obesity, which may lead to serious medical conditions, such
as Type 2 diabetes mellitus, coronary heart disease, stroke, and high blood pressure,
among others (Live Strong, 2017). The fact that the effects of many of these chronic
diseases cannot be reversed, implies that malnutrition in children must be tackled
before they reach the age of two years, or else it may result in serious problems in
the long run (Richmond Vale Academy, 2016). Typical symptoms of malnutrition in
children includes dizziness, scaly and dry skin, underweight, poor growth, muscle
weakness, learning difficulties, decaying teeth, bloated stomach, swollen and bleed-
ing gums, problems with organ function, fatique and low energy, weak bones, poor
immune function (Weiss, 2016; Nursing Times, 2009). Moreover, malnutrition can
inhibit a child’s ability to achieve the normal height or body weight (Live Strong,
2017). In developing countries, the most common case is usually that of undernutri-
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tion, when a person is not getting enough calories, protein, or micronutrients, or due
to not enough high-quality food being available to eat as a result of high food prices
and poverty (World Health Organization, 2018b). Webb & Bhatia (2005) found that
if undernutrition occurs during pregnancy, or before two years of age, it may result
in permanent problems with physical and mental development. Efforts to improve

nutrition are some of the most effective forms of development aid.

In recent decades, malnutrition of children has emerged as a serious challenge on the
global development agenda (Rajkumar et al., 2011). Malnourished children are said
to have a decreased ability to focus on tasks, an increased emotionality, listlessness,
apathy, a lack of interest in the environment and consequently, this will certainly
have a negative impact on their long-term intellectual development (Amcoff, 1981).
According to World Health Organization (2018a), in 2018 the prevalence of stunting
in children globally was 22% with 17 million young children affected by wasting in
its severe form. Stunting and wasting are indicators of malnutrition, specifically un-
dernutrition, in children. Children that are undernourished are exposed to a higher
risk of chronic diseases related to nutrition. Research shows that more than 25% of
children younger than the age of 15 years in sub-Saharan Africa are underweight
due to poor nutrition intake, of which increases their chances of being vulnerable to
diseases and less productive in their school work (Chinyoka, 2014). Thus, if a child
has a poor nutritional system history, the likelihood that they battle with their school

work is greatly enhanced (Jamison, 1986).

While the effects of poverty on malnutrition in children is apparent, high rates of
malnutrition in children can also affect the future economic growth of a country as it
reduces the intellectual, physical and emotional potential of the population (Marini
& Gragnolati, 2003). Thus, malnutrition also contribute to poverty.

1.2 Literature Review

The interrelationship between poverty and malnutrition in young children has been
demonstrated in previous studies (Habyarimana et al., 2016; Yimer, 2000). These
studies also revealed a positive correlation between the responses. Habyarimana
et al. (2016) revealed that the child’s age, birth order, gender, birth weight, multi-
ple birth of the child, fever, anaemia of the mother, body mass index of the mother,
mother’s education level and knowledge on nutrition, age of household head, source
of drinking water, toilet facilities, place of residence of household and region were
jointly significantly associated with poverty and malnutrition in children aged 6 to
59 months old in Rwanda. A study by Hunt (2005) discusses the potential impact
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of reducing global malnutrition on poverty reduction and economic development,
where the author also discusses evidence that suggests that thin children are usually
from thin mothers, such that both the mother and child get caught up in an inter-

generational cycle of poverty and malnutrition.

In addition, many studies have linked poverty and malnutrition in children to a
number of factors, each separately. In the study that was done in Dollo Ado Dis-
trict, Ethopia, it was discovered that the child’s age and gender, mother’s education
level and marital status, and having livestock were among the key factors associated
with malnutrition in children aged 6 to 59 months. The study further suggested a
significant impact of household income on the likelihood of malnutrition in a child
(Demissie & Worku, 2013). Similarly, a study that was conducted by Yimer (2000) af-
firmed that the household’s economic status, mother’s education level, child’s age,
preceding birth interval and the number of under-five children were important in

explaining the variation in long-term nutritional status of children.

Ajakaiye & Adeyeye (2001) argued that the age and education level of different
household members (head), number of income earners, household composition and
size, assets owned by household, access to basic social services, sex and ethnicity
of household head, location variable (rural or urban), sector of employment and re-
mittances to household were among the significant factors associated with poverty.
A positive correlation was found between earnings and higher education in the
study that was done in Malaysia by Mok et al. (2007). Likewise, the study fur-
ther revealed that household size, race and regions were crucial factors linked to
poverty in urban Malaysia. In addition, Omole (2003) found that loss of employ-
ment, low income of family head, low income by other family members, lack of
access to farm land, protracted sickness of family head, low educational qualifica-
tions of family head, low educational qualifications of other family members, death
of family head /breadwinner, loss or death of livestock, neglect by government, poor
economic/business condition were significant risk factors of poverty.

With regard to poverty in Malawi, poor households are generally larger than more
wealthier households. In the study that was done by Wood & Mayer (2006), it was
found that when looking at the average household size by income decile, house-
holds in the poorest decile were more than twice as large as households in the rich-
est decile. The larger household size is usually reflective of the higher number of
dependents in the poorer households. An older study done on the determinants
of poverty in Malawi, showed that higher levels of educational attainment, espe-

cially in women, and the reallocation of household labour away from agriculture
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and into the trade and services sector can be effective in reducing poverty in Malawi
(Mukherjee & Benson, 2003).

1.3 Aims and Objectives

This study assesses the prevalence of children living in poverty as well as the preva-
lence of malnutrition in children aged 6 to 59 months in Malawi. In addition, this

study aimed at achieving the following objectives:

e To determine the significant socio-economic and demographic risk factors as-
sociated with child poverty in Malawi.

e To determine the significant socio-economic and demographic risk factors as-
sociated with malnutrition in children aged 6 to 59 months in Malawi.

o To examine the correlation between poverty and malnutrition in the children.

¢ To investigate the joint effects of socio-economic and demographic risk factors
on child poverty and malnutrition in the children.

o To compare the results of the separate models to that of the joint model.

1.4 Thesis Structure

Chapter 2 introduces the data that will be used in the analysis and discusses the
statistical models appropriate for the study. Chapter 3 gives a brief overview of the
generalized linear model and extends it to the logistic regression model. Chapter 4
discusses the generalized linear mixed model and introduces the Bayesian approach
to estimation of that model. In addition, Chapter 4 gives an overview of the gener-
alized linear mixed model approach to joint modelling of multiple responses. The
results of the analysis are discussed in Chapter 5 and Chapter 6 discusses the find-
ings and conclusions of the study.



Chapter 2

Data Description and Exploratory
Data Analysis

2.1 Study Area

The Republic of Malawi, that was formerly known as Nyasaland, is a landlocked
country that is located in Southern Africa. Malawi is bordered by Tanzania to the
north east, Zambia to the north west and Mozambique to the south, east and west.
Malawi is separated from Tanzania and Mozambique by the third largest lake in
Africa called Lake Malawi and covers about one fifth of the countries total area
(Cross-Border Road Transport Agency, 2016). Figure 2.1 on page 8 shows the map
of the country of Malawi.

Malawi has a land area of over 45 560 square miles with its population estimated
around 19 050 460 in 2018. Malawi is considered among the world’s least developed
countries with its economy centered on agriculture and a population that is mostly
rural with a Human Development Index of 0,418 according to United Nations. The
government of Malawi deals with problems in improving the economy, education,
healthcare, environmental protection, and becoming financially independent amidst
widespread overpopulation and unemployment. Thus, Wu House (1992) concluded
that rapid growth of population is exerting extreme pressures on land, employment,
education and health and therefore inhibits the nation’s ability to satisfy the most

basic of human needs.

The economy of Malawi primarily relies on agriculture with approximately 90% of
the whole population residing in the rural areas. Substantial inflow of economic
assistance from the International Monetary Fund (IMF), the World Bank, and indi-

vidual donor nations plays a significant role in assisting Malawi’s economy.
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Figure 2.1: The map of Malawi

Tobacco is one of the highest productions in Malawi. However, this also creates a

burden on the country’s economy as world tobacco prices decline and the interna-

tional community increases pressure to limit the production of tobacco. Moreover,
the country also strongly depends on the production of tea, sugarcane, coffee, cot-
ton, corn, potatoes, sorghum, cattle and goats, where agriculture accounts for about

one third of the country’s gross domestic product (GDP) and 90% of export revenues
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(Cross-Border Road Transport Agency, 2016).

2.2 The Data

The data set utilized in this study is the 2015-16 Malawi Demographic and Health
Survey (MDHS) that was collected from 19 October 2015 to 17 February 2016. The
program aimed to collect and analyse reliable demographic indicators and health
estimates at regional and family levels in order to eventually provide better health
interventions. The whole purpose of the 2015-16 MDHS was to assist the country
of Malawi to come up with strategies, evaluate and design programmes to improve

the health of the countrys population.

2.2.1 Sampling Design and Data Collection

The MDHS was nationally represented and utilised a stratified multi-stage cluster
design. The Malawi population was first divided into 28 districts, following this
the population was then classified into categories according to region (rural or ur-
ban), which yielded 56 sampling strata. The two strata were then sampled inde-
pendently in two stages. The first stage consisted of selecting standard enumeration
areas (SEAs) or clusters proportional to their size. The second stage was made up
of a fixed number of 30 households per urban cluster and 33 per rural cluster that
were selected with an equal probability systematic selection. Thereafter, all men (15-
54 years old) and women (15-49 years old) that were either permanent residents of
the selected households or visitors who stayed in the household the night before the

survey were eligible to be interviewed.

Four questionnaires were used in the 2015-16 MDHS: the Household Questionnaire,
Woman’s Questionnaire, Man’s Questionnaire, and Biomarker Questionnaire. These
questionnaires were designed to collect information regarding the characteristics of
the household and eligible women, men and children. The Household Question-
naire collected basic information on the characteristics of each member and recent
visitors of the household, including age, sex, and relationship to the head of the
household. This questionnaire also collected information on characteristics of the
household’s dwelling unit, such as source of water; type of toilet facilities; materials
used for the floor, roof and walls of the house; and ownership of various durable
goods. The Women and Men’s Questionnaires were used to collect a range of infor-
mation from all eligible women and men in the selected households. In a subsample
of households selected, the 2015-16 MDHS incorporated the biomarkers for anthro-
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pometry, anaemia testing, and HIV testing. All children aged 6 to 59 months in these
selected households were tested for anaemia with the parents or guardians consent.
Furthermore, the weight and height measurements were obtained from eligible chil-
dren aged 0-59 months (National Statistical Office (NSO) [Malawi] and ICF, 2017).

2.3 Study Variables

2.3.1 Dependent Variables

Listed below are the two dependent or response variables of interest in this study,

namely malnutrition in children and child poverty.

Malnutrition

There are three anthropometric indicators that can be used for monitoring malnutri-
tion in children: stunting (height-for-age); under weight (low weight-for-age); and
wasting (low weight-for-height). These indicators represent children whose height-
for-age, weight-for-age, weight-for-height fall more than two standard deviations
below the median of internationally accepted growth standards. In this study, only
height-for-age as an indicator of malnutrition was considered as it is a result of long-
term nutritional deprivations (World Health Organization, 2017). Hence, malnutri-
tion was based on whether or not a child was stunted, which was a binary outcome;
yes or no. Children are defined as stunted if their height-for-age is more than two
standard deviations below the Child Growth Standards median (i.e. if their Z-score
is less than -2), and thus the calculation for stunting in this study was based on the
following (World Health Organization, 2006):

(observed height) — (median reference height)
standard deviation of reference population

Z-score =
Thus, the higher the value of the Z-score, the better the nutritional status of the child.

Poverty

Child poverty refers to a child living under poverty, which is based on the house-
hold’s poverty status. In this study, the MDHS household wealth index Z-score was
used in classifying a household’s poverty status. A household wealth index is a com-
posite measure of a household’s cumulative living standard and is calculated based
on the ownership of various household assets (Croft et al., 2018). Each household

was assigned a standardised score for each asset, where the score differed depending
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2.3. Study Variables

on whether or not the household owned that asset. These scores were then summed
for each household. In this study, the households were ranked according to their
wealth index Z-score and then divided into quintiles, that being five groups with an
equal number of households in each. This resulted in a household wealth quintile.
Children residing in households in the two poorest quintiles were regarded as living
under poverty, which is a relative measure of poverty. Thus, this response variable

was also binary, indicating whether or not the child was living under poverty.

2.3.2 Independent Variables

The independent variables of interest comprised of a range of socio-economic and
demographic factors.

Malnutrition

The potential risk factors of stunting, our measure of malnutrition in this study, are
displayed in Figure 2.2 below. These factors were either at individual level or house-
hold level.

Individual Related Variables

Age in Months
Gender
Anaemia Status
Birth Order

Household Related Variables .
Stunting

Region of Residence

Household Wealth Index Z-Score
Mother’s Educational Level

Household Size

Source of Drinking Water

Age and Gender of Head of Household
Type of Place of Residence (Rural/Urban)

Figure 2.2: Potential risk factors of stunting in children
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Poverty

The potential risk factors of child poverty are based on those factors at a household
level, shown in Figure 2.3 below. These household factors considered are the same
as those considered for malnutrition in children, excluding the household wealth
index Z-score, as that is what poverty in households was based on. Although other
studies have considered the education level of the head of the household as a risk
factor of poverty, data on this variable was not available. Therefore, the mother’s
education level was used instead.

Household Related Variables

Region of Residence

Mother’s Educational Level

Household Size

Source of Drinking Water

Age and Gender of Head of Household
Type of Place of Residence (Rural/Urban)

v

Poverty

Figure 2.3: Potential risk factors of poverty in households

2.4 Exploratory Data Analysis

This section provides a better understanding of any sort of relationship that exists
between the response variables and independent variables of interest. The final data
set for this study was made up of 5123 children from 4150 households.

Table 2.1 displays some of the characteristics of this sample, which consisted of an
almost equal number of male and female children. The majority of the children
resided in households headed by males (72.1%) and resided in rural areas (84.5%).
In addition, the majority of children had mothers with either no education (11.7%)
or only a primary level of education (59.5%). More than half of the children resided
in households with unprotected drinking water sources (63.6%), which comprised
of open wells (private and public), unprotected springs, rainwater and surface water
(rivers/streams, ponds/lakes and dams). Protected drinking water sources included
protected wells (private and public), boreholes and protected springs, of which only
14.5% of children resided in households with access to this source of drinking water.
Furthermore, 21.8% of the children resided in households with access to tap water
for drinking, which included standpipes or public taps, water piped into the house-
hold or water piped into the yard. The overall observed prevalence of stunting in
children was 30.5% and the overall observed prevalence of children living under
poverty was 40.9%.
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The uncorrected correlation between child poverty and stunting was estimated at

0.11 and was statistically significant at a 5% significance level.

Table 2.1: Characteristics of the sample

Variable Sample size (%) | Variable Sample size (%)
Gender Type of residence

Male 2532 (49.4) Urban 795 (15.5)
Female 2591 (50.6) Rural 4328 (84.5)
Age in months Region

6—11 541 (10.6) Central region 946 (18.5)
12 - 23 1095 (21.4) Northern region 1796 (35.1)
24 - 35 1148 (22.4) Southern region 2381 (46.5)
36 — 47 1193 (23.3) Mother’s education level

48 — 59 1146 (22.4) No education 597 (11.7)
Anaemic level Primary 3050 (59.5)
Severe 88 (1.7) Secondary or higher 1037 (20.2)
Mild 1721 (33.6) Don’t know 439 (8.6)
Moderate 1396 (27.2) Source of drinking water

Not anaemic 1918 (37.4) Protected water 745 (14.5)
Stunted Unprotected water 3259 (63.6)
Yes 1561 (30.5) Tap water 1119 (21.8)
No 3562 (69.5) Head of household sex

Living under poverty Male 3692 (72.1)
Yes 2097 (40.9) Female 1431 (27.9)
No 3026 (59.1)
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2.4. Exploratory Data Analysis

From Figure 2.4, we can observe that stunting was more prevalent in children re-
siding in the poorest households. This figure also indicates that there was a clear
decline in the prevalence of stunting in children as the household wealth increased,
therefore suggesting that poverty may be a fairly strong driver of malnutrition in
children.

38.8%

Poorest

Poor 34.8%

Middle 31.8%

Rich 26.2%

Richest 20.2%

0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

Observed Prevalence (%)

Figure 2.4: Observed prevalence of stunting according to household wealth quintile

Figure 2.5 on the next page displays the observed prevalence of stunting in children
and child poverty according to the region of Malawi. The Central region had the
highest prevalence of stunting and child poverty at 32.3% and 48.2%, respectively.
The lowest prevalence of each was found in the Northern region.
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Stunting: 24.9%
Poverty: 22.5%

Central

Stunting: 32.3%
Poverty: 48.2%

Southern

Stunting: 31.3%
Poverty: 42.8%

Figure 2.5: Observed prevalence of child poverty and stunting according to the region of
Malawi

From Figure 2.6 on the next page, we can observe that the prevalence of both stunt-
ing and poverty was almost equal between male and female children, therefore sug-
gesting that no significant gender bias was evident. This is consistent with the pat-
terns observed in other African countries and with previous findings from Malawi.
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50%

45%
40.6% 41.2%
40%

35%

31.0% 29.9%

30%

25%

M Stunting
20%

B Poverty

15%

Observed Prevalence (%)

10%
5%

0%
Male Female

Gender

Figure 2.6: Observed prevalence of child poverty and stunting according to gender

Figure 2.7 on the next page shows that the lowest prevalence of stunting was in the
age group of 6 to 11 months, after which the prevalence significantly increased. Ac-
cording to Mzumara et al. (2018), early childhood development is vital during the
first 2.5 years of life, after which the effects of stunting is irreversible. In addition,
malnutrition is considered a cumulative phenomenon (Marini & Gragnolati, 2003).
This can be seen in Figure 2.7 with the older age groups having higher prevalences.
Even though there was a decline in the prevalence of children living under poverty
with an increase in age, the range of the prevalence across the age groups was low
(between 38.1% and 42.5%).

Based on Figure 2.8 on the next page, an association between the child’s anaemia
status and both stunting and poverty can be observed, where there was a decline
in the prevalence of both as the anaemia status improved. This is unsurprising as
anaemia can be caused by nutritional deficiencies, which is also a cause of stunting.
In addition, those who cannot afford foods rich in nutrients are prone to nutritional
deficiencies. In the case where anaemia is severe, the prevalence of stunting and
poverty are higher than where the anaemia categories are mild, moderate and not
anaemic.
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50%

43.0%
45% 42.5% i 41.2%

40.8%
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35%
30%

25%
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20%
==@==Poverty

15%
16.3%

10%
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Figure 2.7: Observed prevalence of child poverty and stunting according to age in months

65%
60%

61.4%

55%

50%
45.5%

45.7%

45% 41.7%
40%

35%

35.1%

33.5%

30.1%

30% 27.3% M Stunting

25% B Poverty

20%

Observed Prevalence (%)

15%
10%
5%

Severe Mild Moderate Not anaemic

0%

Anaemia Status

Figure 2.8: Observed prevalence of child poverty and stunting according to anaemia status
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Figure 2.9 displays the prevalence of stunting and child poverty according to the
birth order of the child. Not much variation is visible in the prevalences. Thus, there

may not be a significant association between birth order and the two responses.

50%

45% )
42.46% 42.07% 40.81%

40.45% 40.20% 39.73%
40%

T 35%
°
c 30% 32.2% 33.1%
[T} 31.2%
[- 29.7% 28.0%
B 25% 'D 26.9%
& . ==g==Stunting
-
g 20% =@==Poverty
©
é 15%

10%

5%

0%

1 2 3 4 5 b+
Birth Order

Figure 2.9: Observed prevalence of child poverty and stunting according to birth order

Figure 2.10 on the next page reflects an increase in the prevalence of stunting as the
number of members in the household increased to 5. In contrast, the prevalence of
child poverty decreased with an increase in the number of members in the house-
hold. This may be attributed to the fact that more household members means that
there is more of a contribution to the household’s wealth.

Poverty was most prevalent amongst children residing in households headed by
younger individuals (see Figure 2.11 on the next page). This may be as a result of
a lower earning potential of younger individuals as they do not yet have the ex-
perience and/or qualifications required for higher paying jobs. The prevalence of
stunting displayed little variation in the lower age groups of the household head,
however the prevalence varied significantly after the 46 to 55 age group. This may
be due to small sample sizes in these age groups with only 10.6% of the children
residing in households headed by individuals 56 years and older.
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Observed Prevalence (%)

65%
60%
55%
50%
45%
40%
35%
30%
25%
20%
15%
10%
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31.2% 29.9%
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Figure 2.10: Observed prevalence of child poverty and stunting according to the household

size

65%
60%
55%
50%
45%
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30%
25%
20%
15%
10%

5%

0%

Observed Prevalence (%)

62.39%

16-25

21.4%
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Headship Age

e=@m=Stunting  =@=Poverty

Figure 2.11: Observed prevalence of child poverty and stunting according to the age of the
household head
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2.4. Exploratory Data Analysis

The prevalence of child poverty and stunting in children for household characteris-
tics, source of drinking water and type of place of residence, is shown in Figure 2.12
below. The prevalence of both was lowest amongst children residing in households
with access to tap water as well as those residing in households in urban areas. As
one would expect, the majority of children living in households with an unprotected
drinking water source were living under poverty (59.3%), these children also had the
highest prevalence of stunting (34.8%).

= Tap Water

=74}

-

‘= Protected

o

3

o Unprotected

g Rural

L)

o

[T

o - 8.3%

g Urban

0% 10% 20% 30% 40% 50% 60% 70%

Observed Prevalence (%)
H Poverty M Stunting

Figure 2.12: Observed prevalence of child poverty and stunting according to source of drink-
ing water and type of place of residence

Figure 2.13 on the next page shows that the prevalence of stunting was similar
amongst children who resided in households headed by males and females. How-
ever, there was a substantial difference in the prevalence of poverty amongst these
children, with 50.7% of children living under poverty residing in households headed
by females. The data suggested that the mother’s highest education level played
a crucial role in the prevalence of malnutrition in children aged 6 to 59 months.
The observed prevalence of malnutrition, as measured by stunting, was much lower
among children whose mother had more than a primary education (Figure 2.13).
Figure 2.13 shows vividly that the higher the mother’s educational level, the lower
the prevalence of stunting. Although we do not know any information regarding the
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‘unknown’ category of the mother’s education level, with a second highest preva-
lence of stunted children, we can assert that these mothers could be poorly educated.
The highest prevalence of children living under poverty was observed for those with
mothers who have no education, followed by those with mothers who have only a
primary education. This is unsurprising considering education has a significant ef-
fect on job opportunities and earning potential, which in turn affects the household’s

income and thus poverty status.

29.6%

Male

37.1%

32.7%

Female

Headship Gender

50.7%

37.9%
No Education

56.3%

T
>
Y]
5 Primary
o
3
T
% Secondary or Higher
<]
=
Unknown
0% 10% 20% 30% 40% 50% 60%

Observed Prevalence (%)

M Stunting ® Poverty

Figure 2.13: Observed prevalence of child poverty and stunting according to headship gen-
der and mother’s highest education level

2.5 Statistical Methods Appropriate for this Study

Both response variables of interest are binary. Thus, the logistic regression model,
which is a class of the generalized linear model (GLM), would naturally be the se-

lected statistical model for analysis. However, the data used in this study was ob-
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tained using a complex survey design, where the clusters selected to be included
in the survey represent only a random sample of clusters. In addition, multi-stage
sampling was utilised. Therefore, the method of analysis should account for this sur-
vey design, of which there are many (Heeringa et al., 2010). This study will follow
a model-based approach which accounts for the variability in the responses that is
attributable to each of the multiple levels of sampling. This variability exists due to
the fact that children within the same households and clusters tend to be more alike
than those from different households and clusters. Such a model-based approach
includes the generalized linear mixed model (GLMM), which will be used in this
study to fit the separate models for child poverty and malnutrition in children as
well as the joint model between the two responses.

The following two chapters give an overview of the GLM and GLMM, respectively.
In addition, Chapter 4 introduces the Bayesian method of parameter estimation,
which is the method used in this study to fit the models.
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Chapter 3

Generalized Linear Models

Generalized linear models (GLMs) extend the idea of conventional regression anal-
ysis, first introduced by Nelder & Wedderburn (1972). Models for the analysis of
non-normal responses using non-linear models have a long history. These models
are suitable when used along with exploratory variables that are categorical and
continuous. The GLM includes a large class of statistical models used for relating
non-normal responses to a linear combination of predictor variables, which can also
include interaction terms (McCullagh, 2019). The parameters of the model provide

a way to assess which exploratory variables are related to the response variables.

3.1 The Exponential Family

The exponential family consists of a set of distributions for both continuous and dis-
crete random variables. The exponential family of distribution is a unifying concept,
which brings together the commonly used probability distributions under a general-
ized framework (Wu, 2005). These include distributions such as: Normal, Binomial,
Bernoulli, Poisson, Gamma, Multinomial and inverse Gaussian. A well known ex-
ception is Weibull distribution, which is a common distribution for survival (event
history) data. If Y;, (i = 1,2,...,n) is a response variable from a distribution that
is a member of the exponential family, then the probability density function for Y;,
f(ys;0;, ¢), can be written as:

vt — b(0;)
a;(¢)

where 0; is known as the canonical or natural parameter, a;(¢) = ¢/w; with w; as a

f(i; 0i, ) = exp + c(yi, ¢) (3.1

known weight depending on whether or not the data is grouped and ¢ is the dis-
persion parameter, b(-) and ¢(-) are some known functions. Jergensen (1987) showed
that if a response variable Y; has a distribution belonging to the exponential family,
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3.1. The Exponential Family

then its mean and variance are

B(Y:) = = V(03) (32)
Var(Y;) = a;(¢)b"(0;) (3.3)
— 20, (3.4

W;

where '(67) and b”(0;) are the first and second derivatives of b(6;) with respect to 6;.
b"(6;) is a function of the mean, and is referred to as the variance function, denoted
by v(pi). ¢ is constant over the observations, however w; varies from observation
to observation, hence a property of the GLM is a non-constant variance, which may
vary across the observations (Nelder & Wedderburn, 1972). If a;(¢) > 1, the model
is said to be overdispersed as Var(Y;) > v(u;). Similarly, the model will be under-
dispersed if a;(¢) < 1.

Agresti & Kateri (2011) described three primary components of a GLM:

The Random Component
A GLM consists of a response variable, Y; from the exponential family of distribu-
tions with n independent observations given by y1,v2, , ..., yn.

The Systematic Component

This component relates a vector n = (91,72, ...,7,)’ to a set of explanatory variables
through a link function. Let «; = (1, zy;,..., ) be a (p + 1)-dimensional vector
of covariates and 8 = (o, 51, ..., Bp) be a vector of the regression coefficients. The

distribution of Y; depends on x; through the linear predictor, 7;, such that:

n; = Bo + Brx1; + Bax2i + .. + BpTpi
— o/
The Link Function
The link function, given by ¢(y;), is a monotonic and differentiable function that

describes how the mean, E(Y;) = p;, depends on the linear predictor. Thus, the
GLM is generally defined as:

(i) = mi = Bo + Bix1i + Baxai + ... + Bpxpi

The inverse of the link function, g~!(7;) = y; is known as the mean function. Spe-
cial types of link functions are those obtained directly from the natural parameter ¢
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of the exponential family. These link functions are regarded as canonical link func-
tions such as the logit link for binary data, log link for count data and identity link
for normal data. Table 3.1 shows some of the common link functions based on the
distribution of the response variable.

Table 3.1: Some common distributions of exponential dispersion family with their link
functions

Distribution Link name Inverselink Variance function

Normal Identity n o
Binomial Logit e"/(1+ €M) w(l —p)/N
Poisson Logarithms e’ 1
Gamma Reciprocals e Pou?

3.2 Parameter Estimation

To fit a particular model, we need to find its parameter estimates and to perform this

task for the GLM, the maximum likelihood (ML) procedure is commonly used.

The log-likelihood function for a single observation, y;, is defined as

) = it — b(6;)

b =1In i 6, + cly;, 3.5
AT i (0) (Yir @) 3.5)
Since we assume that the observations y;,7 = 1,...,n, are independent, the joint
log-likelihood function is given by
(B,y) = b (3.6)
i=1
The maximum likelihood estimate (MLE) of 3,5 = 0, ..., p, is therefore the solution
to the following score equation
oL; Y — Tij
59 = 58, = 2 a(@yeu) < 7 (

where ¢'(p;) = gm depends on the link function. The above equation is commonly

1

represented as

z—:xij =0 (38)
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where W; is is the iterative weights given by

1 opi’\*

W= ai(@)v(pi) (57%) (39)
1 i\
- Var(Y;) <8m> (3.10)

Therefore, solving Equation 3.8 above will give the MLE of 3. However, this score
equation is a non-linear function of 3, therefore iterative procedures are required to
solve them, such as Newton Raphson and Fisher Score (McCullagh & Nelder, 1989).

3.3 Logistic Regression
In the case of a binary response, the outcome can be coded as follows

{ 1 if an eventis observed, e.g. a child is stunted or living under poverty
,[: =

0 if an event is not observed, e.g. a child is not stunted or living under poverty

Therefore, Y; follows a Bernoulli distribution with P(Y; = 1) = m; and P(Y; = 0) =

1 — 7;. Thus, the mean and variance are given by

E(Y;) =m; and (3.11)
Var(Y;) = m(1 —m) (3.12)

The logistic regression model is given by

1—m

logit(m;) = In ( T ) =z (3.13)

where the left side of the equation is referred to as the logit link (Kutner et al., 2005).
Therefore, the mean function of the logistic regression model is given by

B(Yi) = — exp(x;3)

1+ exp(z)0) (3.14)

The value of the link 7, is able to range freely while that of E(Y;) = m; = p; is re-
stricted between 0 and 1. The MLE of 3 can once again be found using the iterative

procedures, where the score s(3) can be found as follows.

The probability distribution for a binary response is given by

flyi) =l (1 —m)' ¥ (3.15)
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This can be expressed in the following form

f(yi) = exp [yz In <1 T ) +In(1 — 711)] (3.16)
o
The equation above is in the same form as Equation 3.1 with a;(¢) = 1, the disper-
sion parameter ¢ = 1, ¢(yi, ¢) = 0 and the canonical parameter ¢; = (1 >
—m

0;

e
[his gives m; = ——-.
is gives m = -——4

Therefore, it follows b(6;) = In(1 + €%).

Since, for the logistic regression model, E(Y;) = m; = p;, Var(Y;) = pui(1 — p;), the

link function can be represented as follows

Thus, it follows

8771 0
J— 1 _
1,
pi 1 —py
B 1
2% (1 - Nz)
Therefore,
1 Opi 2
Wi= Var(Y;) <0m) (317)
1
= [ (1= ;)| 3.18
u(l—u)[ﬂ( 14:)] (3.18)
— (1 — ) (3.19)

Thus, the score s(3) given in Equation 3.8 reduces to

s(B) = Z(Z/z — 1) T

i=1

where p;, which is equal to m;, is given by Equation 3.14.
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A convenient property of the logistic regression is that the link function represents
is the odds of

the log of the odds of an event of interest occurring, where 1 mw‘
the event occurring. Therefore, ¢’ gives the odds ratio correspondilng to a one unit
increase in the corresponding explanatory variable x;;, while all other explanatory
variables remain unchanged. In general, the odds ratio for a k unit change in the
explanatory variable is ¢“7 . This is a useful way in which to determine how much
more likely an event of interest is to occur as one explanatory variable changes (Kut-

ner et al., 2005).

While the logistic regression is a popular method to assess the relationship between
a binary outcome and a set of explanatory variables, this method does not take into
account the design of a study. In addition, the logistic regression model treats the
effects of all the explanatory variables as fixed. However, due to the design of the
study and the hierarchical nature of the data being used, it is necessary to include
random effects in the model. Thus, the next chapter considers the generalized linear
mixed model, which incorporates fixed as well as random effects.
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Chapter 4

Generalized Linear Mixed Models

A generalized linear mixed model (GLMM) is one that can accommodate correlated
data (Nelder & Wedderburn, 1972). The GLMM is an extension of the GLM that
allows researchers to model non-normal and non-linear data which includes both
random effects and fixed effects. We note that the MDHS data being analysed in this
study consists of clusters and households within the cluster, and therefore possible
correlations may exist in the responses. It is in this respect that we consider the
GLMM, as it allows for the addition of random effects which can account for the

possible correlation in the observations.

4.1 Model Formulation

On specifying the model, we begin with the conditional distribution of Y;;, which
is the ;" response, j = 1,...,n;, from the ith cluster, i = 1,...,n, given a vector u
of random effects. The assumption is that, given a vector u, the responses Y;; are
conditionally independent with a density from the exponential family (McCulloch
& Neuhaus, 2005). That is

Yijlu ~ indep. f (yij|u)
where

f(yijlu) = exp Yis (HZ; (_d>§) (0;) + c(yij, @) (4.1)

Functions b, ¢, and «a;;(¢) are defined as those in the GLM in Equation 3.1. The
conditional mean of Yj; is given by E(Y;;|u) = y;; and is modelled through a linear

predictor, 7;;, containing fixed regression parameters 3, as well as cluster-specific
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parameters u;. That is

nij = 9(1ij) = g [E(yij|u;)]
= :c’z-j,B + z;jui (4.2)

where x;; and z;; are (p + 1)-dimensional and g-dimensional vectors of known co-
variates corresponding to the fixed and random effects, 3 and wu;, respectively. It
is also assumed that the random effects u; ~ MV N(0,G), where G depends on

unknown variance components.

To estimate the parameters and variance components of the GLMM, two approaches
are used: a Bayesian approach and the maximum likelihood approach. While the
maximum likelihood approach, and variants of it such as restricted maximum like-
lihood (REML), is the most commonly used method of estimation, for GLMMs with

high dimensional random effects or GLMMs with many random effects, this ap-

proach becomes computationally intensive, particularly with non-Gaussian responses

(McCulloch & Neuhaus, 2005). However, simulation-based methods such as Markov
chain Monte Carlo, specifically Gibbs sampling, and Monte Carlo EM have proven
useful under these settings (McCulloch, 1997). The latter forms part of the Bayesian
approach, which will be focussed on in this thesis.

4.2 Bayesian Approach to Parameter Estimation

In the Bayesian approach to estimation of the GLMM, there is a need to specify the
prior densities and thereafter the posterior distribution can be found.
4.2.1 Introduction to Bayesian Methods

Unlike in the frequentist approach, Bayesian methods require prior information to

estimate the posterior distribution. So, the challenge with the Bayesian approach is

on estimating the posterior distribution, which requires integration of high-dimensional

functions. There are several approaches to remedy this problem and they involve
simulating realisations from the joint posterior distribution. In this thesis, the focus
will be on the Markov chain Monte Carlo (MCMC) methods of simulating data.

The MCMC approach uses the previous sample values to randomly generate the
next sample value, generating a Markov chain. The Bayesian analysis technique
starts with an initial probability distribution for parameters 8 = (61, ..., 604)’, which
is given by p(0), referred to as the prior. This prior represents an assumption or

30



4.2. Bayesian Approach to Parameter Estimation

previous knowledge about the parameters before observing the data. With observed
data y = (y1,...,yn), we then select a statistical model with likelihood function
p(y|0). Thereafter, we combine the prior beliefs about 8 with the data y to give us a
posterior distribution p(8|y). The posterior distribution thus reflects the researcher’s
updated beliefs, and may be summarised in the form of posterior statistics, such
as the posterior mean, median or mode, and standard deviation, and through the
creation of Bayesian confidence intervals, known as credible intervals (Lesaffre &
Lawson, 2012). These intervals have a natural interpretation. The Bayesian inference
is derived from simple probability theory based on Bayes” Theorem. If A and B are
any two events, then the conditional probability of A given B is derived as
P(A,B) P(BJA)P(A)

PAR) =5 = PB)

If we replace B by observations y, A by a parameter set 8 and probabilities by den-
sities, the above equation results in the following relation
p(0,y) _ p(yl0)p(6)

PO =70 T pw) *.3)

where p(y|0) represents the likelihood of y under the model and p(0) is the prior
density, or the density of 8 before observing the data y. Furthermore, the denomi-
nator, p(y), in Equation 4.3 is the marginal probability density of 8 such that

p(y) = / p(y|0)p(0)do

In addition, p(y) does not depend on 6 and is regarded as a normalizing constant
in order to ensure that the posterior distribution integrates to one. Therefore, an
equivalent to Equation 4.3 is given by

p(0ly) x p(y|0)p(0) (4.4)

Thus, the posterior distribution is proportional to the likelihood function times the
prior. Note, the likelihood p(y|@) may also be represented as L(8|y).

4.2.2 Prior Distributions

For a Bayesian approach, all parameters are treated as random variables and are
assigned appropriate prior probability distributions. Therefore, a single value of a
parameter is simply one possible realisation of the possible values of the parameter,
the probability of which is defined by the prior distribution (Lawson, 2011). A prior
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4.2. Bayesian Approach to Parameter Estimation

distribution is usually assigned to a parameter before seeing the data, therefore it
can be considered as providing additional data for a problem, which can result in im-
proved estimations or identification of parameters. Thus, prior distributions and the
likelihood provide two sources of information about the parameter to be estimated.
The likelihood informs us about the parameter via the data, while the prior distribu-
tions inform via prior beliefs or assumptions (Lawson, 2011). For large amounts of
data, the likelihood will contribute more to the posterior. However, when the data
is lacking, the prior distributions will dominate the analysis. Different types of prior
distributions can be specified depending on the prior knowledge available. Some of
these are discussed below.

Improper Priors

It is possible that a specified prior distribution can be improper. Impropriety is a con-
dition in which the integration of the prior distribution over the range of the parame-
ter 6 is not finite. Thus, a prior distribution is considered improper if its normalizing
constant is infinite. Although impropriety is a limitation of any prior distribution,
it does not necessarily lead to impropriety of the posterior distribution. Therefore,
the posterior distribution can be proper even with an improper prior specification
(Lawson, 2013).

Non-informative Priors

A type of prior that is assumed to not make a strong preference over the observed
values is regarded as non-informative prior. Thus, these priors are also known
as vague or flat prior distributions. Intuitively, this means that choosing a non-
informative prior distribution for the parameters in any posterior distribution will
not have significant impact, compared to the likelihood of the data. The choice of
non-informative prior can be made with some general understanding of the range
and behavior of the parameters (Lawson, 2013). Also, we take note that variance
parameters must have prior distributions on the positive real line. Plausible prior
distributions in this case are often obtained in the gamma, inverse gamma, or uni-

form families.

Conjugate Prior

When choosing a prior distribution, a particular combination of the prior distribu-
tion and likelihood function can result to the same distribution family in the pos-
terior p(@|y) as for the prior distribution p(@). We call these prior and posterior
distributions conjugate distributions, and the prior is called a conjugate prior for
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that particular likelihood. For example, the binomial likelihood with parameter 6
and the Beta prior distribution for @ are conjugate. Thus, in this regard, the posterior
distribution of 8 is also Beta distributed. The same holds for the Poisson likelihood,
and the gamma prior distribution, as well as the normal likelihood with a normal
prior distribution for the mean. Moreover, all members of the exponential family

have conjugate priors (Lawson, 2011).

By examining the kernel of the prior likelihood product, the conjugacy prior can
be identified. Thus, the prior likelihood product should be in a similar form to the
prior distribution. In this regard, conjugacy always guarantees a proper posterior

distribution.

4.2.3 Posterior Summary Measures

After obtaining the posterior distribution of a parameter 6, it is of interest to obtain
summary measures of the posterior using representative values of the location and
variability (Lesaffre & Lawson, 2012). The three most commonly used measures of
location of p(@|y) include (i) the posterior mode; (ii) the posterior mean; and (iii) the

posterior median.

The posterior mode is the value of € which maximises p(0|y), thus it is defined as

o~

6 = argmaxp(6ly),

which has the following properties:
e Maximization is required to find 8, therefore only p(y|@)p(0) is involved.

e For a flat prior distribution where p(6) ¢, the posterior mode is equal to the
MLE of 6 from a frequentist approach using only the likelihood function as

p(0ly) x p(y0).

The posterior mean is given by

6 [op6ly)as. (45)
with the following properties:

e Itis the value of § that minimizes the squared loss, given by

/ (6 — 8 p(6]y)do
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This means that 0 is closest to all §, as measured by the quadratic loss function
L(6,¢) = (6 — ¢)? weighted by the posterior distribution.

e To obtain the posterior mean, integration is performed twice: i) to determine

the posterior distribution and ii) in Equation 4.5 above.

The posterior median, 8y, is defined by

0.5 = /9 p(6]y)do, (4.6)

with the following properties:

e The posterior median is obtained if the quadratic loss function in Equation 4.5

is replaced by a|6 — 5], where a > 0.

e One integration and solving of an integral equation is required in obtaining
the posterior median.

The most common posterior measure of variability is the posterior variance, given by

o = [(6- 07 6ly)ds (47)

The posterior standard deviation, &, is a useful measure of posterior uncertainty
about the parameter of interest. However, to calculate the posterior variance /standard

deviation, three integrals need to be evaluated (Lesaffre & Lawson, 2012).

4.2.4 The Markov Chain Monte Carlo Methods

A convenient way of obtaining summary measures of the posterior distribution,
rather than evaluating several integrals, is to make use of Markov Chain Monte
Carlo (MCMC) methods. MCMC comprises of a class of algorithms in order to
directly sample from the posterior distribution. The summary measures are then
estimated from those samples (Lesaffre & Lawson, 2012).

In this algorithm, we consider 0. 02 .. 0T tobea sample of size T" from the
posterior distribution p(8|y). A Markov chain is a stochastic process in which fu-
ture states are independent of past stages, given the present states (Ntzoufras, 2011).
Based on the sequence 8, 0) ... 97, the process can be specified by

PO M) = pettl) o),
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which is the distribution of ¢ at time ¢ + 1, given all the proceeding ¢ values (for
t,t —1,...,1), depends only on the value 0™ at the immediate past time ¢.

In the limit, as t — oo, the distribution of 8 converges to its equilibrium, which is
independent of the initial value of the chain 0). Thus, this condition occurs when-

ever the Markov chain is irreducible, aperiodic and positive-recurrent.

MCMC techniques work by building the Markov chain in a set of steps as outlined
below:

1. Start with an initial value (¥

2. Sequentially generate 8¢*1|0(*) values from p(@|y) until the equilibrium dis-
tribution is attained.

3. Monitor the convergence of the algorithm using the convergence diagnostics.

If convergence diagnostics fails, we generate more samples.

4. Cut off the first B observations. Then B is called the burn-in period; meaning
the first B iteration values are eliminated from the sample to avoid the influ-

ence of initial values.
5. {9(B+D) 9(B+2) | 9(T)} is considered as the sample of the posterior analysis.

6. Plot the posterior distribution. Histogram and Kernel plots of the distribution
are the most frequenly used plots.

7. Lastly, obtain summary results for the posterior distribution.

These steps mentioned above are necessary when assessing the convergence diag-
nostics. Convergence diagnostics are used for checking whether or not convergence
has been attained. The two most popular MCMC methods that are used are the
Metropolis-Hasting algorithm and the Gibbs sampler (Lawson, 2011), which are con-
sidered below.

The Metropolis-Hastings Algorithm

This is a Markov Chain Monte Carlo (MCMC) approach that was first introduced
by Metropolis et al. (1953) in a statistical physics context and further generalized by
Hastings (1970) based on statistical problems.

Often, the strain that arises with the Monte Carlo integration is that of obtaining

samples from some complex probability distribution p(x). Attempts to solve this
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problem are the roots of MCMC methods. These methods seek attempts by mathe-
matical physicists to integrate very complex functions by random sampling and the
resulting Metropolis-Hastings (M-H) algorithm. In this algorithm, suppose we have
0 as a vector-valued parameter and p(6|y) the target posterior distribution from
which we wish to generate the sample of size T. In Bayesian inference, the M-H al-
gorithm proceeds through the following iterative steps:

1. Start with initial values )

2. Repeat the following steps fort = 1,2, ...,T

Set§ = 9(t—1)

Generate new candidate values 6’ from a proposal distribution ¢(6’|0).

o i (1,410
" p(8ly)q(6']6)

Update 8) = @’ with probability a or 8®) = (=Y with probability 1 —a.

Calculate

An imperative trait of this algorithm is the fact that its convergence depends on
the proposal distribution. Moreover, in practice, it is vital to choose the proposal
distribution with care, as poor choices considerably delay convergence to the target
distribution.

Gibbs Sampler (GS)

This technique was originally introduced by Geman & Geman (1984), which is a spe-
cial case of the Metropolis-Hasting algorithm that uses a proposal density ¢(8’'|0®).
However, the desired sample is generated from the full conditional posterior distri-
bution p(6_;|0;,y), which is the proposal distribution, where 8_; = (61, ...,0,_1,
6;.1,...,0,) and j = 1,2, ... p.

One of the favourable characteristics of the Gibbs sampler is that in each step, the
random values must be generated from a uni-dimensional distribution, for which
a variety of computational tools exists. Often, the Gibbs sampler moves to a new
value and does not require specification of a proposal distribution (Ntzoufras, 2011).

Gibbs sampler algorithm steps:
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1. Start with initial values 6
2. Repeat the following steps for ¢t = 1,2,...,T

e Setg =09V
e For j =1,2,...,p, update §; from 6; ~ p(0;|0_;,y)

e Set 8) = § and save it as generated set of values at the (¢ + 1) iteration
of the algorithm

Thus, for a given particular state of the chain 0", new parameter values can be gen-

erated by

6" from p(61165 ", 087D 08 )
65 from p(6,)6\", 651, .05V y)
6" from p(05]6%", 657 08 0 )

6\ from p(;]65", 608", ..., 0" 0 08 )

9,(,t) from p(9j|9§t), eét), o 9;(217 Y).

The conditional distributions p(6; |9§t), Gét), cey 9]@1, 95»1:11), ceey 91(,%1), y) are called full
conditional distributions because 6; is conditioned on all other parameters (Lawson,

2011).

4.2.5 Assessing and Improving Convergence in MCMC Technique

MCMC techniques make use of diagnostics criteria to assess whether the iterative
simulations have reached an equilibrium distribution of the Markov Chain or not.
These methods are crucial as they help to decide how many iterations to use and rep-
resent the posterior density to ensure that the Markov Chain converges. Thus, once
the posterior distribution has been determined, checking convergence becomes easy.
Below we look at several ways to assess the efficiency and ways of improving the
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convergence within MCMC.

Visual examination of the trace plot is one of the useful ways to assess convergence,
which is a plot of the sample values versus the sample number. The figure below
displays some of the trace plots that can result.

Burn-In

|
LMNMﬂMHJNML’W AWk e M Ao

e

R Nonconvergence
T,
m’m\wmﬁ«& P W ~—_

p’H i thl\ 4 L
AM"W'WM% /J\v JA“M#,W WW‘ W ".'L, y q‘r J’M““ﬁv ! Thinning?

Figure 4.1: Types of trace plots

The efficiency of the MCMC algorithm can be assessed graphically; some of the
methods are discussed below, as outlined by Lawson (2013) and Lesaffre & Law-
son (2012):

e Kernel Density Plots: A more satisfactory density plot for a converged chain
would look more like the bell-shaped density or indicative parameters whose

marginal posterior densities are approximately normal

o Autocorrelation Function Plot: when future positions in the Markov chain are
highly predictable from the current position, the posterior is slowly explored
and one can be able to tell whether the chain has a mixing rate. A mixing rate
is assessed by autocorrelations of different lags. If the mixing rate is low, then
autocorrelation decreases slowly with increasing lag. The autocorrelation also
indicates the minimum number of iterations needed for the Markov chain to
"forget” its starting position.
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e Raftery and Lewis diagnostics: The Raftery and Lewis diagnostic is used for
detecting convergence to the stationarity distribution and evaluating accuracy
of the estimated percentiles by the number of samples to reach the desired
accuracy of the percentiles. This diagnostic is designed to test the number of
iterations and burn-in needed by first running and taking a shorter pilot chain

e Brooks-Gelman-Rubin diagnostic: Brooks-Gelman-Rubin diagnostic is based
on assessing the convergence of multiple chains through comparison of sum-
mary measures across chains. This diagnostic compares the within and be-
tween chain variances for each variable. When the chains have "mixed” (con-
verged) the variance within each sequence and the variance between sequences
for each variable will be approximately equal. However, this means that the
ratio of the two variances converge to 1 if all chains being sampled are iden-
tically distributed. For poorly identified models, the variability of sampled
parameter values between chains significantly exceeds the variability within
one chain. The convergence of the Markov chain can be improved by stan-
dardising covariates and the use of unnstructured random effects. Although,
these methods are the most popular in assessing and improving convergence,
we could also assess convergence by examining a time series plot or trace plots
of the parameters. There is no guarantee that sampling using an MCMC algo-

rithm will ensure or result to convergence to the posterior distribution.

4.2.6 Model Diagnostics and Selection

The most popular method used for model selection in Bayesian statistics is the de-
viance information criteria (DIC) that was proposed by Spiegelhalter et al. (2014).
The DIC gives a measure that indicates both model fit and complexity and is de-
fined as two times the mean of the deviance minus the deviance of the mean. It is
based on the deviance and effective number of parameters in the model. The de-
viance of the posterior expected parameter, 8, can be defined as D(0) = —21np(y|0)
and is called the Bayesian deviance. Spiegelhalter et al. (2014) defined the effective
number of parameters pp in the model, which measure the model complexity which

can be written as

pp = D(6) — D(6) (4.8)

where D(0) is the posterior mean of D(0) that measures the goodness of the model

fit, while D(0) is the same as D(0) evaluated at the posterior mean of the parame-
ters. Thus, the DIC is defined as
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DIC = D(0) +2pp (4.9)
or equivalently,

DIC = D(0) + pp (4.10)

One aspect of both DIC and pp is that they can be easily calculated from the samples
generated by MCMC simulation (Lesaffre & Lawson, 2012). Thus, smaller values of
D(6) implies a good fit, whereas smaller values of pp indicate model parsimony.

4.3 Joint Modelling using the GLMM Approach

Joint modelling of multiple outcomes allows for the correlation between the out-
comes to be investigated and accounted for. The joint model optimally uses the
available information from the multiple responses occurring simultaneously. In ad-
dition, the joint model has better control of type I error rates in multiple tests, thus
it has possible gains in the efficiency of parameter estimates as opposed to separate
models (Warton et al., 2015). There are various ways in which a joint model can be
fitted, this includes the Plackett-Dale approach, GLMM approach, and probit normal
approach, among others. In this study, we consider the GLMM approach to fitting a
joint model.

For the purpose of this study, we will only consider the bivariate case with two
binary responses as follows

Y1 = the poverty status of the ith child
Yio = the stunting status of the ith child

The observed outcomes of these responses arise from a bivariate Bernoulli distribu-
tion, with ;1 equal to the probability that the i** child is living under poverty, and
m;2 equal to the probability that the ith child is stunted. Therefore, for the bivariate
response Y; = (Y;1,Yi2), a GLMM of the following form is assumed

Y =h(X:B+ Zju;) +¢; (4.11)

where h(.) = g~!(.) is the inverse link function, the components of which depend on
the link functions of the two responses, 3 = (3, 3;)’ contains the vectors of the fixed
effects for each response, u; = (u;1,u;2)" contains the vectors of the random effects

for each response, X; = (X1, X2) and Z; = (Z;1, Z,2)' are the design matrices for
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the fixed and random effects, respectively, and e; = (ei1,€;2)’ is the residual error
terms. Therefore, the model in Equation 4.11 is written in its most general form, as a
decomposition in terms of the mean and error term, where both the mean and error
term are allowed to change with the nature of the responses (Faes et al., 2008). It
should be noted that the link function for each response is allowed to differ. In the
case of this study, however, both responses use the logit link function.

Using this GLMM approach, the correlation between the outcomes can be modelled
in two ways: (i) via a shared random effect, or (ii) via the residual variance of Y';:

(i) Shared Random Effect

In the case of accounting for the correlation between the response via a shared ran-
dom effect, it follows

;= (“1> ~iid. MVN (0 -
U;2

where ¥; is the variance-covariance matrix of the joint model, ¥;; and X9, are the

0
72i:

Y11 212 4.12)
o1 222

variance components for each response, and X2 = X are the correlation compo-
nents between the two responses. In this study, these correlation components rep-
resent the correlation between a child living under poverty and being stunted. If
Y12 = Y91 = 0, then Equation 4.11 becomes equivalent to fitting two separate mod-
els for each response. Conditioned on the shared random effect, the joint responses

of each child are assumed independent.

(ii) Residual Variance

If the correlation between the outcomes is modelled using the residual variance of

Y ,, it follows
£ = <€“> ~iid. MVN (0 -
€2

where the components of the variance-covariance matrix €2; depend on the mean-

0

9) (4.13)

variance relationship of the various responses and can contain, in addition, a corre-

lation matrix R; and an overdispersion parameter (Faes et al., 2008).

An appropriate covariance structure is selected for either 3; or €2;. Model fit statis-
tics can be used to select the most appropriate structure for the model.
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Covariance Structures

In the table below, we present some of the covariance structures that can be used for

the structure of X; or £2;.

Table 4.1: Some of the simpler covariance structures.

Structure Description Number of Parameters (i,7)"" element
AR(1) Autoregressive lag 1 2 Oij = o2 p|i—ﬂ
CS Compound Symmetry 2 0 = o1+ 0*1(i = j)
UN Unstructured tt+1)/2 Oij = 0ij
TOEP Toeplitz t Oij = Oli—j| + 1
VC Variance Component q Oij = 0;31(1' =7)

First-order autoregressive

The autoregressive covariance structure has homogeneous variances and the corre-
lation declines exponentially with distance (Kincaid, 2005; Littell et al., 2000). Hence,
the two measurements that are right next to each other in time are considered to be
correlated. Moreover, measurements are said to be less correlated as they get further

apart.

2

T D
=

1 pt
AR(1)=|pt 1
p* pt

Compound Symmetry:

The exchangeable or compound symmetry correlation structure assumes a constant
correlation between any two measurements within a subject, regardless of the time
interval between the measurements. This structure may be more appropriate with
data sets that have clustered observations such that there may be no logical ordering
of observations within a cluster (Kincaid, 2005; Littell et al., 2000).

CS = o2

T T
T =D
=D D

Unstructured
There are ¢(t + 1)/2 parameters to be estimated when the correlation matrix is com-
pletely unspecified. The generality of this structure has drawback for having a large

number of parameter to be tested.

42



4.3. Joint Modelling using the GLMM Approach

2
07 012 013
UN = Jg12 0’% 0923

2
013 023 O3

The above structure can also be parameterised in terms of variances and correla-
tions, with the covariance between two measurements given by o;0,p;;, where the

correlation p;; = 1 when ¢ = j (Kincaid, 2005).

Toeplitz

The Toeplitz or the banded structure, its covariance depends only on the lag and
not as a mathematical function with smaller number of parameters (Kincaid, 2005).
The Toeplitz structure is similar to first-order autoregressive in that all measurement
next to each other have the same correlation measurements which are two apart have
same correlation different from the first. However, the correlations do not necessar-
ily have the same pattern.

o2 o1 o9

TOEP = | o, 0% o
oy o1 02
Variance Component
This structure is used when independence is assumed between the measurements.

Thus, it is the simplest structure.

o2 0 0
VC=10 o3 0
0 0 o}

Finding the variance-covariance matrix

As interest is on the correlation structure between the two responses in the joint
model, a general first-order approximate expression for the variance-covariance ma-

trix of Y'; is derived as

where
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_ (O
A; = (377) (4.15)

Qi ~ & ?A’Ri(a) A} D} (4.16)

ui:O

and

where A, is a diagonal matrix containing the variance following the generalized lin-
ear specification of Yj;, k = 1,2, for a given random effects u; = 0. Further, ®; is
also a diagonal matrix but with the dispersion parameters along the diagonal. £2; ex-
plains the variance-covariance in the residual error €; and A; Z; D Z! A/ corresponds
to the random effects structure in h(X ;3 + Z;u;) (Faes et al., 2008). When there are
no random effects in Equation 4.11, a marginal model is obtained. When there are
no residual correlations in R;, the resulting model is referred to as the conditional

independence model or purely random-effects model (Faes et al., 2008).

The Bayesian methods described in Section 4.2 can be applied to estimate the pa-

rameters and variance components of the joint model.

In the next chapter, we now analyse child poverty and stunting separately and
jointly using the methods discussed in this chapter.
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Chapter 5

Application to the MDHS Data

In this section we consider Bayesian Multilevel models. The discussion begins with
the seperate multilevel model followed by the joint multilevel generalized linear
models. This approach is followed so that the distinction between the two types of

models is clarified.

5.1 Results for the Separate Models

In this section, the results of the Bayesian GLMM fitted separately to child poverty
and malnutrition in children are discussed. A Bayesian approach was adopted for
estimation, and thus the MCMCglmm R package was used (Hadfield, 2010). Before
the model was fitted, we checked for the presence of multicollinearity among the
variables using the variance inflation factor (VIF). The VIF for each variable was be-
tween 1 and 3.5, suggesting that no significant multicollinearty was present between

the independent variables.

To fit the model to each of the two responses, we utilised the normal distribution
prior with a zero mean and a large variance (10%) for the fixed effects parameters
and an inverse-Wishart prior distribution for the variance components of the ran-
dom effects. For a single variance component, the inverse Wishart takes two scalar
parameters, (co)variance matrix V and degree of belief parameter nu. The distribu-
tion tends to a point mass on V as the degree of belief parameter, nu, goes to infinity.
The distribution tends to be skewed to the right when nu is not very large, with
a mode of ¥ and a mean of XJ“‘; (Hadfield, 2010). When V = 1, the resulting

nu+2 —
distributions are equivalent to inverse gamma distributions with shape and scale

parameters set to 5. In addition, as long as V > 1 and nu > 1, a proper prior is
specified (Hadfield, 2010).
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Three models were run for each response: i) a fixed effect model with no random
effects, ii) a mixed effects model with only a cluster level random effect, iii) a mixed
effects model with both a cluster level as well as household level nested within the
cluster random effect. The DIC was used to choose the best fitting model between
the three. However, the best fitting model for both responses was the mixed effects
model with the two random effects (cluster and household level). Therefore, the re-

sults discussed will be based on this model.

Each model was fitted using 60 000 iterations with a burn-in phase of 10 000 and a
thinning rate of 25. Diagnostic plots, which can be found in Appendix B, were used
to monitor the convergence of the chain for each parameter estimate. Each model
was run with varying values of the scale parameter, nu, in the inverse-Wishart prior
for the random effects, however, the parameter estimates and their significance were
not sensitive to these changes. The final models were based on V = 1 and nu = 1.
Table 5.1 displays the posterior odds ratio (OR) estimates and their corresponding
95% credible intervals (Crl) for the separate model fitted to each response using the
Bayesian GLMM.

Based on the results, gender and birth order were not significant factors for stunting
in children, where the odds of stunting for females was not significantly different to
that of males [OR: 0.906, CrI: 0.760 - 1.067], and there was no significant difference in
the odds of stunting as the birth order increased by one unit [OR: 0.999, Crl: 0.994 -
1.005]. However, age in months had a strong effect on stunting. Children older than
6 to 11 months had significantly higher odds of being stunted. Children aged 36-47
months were almost 5 times more likely to be stunted compared to those aged 6-11
months [OR: 4.839, 95% CrI: 3.287 - 6.955]. As one would expect, the odds of stunting
decreased with an improvement in anaemia status, where children with moderate
anaemia, mild anaemia or no anaemia had significantly lower odds of stunting com-
pared to those with severe anaemia. The results suggested that children from the
Northern region were more likely to be stunted compared to those from the Central
region [OR: 1.378, 95% Crl: 1.058 - 1.796]. However, the odds of stunting in children
from the Southern region were not significantly different from that in children from
the Central region [OR: 1.301, 95% CrI: 0.997 - 1.688]. The results also indicated that
the more educated the mother, the less likely the child was to be stunted. However,
there was only a significant difference in the odds of stunting for children whose
mother had a secondary or higher education compared to no education [OR: 0.694,
95% Crl: 0.486 - 0.979]. There was no significant difference in the odds of stunting
based on the source of drinking water in the household, type of place of residence,
headship age and gender, and household size. However, the odds of stunting sig-
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nificantly decreased with an increase in one unit of the household’s wealth index
Z-score [OR: 0.666, 95% Crl: 0.570 - 0.776].
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Table 5.1: Estimated odds ratios (OR) and their 95% credible intervals (CrI) based on the
Bayesian GLMM fitted to malnutrition and poverty separately

Stunted Poverty
OR 95% Crl OR 95% Crl
Individual Level Factors
Child Sex
Male 1.000 Ref - -
Female 0.906 (0.760 - 1.067) - -
Child Age (Months)
6—11 1.000 Ref - -
12 — 23 4.151 (2.894 - 5.913)* - -
24 — 35 2913 (1.987 - 4.177)* - -
36 — 47 4.839 (3.287 - 6.955)* - -
48 — 59 3.818 (2.657 - 5.636)* - -
Anaemia Level
Severe 1.000 Ref - -
Moderate 0.513 (0.263 - 0.920)* - -
Mild 0.391 (0.204 - 0.718)* - -
Not Anemic 0.319 (0.178 - 0.623)* - -
Birth Order 0.999 (0.994 - 1.005) - -

Household Level Factors

Head of Household Sex

Male 1.000 Ref 1.000 Ref
Female 1.113 (0.914 - 1.363) 2.331 (1.919 - 2.822)*
Region

Central region 1.000 Ref 1.000 Ref
Northern region 1.378 (1.058 - 1.796)* 3.611 (2.579 - 5.002)*
Southern region 1.301 (0.997 - 1.688) 2.236 (1.606 - 3.045)"
Mother’s Education Level

No education 1.000 Ref 1.000 Ref
Primary 0.819 (0.615-1.072) 0.722 (0.560 - 0.943)"
Secondary or Higher 0.694 (0.486 - 0.979)* 0.139 (0.098 - 0.194)*
Unknown 0.980 (0.509 - 1.866) 0.547 (0.290 - 1.000)
Source of Water

Unprotected water 1.000 Ref 1.000 Ref
Protected water 0.872 (0.667 - 1.103) 0.526 (0.408 - 0.680)*
Tap water 0.872 (0.531 - 1.093) 0.089 (0.063 - 0.128)"
Type of Residence

Urban 1.000 Ref 1.000 Ref
Rural 1.017 (0.735 - 1.442) 8.726 (5.811 - 13.647)"
Headship Age 1.006 (0.998 - 1.015) 0.981 (0.973 - 0.989)"
Size of Household 1.000 (0.918 - 1.087) 0.809 (0.771 - 0.850)*
Household Wealth Index Score 0.666 (0.570 - 0.776)* - -

* significant at a 5% level of significance
- indicates not applicable to the model 48



5.1. Results for the Separate Models

All the household level factors considered for the child poverty model were signifi-
cantly associated with the response. Poverty was more likely to occur in households
headed by females [OR: 2.331, 95% CrI: 1.919 - 2.822], households in rural areas [OR:
8.726,95% Crl: 5.811 - 13.647] and households in the Northern region [OR: 3.611, 95%
Crl: 2.579 - 5.002] or Southern region [OR: 2.236, 95% CrI: 1.606 - 3.045] compared to
those in the Central region of Malawi. However, the odds of poverty decreased with
an increase in the child’s mother’s education level [OR: 0.722, 95% CrI: 0.560 - 0.943
for primary and OR: 0.139, 95% CrI: 0.098 - 0.194 for secondary or higher], as well
as an improvement of source of drinking water [OR: 0.526, 95% Crl: 0.408 - 0.680
for protected water and OR: 0.089, 95% CrI: 0.063 - 0.128 for tap water]. A one unit
increase in the age of the head of household [OR: 0.981, 95% Crl: 0.973 - 0.989] and
the number of members in the household [OR: 0.809, 95% CrI: 0.771 - 0.850] resulted
in a significant decrease in the odds of poverty.

Based on Table 5.2, there was considerable variability between households for the
poverty model with the variance component for this random effect estimated at
165.1. The estimates of both variance components for both models are relatively
far from zero, therefore confirming the need to account for these sources of variabil-

ity in the models.

Table 5.2: Covariance parameter estimates for the separate models with two random effects

Covariance Parameter Stunting Poverty
Cluster 0.2094 16.98
Household nested within cluster 1.396 165.1
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5.2 Results for the Joint Model

In this section, we discuss the results of the joint GLMM fitted to child poverty and
malnutrition in children using the MDHS data. This was achieved by once again
making use of the MCMCglmm package in R, which uses the Gibbs sampler. The
model was fitted using 60 000 iterations with a burn-in phase of 10 000 and a thin-
ning rate of 25. Diagnostic plots were again used to monitor the convergence of the
chain for each parameter estimate.

All the individual and household variables were incorporated into the joint model,
excluding household wealth index, which the poverty outcome was based on. In
addition, the two random effects included in the separate models from the previous
section were also included in the joint model, that being the cluster and household
level random effects. The overall intercept of the joint model was removed in order
to be able to directly compare the parameter estimates of the joint model. Rather, an
intercept for each response was incorporated. The correlation between the two re-
sponses on each child was accounted for via the residual variance of the model. Vari-
ous covariance structures were fitted and the DIC of the models were compared. The
unstructured covariance structure produced the lowest DIC and thus was selected.

This covariance structure has the following form

Q- ( O'% 0'10'2p>
- 2
g102p0 05

Once again, we utilised the normal distribution prior with a zero mean and a large
variance (10%) for the fixed effects parameters and an inverse-Wishart prior distribu-
tion for the variance components of the random effects and error, with V = 1 and
nu = 1. The results from the joint model of poverty and malnutrition of children
revealed a positive interdependence between the two outcome variables with an es-
timated correlation of 0.1 (Table 5.3). All the variance components appeared to be
significant at 5% level of significance. The variability between household was again
fairly high at 17.76.

Table 5.3: Covariance Parameter Estimates for the Joint Model

Covariance Parameter Estimate
Var(Household nested within cluster) 17.76
Var(Cluster) 1.072
Var(Malnutrition) 3.702
Var(Poverty) 1.231
Correlation between poverty and malnutrition 0.10
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Table 5.4 presents the odds ratio estimates and their 95% credible intervals (CrI) for
the joint model. Based on the results, the joint model again indicated that age (in
months) was one of the major predictors of stunting, where children that were aged
12-23 months [OR: 5.713, 95% Crl: 3.673 - 9.395], 24-35 months [OR: 3.702, 95% Crl:
2.382 - 5.837], 36-47 months [OR: 6.484, 95% Crl: 4.070 - 10.587] and 48-59 [OR: 4.896,
95% Crl: 3.122 - 7.916] had significantly higher odds of being stunted compared to
children aged 6-11 months. A significant association between anaemia level and
stunting was also suggested by the joint model. The model showed that children
with moderate anaemia [OR: 0.434, 95% CrI: 0.205 - 0.910], mild [OR: 0.308, 95% CrlI:
0.142 - 0.656] and no anaemia [OR: 0.242, 95% Crl: 0.113 - 0.525] had significantly
lower odds of being stunted compared to children with severe anaemia. Higher
odds of stunting in children were suggested for those residing in households headed
by females compared to those residing in households headed by males [OR: 1.254,
95% Crl: 1.004 - 1.584]. The model also revealed significantly higher odds ratio of
stunting for children that resided in the Northern region [OR: 1.650, 95% CrI: 1.143 -
2.357] and Southern region [OR: 1.485, 95% CrI: 1.048 - 2.122] compared to children
that resided in the Central region. The mother’s education level was also observed
as a strong predictor of stunting, where the model suggested that the odds tend
to decrease with an increase in mother’s education level. Although, only children
with mothers who had a secondary or higher education had significantly different
odds of stunting compared to those with mothers who had no education [OR: 0.545,
95% Crl: 0.364 - 0.811]. Furthermore, children residing in rural areas had a consid-
erably higher odds of stunting compared to those in urban areas [OR: 1.642, Crl:
1.098 - 2.479]. Children in household with tap water had a significantly lower odds
of stunting compared to those in households with unprotected water sources [OR:
0.605, 95% CrI: 0.395 - 0.920]. There was no significant different in the odds of stunt-
ing for children in households with protected or unprotected water. No significant
association was found between stunting and the child’s gender, birth order, head-
ship age and size of the household.

Moreover, the results from the joint model also confirmed that the factors child’s age
and child’s sex had no significant association with poverty, which is not surprising
as these child level factors are not likely to have any impact on their poverty sta-
tus. Children residing in households headed by females were more than twice as
likely to be living under poverty compared to those residing in households headed
by males [OR: 2.329, 95% CrI: 1.925 - 2.839]. Further [OR: 2.296, 95% CrI: 1.659 -
3.174], the model revealed that while children from the Southern region were more
likely to be poor than compared to those in the Central region, children from the

Northern region were almost 4 times more likely to be striked with poverty. The
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odds of living under poverty were 46.1% lower for children residing in households
that used protected water compared to those residing in households that used un-
protected water [OR: 0.539, 95% Crl: 0.416 - 0.695]. The odds of living under poverty
decreased even more for those living in households with tap water [OR: 0.185, 95%
Crl: 0.127 - 0.269]. The anaemia status of a child was significantly associated with
the odds of them living under poverty, where children that had moderate anaemia
[OR: 0.446, 95% Crl: 0.237 - 0.844], mild anaemia [OR: 0.298, 95% Crl: 0.208 - 0.756]
or no anaemia [OR: 0.298, 95% CrI: 0.155 - 0.564] had significantly lower odds of liv-
ing under poverty compare to those that had severe anaemic level. The joint model
indicated that children in the rural areas were almost 9 times more likely to be living
under poverty compared to those in urban areas [OR: 8.987, 95% CrlI: 5.924 - 13.814].
However, their odds decreased with an increase in the headship’s age [OR: 0.980,
95% Crl: 0.972 - 0.988]. While the odds decreased with an increase in the child’s
birth order [OR: 0.999, 95% CrI: 0.994 - 1.005] and household size [OR: 0.813, 95%
Crl: 0.936 - 1.045], these factors did not appear to be significantly associated with the

odds of living under poverty.
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Table 5.4: Estimated odds ratios (OR) and their 95% credible intervals (CrI) based on the
Bayesian GLMM jointly fitted to malnutrition and poverty

Stunted Poverty
OR 95% Crl OR 95% Crl
Individual Level Factors
Child Sex
Male 1.000 Ref 1.000 Ref
Female 0.908 (0.745 - 1.106) 1.073 (0.910-1.277)
Child Age (Months)
6—11 1.000 Ref 1.000 Ref
12 -23 5.713 (3.673 - 9.395)* 1.065 (0.769 - 1.469)
24 — 35 3.702 (2.382 - 5.837)* 1.031 (0.735 - 1.424)
36 — 47 6.484 (4.070 - 10.587)* 1.095 (0.798 - 1.522)
48 — 59 4.896 (3.122 - 7.916)* 0.964 (0.692 - 1.337)
Anaemia Level
Severe 1.000 Ref 1.000 Ref
Moderate 0.434 (0.205 - 0.910)* 0.446 (0.237 - 0.844)"
Mild 0.308 (0.142 - 0.656)* 0.401 (0.208 - 0.756)*
Not Anaemic 0.242 (0.113 - 0.525)* 0.298 (0.155 - 0.564)"
Birth Order 0.998 (0.991 - 1.005) 0.999 (0.994 - 1.005)
Household Level Factors
Head of Household Sex
Male 1.000 Ref 1.000 Ref
Female 1.254 (1.004 - 1.584)* 2.329 (1.925 - 2.839)"
Region
Central region 1.000 Ref 1.000 Ref
Northern region 1.650 (1.143 - 2.357)* 3.693 (2.637 - 5.187)*
Southern region 1.485 (1.048 - 2.122)* 2.296 (1.659 - 3.174)*
Mother Education Level
No education 1.000 Ref 1.000 Ref
Primary 0.808 (0.588 - 1.117) 0.731 (0.558 - 0.947)"
Secondary or Higher 0.545 (0.364 - 0.811)* 0.134 (0.093 - 0.191)*
Don’t know 0.995 (0.472 - 2.104) 0.579 (0.312-1.089)
Source of Water
Unprotected water 1.000 Ref 1.000 Ref
Protected water 0.833 (0.613 - 1.124) 0.539 (0.416 - 0.695)*
Tap water 0.605 (0.395 - 0.920)* 0.185 (0.127 - 0.269)*
Other 0.235 (0.014 - 3.082) 0.328 (0.048 - 2.237)*
Type of Residence
Urban 1.000 Ref 1.000 Ref
Rural 1.642 (1.098 - 2.479)* 8.987 (5.924 - 13.814)*
Headship Age 1.006 (0.997 - 1.015) 0.980 (0.972 - 0.988)"
Size of Household 0.988 (0.936 - 1.045) 0.813 (0.936 - 1.045)

* significant at a 5% level of significance

53



Chapter 6

Discussion and Conclusion

In this study, we made use of a generalized linear mixed model with cluster level
and household random effects to fit separate as well as joint models to child poverty
and malnutrition in children, as measured by stunting. This was done by making
use of data from the 2016 Malawi Demographic and Health Survey, which consisted
of a multistage cluster sampling. The study aimed to determine the significant socio-
economic and demographic risk factors associated with child poverty and malnutri-
tion in children aged 6 to 59 months in Malawi, separately and jointly. Furthermore,
a Bayesian method of estimation was used due to the complexity of the models. The
results of the separate models were obtained in a matter of minutes, and the joint

model took approximately 45 minutes to run.

The main factors that were found to be significantly associated with poverty and
malnutrition in children from the joint model were the child’s age, anaemia status,
mother’s education level, headship’s sex and age, region of Malawi, source of drink-
ing water, and type of residence. In comparing these results to that of the separate
models, only the household size was no longer significantly associated with poverty
in the joint model. Furthermore, in the joint model, source of drinking water and
type of place of residence were significantly associated with stunting in children,
however these factors were insignificant in the separate model for stunting. This
could be as a result of the household’s wealth index Z-score, which was included in
the separate model only, having more of a pronounced effect on stunting. The joint
model produced fairly similar parameter estimates to the separate models, however

with some wider confidence intervals.

This study revealed a positive correlation between poverty and malnutrition in chil-
dren, however, the correlation was fairly weak. This suggests that there are other
factors that contribute more considerably to each response. While the joint model
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does not indicate any direction of association between the two responses, it is use-
ful in estimating and controlling for the degree of association and it thus has better
control over type I error rates. The joint model is believed to have more accurate
parameter estimates and the ability to answer intrinsically multivariate questions
(Habyarimana et al., 2016).

Both the separate and joint models showed a decrease in the odds of poverty and
malnutrition as the mother’s education level increased. This is unsurprising as ed-
ucated individuals are generally more aware of health related issues. Many stud-
ies, such as Pettersson & Enstrom (2016) and Vorster (2010), have strongly empha-
sised the importance of educating parents about the implications of malnutrition,
especially mothers. This is crucial because when mothers are knowledgeable about
malnutrition, it reduces the risk of their children developing malnutrition disor-
ders/diseases, such as Kwashiorkor and Marasmus. Our findings revealed that
source of drinking water was one of the significant factors associated with malnutri-
tion and poverty jointly. Our findings reaffirmed the findings of Pronczuk & Surdu
(2008), who claimed that more than one billion people lack access to improved water
sources worldwide. Developing countries like Malawi, are more vulnerable to poor
access to improved water sources and consequently, this may result in severe and ir-
reversible life threatening diseases. The child’s anaemia status was significantly as-
sociated with poverty and malnutrition jointly. This significant association suggests
that children living under poverty are more than likely suffering from anaemia due
to the poor resources available to them. This can also be as a result of affordability
and access to quality, nutritional food sources.

In developing countries like Malawi, where over half of all children are malnour-
ished, it is important that the government implements targeted and concerted ac-
tions in the areas of health, access to basic services, education, and specific nutri-
tional interventions in order to reduce the predicament of malnutrition. Studies
indicate that the following types of interventions are most likely to be successful
in effort to lower the level of malnutrition among Malawi children and poverty of
households:

Household-level programs: Implementation of nutritional educational programs at
the household level can help with accelerating the decline of malnutrition of chil-
dren in Malawi. They should emphasize the importance of a more balanced diet.

Infants extra support: Government and NGOs should donate to infants micronu-

trient supplements containing the right vitamins, as malnutrition does its greatest
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harm during the early stages of birth.

Improve education of women: Again, in order to fight the predicament of poverty
and malnutrition in children, it should be worthwhile to uplift the education of

women in Malawi. Women are proven to be the best care takers of children.

Some of the limitations of this study include that of the data being from a cross-
sectional design, thus the casual relationship between the variables could not be
determined. In addition, the data was limited with the variables available, such as
mother’s anaemia status, age, smoking status, and the head of household’s educa-

tion level, among others which have been considered in other studies.

Future directions of this study include incorporating additional anthropometric mea-
surements as responses into the joint model. In addition, the spatial effect on poverty
and malnutrition will be considered in order to account for spatial autocorrelation
that may be present.
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Appendix A

In this section, we present a set of codes that were run in R-Studio for the two

Bayesian models that were fitted for stunting and poverty separately and jointly.

A1 R Codes for Bayesian GLMM Through MCMCs

ModelStunted <- MCMCglmm(Stunted ~ 1 + factor(Gender) + factor(Child Age) + factor(HeadshipGender)

+ factor(Region) + factor(MotherEduLevel) + factor(SourceWater) + factor(TypeRes) + fac-
tor(AnaemiaLevel) + BirthOrder + HeadshipAge + HouseholdSize + HHWealthIndexScore,

random = ~ HHNum:Cluster+Cluster, data = DATATHESIS22, family="categorical”, prior=list(R=list(V=1,

fix=1),
G=list(G1=list(V=1, nu=1),G2=list(V=1, nu=1))),nitt=60000,slice=F,thin=10)

summary(ModelStunted)
plot(ModelStunted)

ModelPoverty <- MCMCglmm(Poverty ~ 1 + factor(HeadshipGender) + factor(Region) +
factor(MotherEduLevel) + factor(SourceWater) + factor(TypeRes) + HeadshipAge + House-
holdSize, random = ~ HHNum:Cluster+Cluster, data = DATATHESIS22, family="categorical”,
prior=list(R=list(V=1, fix=1),

G=list(G1=list(V=1, nu=1),G2=list(V=1, nu=1))),nitt=60000,slice=F,thin=10)

summary(ModelPoverty)
plot(ModelPoverty)

joint_model2 <- MCMCglmm(Response ~ - 1 + Event+ Event:factor(Gender) + Event:factor(Child Age)
+ Event:factor(HeadshipGender) + Event:factor(Region) + Event:factor(MotherEduLevel) +
Event:factor(SourceWater) + Event:factor(TypeRes) + Event:factor(Anaemialevel) + Event:BirthOrder
+ Event:HeadshipAge + Event:HouseholdSize, random = ~ Cluster,rcov = ~ us(Event):ID,

data = Joined_Data2, family = “categorical”,prior= list(G = list(G1 =list(V =1, nu=1))R =

list(V = diag(1), nu = 100)),nitt=60000,slice=F thin=25, verbose = TRUE)

plot(joint_-model2)
summary(joint_modell)
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Appendix B

This section presents a sample of the trace plots for the two Bayesian models that

were fitted for stunting and poverty separately.

B.1 Bayesian GLMM trace plots for Stunting model

Presented below are the posterior distributions of the fixed and random effect trace
plots for the stunting model, based on the analysis of 60000 iterations, 2000 burn in
period, and with thin=10 in MCMCglmm.
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Figure 6.1: Trace Plots for Stunting model
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B.2 Bayesian GLMM trace plots for the poverty model

Presented below are the posterior distribution of the fixed and random effect trace

plots for the poverty model, based on the analysis of 60000 iterations, 2000 burn in

period, and with thin=10 in MCMCglmm.
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Trace of factor{SourceWater)2
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B.2 Bayesian GLMM trace plots for the joint model of poverty

and malnutrition

Presented below are some of the posterior distribution of the fixed and random effect

trace plots for the joint model of malnutrition and poverty, based on the analysis of

60000 iterations, 2000 burn in period, and with thin=25 in MCMCglmm.
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Trace of EventPoverty:factor{HeadshipGender)2
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Trace of EventPoverty:factor(MotherEduLevel)2
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