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Abstract

I\1easurements by the TOMS instrument: aboard the Nimbus 7 satellite, of

total column ozone over polar regions have been studied to determine the ef­

fects of solar induced natural ozone modulation. Two different analysis meth­
ods were employed to ascertain short term (days to months) and long term

(months to years) solar influences on polar ozone.

Bursts of intense solar activity can result in solar proton events (SPE's). The

high energy protons, originating in solar flares, produce secondary electrons

which can generate large concentrations of odd nitrogen in the middle atmo­

sphere. These reactive species can catalytically destroy ozone. Three case

studies are presented in an attempt to quantify the effect of SPE's on ozone

mass over a latitude region 90 to 70°. In order to monitor the ozone response
following a SPE over both hemispheres simultaneously, the SPE must occur

during the equinox period when both poles are irradiated. Fortuitously, a SPE
was recorded in March 1989, the analysis of which forms a case study in this

thesis. Ozone depletions of 7.4 x 109 kg for the south polar cap and 8.0 X 109

kg for the north polar cap indicate the degree of symmetry for this event.

Longer term effects of solar variability are investigated by Fourier techniques.

A Fourier transform of eleven years of total ozone mass values, over the region

90 to 700 S, was performed. Inspection of the Fourier spectrum reveals peaks
associated with solar cycle, annual and semi-annual oscillations, that may be

attributed directly to solar variation. Other peaks, corresponding to QBO and

ENSO periodicities, may be ascribed to indirect solar influences i.e. thermally

driven dynamics. Finally, a comparison between the phase of the solar cycle
peak in this spectrum with that in a spectrum of daily values of solar radio flux,
reveals that the austral polar ozone solar cycle periodicity lags solar forcing
by 2.8 years.

Portions of chapters have been reported at the 1990 South African Institute of
Physics Annual Conference, University of Port Elizabeth, South Africa and as
a poster at the 1992 Quadrennial Ozone S.ymposium, Charlottesville, United
States of America, 4-13 June 1992.
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Chapter 1

A review of the middle atmosphere

1.1 Introduction

Ozone constitutes a very small fraction (1:1 000 000) of the earth's atmosphere, and

yet it is crucial for the sustenance of life. Ozone is the only atmospheric species which

effectively absorbs solar ultraviolet radiation around 250-300 nm, protecting plants and
animals from harmful exposure. Abundances of ozone maximize at all altitudes near

20-30 km, forming the ozone layer. This layer is particularly vulnerable to external
perturbations, be they from natural (e.g. solar ,oariability) or anthropogenic sources.

The purpose of this chapter is to establish the basic chemical (section 1.2), dynamical

(section 1.3) and radiative (section 1.4) principles, and their coupling, in the middle at­

mosphere. Particular emphasis is placed on oxygen species (02 , 0 and 0 3 ) to establish
their unique contribution.

1.2 Elementary atmospheric chemistry

Almost all chemical constituents present in the middle atmosphere undergo chemical
and photochemical changes which affect their distributions. The sun provides photons
of the correct wavelength (mostly ultraviolet and \'isible) to break chemical bonds
and ionize species, producing reactive fragments. The absorption of solar energy also

plays an important role in determining the thermal budget which, in turn, governs the
fundamental dynamics of the atmosphere.
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1.2.1 Thermochemistry

Basic principles governing the reactivity of chemical substances lie in the thermod:y­

namic properties of these species. To evaluate the feasibility of chemical processes, the

enthalpy of formation (~H) of chemical constituents or 'heat content' represents the
energy required to make or break the chemical bonds which compose that substance,

starting from the elements in their most stable form (e.g. O2 , N2 , S). These substances

are conventionally assigned the enthalpy of formation zero. Numerical values for the
enthalpies of compounds in this sub-section are from eRG handbook of chemistry and

physics (1984). The standard enthalpy of reaction (.ilH8) for a pressure of 1 atm and

a temperature of 298 K is

Reactions that have .ilH > 0 are endothermic. and so transfer of heat into the svstem, v

takes place resulting in cooling of the surroundings. Those that have ~H < 0 are

exothermic and release heat into the surroundings. An exothermic reaction that is

central to the thermal structure of the middle atmosphere is ozone formation. The
standard enthalpy for this reaction,

may be written as

8 '"
~H03 - ~Ho

142.7 - 249.2 kJ mol-1

-106.5 kJ mol-I.

Endothermic reactions require an external energy source to drive the reaction. Such a
source may be a solar photon with wavelength), = ~ where his Planck's constant and
c is the speed of light. An example of this type of endothermic reaction is the splitting,
by solar ultraviolet radiation, of molecular oxygen

The standard reaction enthalpy may be calculated,

LlH8 2 x ~H~ - LlH62 - hll

.ilH8 = 2 x (249.2 kJ mol-I) - 0 - hll

LlH8 498.4 kJ mol-I.
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This reaction requires 498.4 kJ mol- 1 which corresponds to wavelengths ~ 240 nm.

The enthalpy for non-standard temperatures and pressures may be calculated from a

knowledge of the heat capacity at constant pressure (C p ) of a species~

.0.H = .0.H8 + f ~Cp dT.le (1.1 )

To ascertain whether or not a reaction is spontaneous, the Gibb's free energy (~G8)

must be calculated. This requires consideration of entropy (S) e.g. if a particular

reaction results in a more chaotic dispersal of energy, it is spontaneous. At standard

temperature and pressure,
(1.2)

1.2.2 Chemical kinetics

Chemical kinetics answers the question: how fast can a reaction occur? Some reactions

go to completion (they attain thermodynamic equilibrium) in minutes, while other

slower reactions may take many hours. The rates at which atmospheric chemical species

are created and destroyed determine their concentrations and lifetimes.

The Rate Law states that the measured rate of a reaction is proportional to the concen­
trations of the reactants raised to some power. The power to which the concentration
of a component is raised is the order of the reaction, and the overall order is the sum of

the powers of the concentrations. The order of a reaction is derived from experiment
and cannot be inferred by inspection of the chemical equation. The chemical reaction

A + 2B --+ 3C + D

might have a rate equation

_ d[A] = k[A][B]
dt

(1.3)

which is first order in A, first order in B and overall second order. The constant of
proportionality is the rate constant (k), which is a function of temperature. Square
brackets are used throughout this thesis to represent the concentration of the species.

Alternatively, the rate equation could be:

(l.4)

which is first order in A, second order in B and overall third order.
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In order to determine a species concentration with time we must integrate the rate

equation. Consider the first order reaction

A ---+ C + D.

The rate equation is

d[A]
kdA]---

dt

d[A]
-1,."1 dt

[A]

In[A] -kIt +C.

Letting C = [A]a at t = 0
(1.5)

Inspection of equation (1.5) reveals that the time required for [A] to decrease by ~ is

:1 which is the chemical lifetime of species A. This concept is extremely important in

atmospheric relations. For instance, in order to determine the contribution of transport

to a species concentration we need to compare the chemical lifetime of the species with

the transport lifetime. If Tchem < Tdynam, transport effects may be neglected to a first
approximation. This is discussed more fully in sub-section 1.3.3.

Often, a second order reaction may be reduced to a pseudo first order reaction. In this

case, the assessment of chemical lifetimes becomes simpler. The chemical reaction

A+B---+C+D

may have a rate equation

_ d[A] = _ d[B] = k
2
[A][B].

dt dt

Assuming that [B] is approximately constant over Tchem we may write

[A] ~ [A]ae-k2[B]t

where Tchem = k
2
[B)'

In a system like the atmosphere, numerous gases are interacting simultaneously. In
order to examine a chemical lifetime and concentration of a species, all production and
loss reactions must be considered. For example, let us assume the full set of reactions
involving species A is

A + B ---+ products (kd

A + C + M ---+ products (k2 )

A+F ---+ products (k3 )

G + H ---+ A + products (k4 ).

4



The rate equation for species A is

and the chemical lifetime is then

1
(1.6)

Assuming steady state (the concentrations of the other reactions are changing slowly

over T1d we can set ~ to zero. So that the equilibrium concentration of A is

U nimolecular reactions

k4 [G][H]
[A] = kdB] + k2 [C][M] + k3 [F]'

(1. 7)

Consider an excited species A". Under what conditions does a molecule decompose into

its constituent parts? The theory of unimolecular reactions involves three processes

activation, deactivation and decomposition. They are represented by the following set

of reactions

A+M ---7 A" + 1\,1 (kact )

A"+M ---7 A + M (kdeact)

A" ---7 B + C (kdecomp).

At high pressures, deactivation occurs more readily than decomposition i.e. kdecomp ~
kdeact. The rate limiting step is therefore decomposition and the reaction is found to

be independent of pressure. This results in a first order process

d[A] _ -k kactlA]
dt - decomp k .

. ~act

(1.8)

At low pressures, the rate limiting step will be the formation of the excited species.
This results in a second order process

d[A]
ili = -kact[A][M]. (1.9)

At intermediate pressures, unimolecular processes are neither first nor second order,

as is the case when considering the decomposition of N20 S at middle atmospheric
pressures.
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1.2.3 Term symbols

Atoms and molecules can possess energy in a Yariety of forms, one of them being the

energy associated with a particular electronic configuration of the particle. The energy

difference between electronic states is large ("'-'e\") so that photons capable of inducing

such transitions (sometimes leading to the splitting of the compound) are found at

ultraviolet and visible wavelengths, as illustrated in Figure 1.1. Transitions between

modes of vibrational and rotational states involw infrared and far infrared wavelengths:

also shown in Figure 1.1. Finally, atoms and molecules also possess kinetic energy

which, for our purposes, we assume not to be quantized .

. Figure 1.2 depicts typical potential energy profiles with internuclear separation for

a diatomic molecule. Curves XY and XY" represent bonded states. The minima of

these curves represent the most stable configuration (too close and strong repulsive

nuclear forces come into play) of the molecules XY and XY". An electronic state

corresponding to a potential energy curve XY-- is repulsive at all distances and so

describes an unbonded state. Vibrational states of bonded molecules are represented

by fine horizontal lines superimposed on curves XY and XY". Hypern.ne horizontal line

structure would correspond to rotational states (not shown in Figure 1.2).

The electronic state of any particle may be denoted, in short hand, by term symbols.

Atomic term symbols

To illustrate the meaning of an atomic term symbol (MLJ ) we shall use the example

of atomic oxygen (0). The Aufbau diagram, which illustrates the orbital placement of

electrons, for atomic oxygen is

2p il

2s il

Is il

T T

There are, clearly, two unpaired electrons in the 2p orbitals. Each unpaired electron has

an orbital angular momentum quantum number (I) of 1 and a spin quantum number

(s) of ±~. The total orbital angular momentum quantum number (L in the atomic
term symbol) is given by the Clebsch-Gordon series

L =11 + h, h + h - 1. ... III - hi.

6
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Figure 1.1: The effect of radiation on molecules. Short wavelengths
(ultraviolet) may ionize, visible wavelengths may dissociate, long wave­
lengths (infrared) may alter vibrational and rotational states. From
Brasseur and Solomon (1986).
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Figure 1.2: The potential energy diagram for a typical diatomic XV.

From Bmsseur and Solomon (1986).
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In this case,
L = 2,1,0.

L is represented by a letter such that

L 0,1,2,3,'"

L 8,P,D,F,'"

The total spin quantum number (8) is determined by a similar series

(1.11 )

For atomic oxygen,
8 = 1,0.

The multiplicity (superscript M in the atomic term symbol) is

M = 28 + 1,

so that
M = 3 (8 = 1),1 (8 = 0).

(1.12)

The coupling between the spin and orbital momenta is called the Russell-8aunders

coupling (subscript J in the atomic term symbol)

Therefore,

J = L + 8, L + 8 - 1,'" IL - 8 I .

J 3,2,1 (8 = I,L = 2)

J 2,1,0(8=I,L=I)

J 1 (8 = 1, L = 0)

J 2 (8 = 0, L = 1)

J 1(8=0,L=I)

J °(8 = 0, L = 0).

(1.13)

All possible electronic states are OeD3, 3D2, 3Dl; 3P2, 3P 1 , 3PO, 38 1 , ID2, IP 1 and

180 ), The common electronic states in the middle atmosphere, in decreasing energy,
are OCS, 1 D and 3P).

Transitions between states obey selection rules based on quantum mechanical prin­

ciples. Photons have unit angular momentum and, as such, can change the orbital

angular momentum by one unit i.e. ~L = ±1, 0. Photons cannot alter the spin of the

9



electrons i.e. ~S = O. This implies .6..J = ±L 0 but J = 0 ~ J = 0 is not allowed.
If a transition yiolates these rules it is unlikely to occur and termed 'unfavourable'. If
the selection rules are obeyed, transitions are 'allowed' and consequently exhibit short

radiati"e lifetimes.

Some examples of electronic transitions are given in Table 1.1. The transition OeS ~
1D) emits a green line (>. = 557.7 nm). It is not favourable (.6..L = 2) and subsequently

has a relatively long radiative lifetime of 0.74 s. The transition 0(1 D ~ 3P) emits a

red line (>. = 630.0 nm). This transition requires ~S = 2 which results in a radiative

lifetime of 110 s.

Molecular term symbols

To illustrate a molecular term symbol, which has the form X M Ap , we shall use the
example of the homonuclear diatomic O2, The molecular orbital energy level diagram

for this species is shown in Figure 1.3.

The molecular angular momentum (A) is now represented by a capital Greek letter

A 0,1,2,3,,,,

A ~,Il,.6.., <p,' ..

The X is used to denote the ground state of the molecule (X); the first and second
excited species are indicated by A, B, or a, b, etc. The superscript M is the multiplicity

(as before). The subscript p is either 'g' or 'u' and denotes parity. This indicates

whether the bondingorbitals are 'bonding' or 'anti-bonding' and is therefore related to

the sign of the amplitude of each of the atomic bonding orbitals. If there is constructive

overlap between the (J bonding orbitals (resulting from 'head to head' overlap) then p

= g (gerade, the German for even) and if there is destructive interference then p = u

(from ungerade, odd). The opposite is true for 1. (resulting from broadside overlap of p­
orbitals) bonds. The 'g' or 'u' character of each bonding electron must be determined.
The overall parity of the molecule is the product (g x g == g, g x u = u, u x u =

g) of the electron parities. The electrons forming the chemical bond for ground state
molecular oxygen (see Figure 1.3) are g X g = g for the 7r anti-bonding molecular

orbital, and g x g = g for the (J bonding molecular orbital. The overall parity is
therefore g. Some of the states of O2, in decreasing energy, are: 02(B3 L::;;-, A3L:~, a1.0.g

and X3~~).

The same selection rules apply to molecules as to atoms. However, there is one addi­

tional rule: g ~ u and u ~ g are allowed, but u ~ u and g ~ g are difficult. Examining
Table 1.1, the g ~ g transition of 02(a1.6..g~ X3~g) is unfavourable with a very long

10



Lower Excited Radiative ). I·~ ) Name
state state lifetime· (s)

Oep) OeD) 110 6300 Red line

OeD) OeS) 0.74 557i Green line

°z(X3L:g-l 0z(a1
t.gl 2.7(3) 12700+ Infrared atmospheric

bands

°z(X3L:g-) °zlb1L:g+) 12 7619+ Atmospheric

bands

°z(X3L:g- ) Oz(A3L:u+) 1 2600-3800 Herzberg ban ds

OH{XZrr)V=O,l,.. OH(XZrr )\,=9,8,.. 6(-2) < 28007 Meinel bands

N(45) N(zD) 9.36(4) 5200
N(4S) 1\(Zp) 12 3466

~z(X1L:/) NzIA 3L:u+) 2 2000-4000 \'egard- KapJan

bands
NOIXzrr) NO(A 2L:+) 2(-7) 2000-3000 7 bands

Table 1.1: Emissions by excited oxygen and nitrogen species in the middle
atmosphere. From Brasseur and Solomon (1986).
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Figure 1.3: The molecular orbital diagram of O2 , Adapted from Atkins

(1982).
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radiatiye lifetime of 2.1 x103 s. It also yiolates the spin selection rule. On the other

hand, the transition NO(X2 7i -t A2E) is fully allowed and has a lifetime of 2x10- i s.

Oxygen is double bonded (0=0), comprising a single (J bond plus a single 'if bond.

The Pauli principle (electrons of opposite spin pair and form the lowest energy configu­

ration) is violated in the 2pII* orbital. In this case, Hund's rule is applied which states
that the lowest energy configuration for two electrons in the highest energy molecular

orbital is attained when the spins are aligned. This is the source of oxygen's magnetic

properties.

Vibrational and rotational term symbols

Gases in the atmosphere emit radiation as a result of their temperature. The most
important radiatively active gases are CO 2 , H20 yapour and 0 3 • All emitted radi­
ation is at infrared waYelengths and is due to molecules changing vibrational states.

Each state corresponds physically to stretching and bending of chemical bonds of the

molecule. Figure 1.4 presents a schematic diagram of the possible vibrational modes

of diatomic, linear triatomic and bent triatomic molecules. Each mode is labelled 1/1,

1/2 and 1/3' For each molecule an ordered list of quantum numbers e.g. (010) means

ground or '0' state for 1/1 and 1/3 modes and a higher energy or '1' state for 1/2' These

vibrational states are represented by the fine horizontal lines in Figure 1.2.

Rotational transitions always accompany changes in vibrational modes. This is due

to the fact that much less energy is required for such transitions. The result is that

spectral lines associated with vibrational transitions have the fine structure of rotational

transitions modulated onto them, resulting in band, rather than line, spectra.

1.3 Atmospheric structure and dynamics

The distribution of cherrlical species in the rrliddle atmosphere depends, in general, on
both dynamical and chemical processes. Concentrations of some cherrlical species are
deterrrlined by chemistry alone, and others by transport. The criterion determining the
relative contribution of these processes will be discussed in sub-section 1.3.3. Trans­

port can be both by prevailing winds (advection) or by turbulent mixing (diffusion).
Certain photocherrlical species, particularly ozone, can influence the radiative budget
and indirectly affect temperature and dynamic flow patterns.

13
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Figure 1.4: The vibrational modes, and their corresponding physical
states, of diatomic and triatomic molecules. From Brasseur and Solomon

(1986).
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1.3.1 Vertical structure and some observed dynamical

characteristics

The earth's atmosphere is commonly described as a series of layers, each defined by

a characteristic temperature gradient which alternates between positi,'e and negative

values as illustrated on the left in Figure 1.5. The boundaries between layers (called

pauses) are regions of constant temperature. In reality, the pauses are more or less

indistinct, with gases mixing up\yards and downwards across the boundaries.

The lowest layer, called the troposphere, exhibits decreasing temperatures with alti­
tude and a minimum is attained at the tropopause. The temperature and location of
the tropopause varies with latitude and season. At the equator, its mean altitude is

located near 18 km and the corresponding temperature is about -80 D C. In polar regions

its altitude is only 8 km and the temperature _jODC. Above the tropopause, the strato­

sphere begins and temperatures increase with altitude up to maximum of -lODC at the

level of the stratopause, located near 50 km. At still higher altitude, the temperature

gradient is again negative, with a minimum at 85 km altitude. This layer is called

the mesosphere and its upper boundary is the mesopause. In these layers the mean

molecular weight of air varies very little, consisting of roughly 80% N2 and 20% O2 ,

The three layers are known collectively as the homosphere.

Above the mesopause the temperature increases rapidly in a layer called the ther­
mosphere. Temperatures exhibit large fluctuations corresponding to changes in solar

activity. This layer is largely populated by atomic species (especially 0) which have

been photolyzed. Above 100 km the mean molecular weight of air varies with altitude

and this region is called the heterosphere.

A typical ozone profile is given on the right side in Figure 1.5 exhibiting a maximum
in the stratosphere. Ozone is the major source of heating in the stratosphere due to
absorption at ultraviolet wavelengths. Molecular oxygen plays a similar role, at higher
altitudes and shorter wavelengths. Radiative cooling occurs through infrared emissions
associated with vibrational relaxation of carbon dioxide, water and ozone. Clearly,
there is an important relationship between atmospheric chemical composition and the
radiation budget and therefore the thermal structure ofthe atmosphere. However, when
only 'chemical' factors are considered when calculating the net radiative heating rate (as
depicted in Figure 1.6), discrepancies occur with the observed temperature structure

(Figure 1.7). In particular, large heating rates are predicted for the summer mesopause
(top left hand corner of Figure 1.6) but temperatures in this region are lower than their
winter counterpart. In addition, the tropical tropopause is much calder (200 K) than
at polar latitudes (240 K), as previously stated, but no radiative heating gradient over

these latitudes exists. These facts illustrate the importance of including dynamical
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mined from absorption of ultraviolet radiation by 0 3 and O2 and emission
by CO 2 . From Brasseur and Solomon (1986).
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effects. Specifically, an air parcel displaced adiabatically upwards undergoes expansion

and net cooling; the opposite is true for adiabatic compression. This principle, derived
from thermodynamic considerations, will be described more fully in the next sub­

section (1.3.2). Obviously, mean upward motion must be characteristic of the summer
mesopause and tropical tropopause. The latter represents one of the ways the lower

atmosphere is coupled to the middle atmosphere, which is driven by release of latent

heat bv cloud formation and precipitation in the tropics.

Other direct dynamical observations are also possible. Zonal (cross-longitude) winds

are particularly easy to measure due to their high speeds (many m S-l). In the tro­

posphere they are particularly strong at mid-latitudes. In the mesosphere there is a
strong westerly wind in the winter hemisphere while an easterly wind prevails in the

summertime. Meridional (cross-latitude) winds can be measured at some altitudes by
radar techniques. Most meridional and vertical wind speeds are difficult to measure as
they are so small (vertical wind speeds may be as little as "-'cm S-l) compared to zonal
winds. They can, however, be estimated from theoretical studies.

Throughout this thesis, the magnitude of zonal winds will be represented by u, that

of meridional by v, and vertical by w. A mean zonal wind is one for which the wind

speed has been averaged over longitude. A zonal eddy is any local departure of zonal
wind speed from the zonal mean.

Figure 1.8 represents typical observed temperature and geopotential height fields for
summer and winter over the northern hemisphere. Since gravitational acceleration (g)

increases with increasing latitude, higher altitudes are required in the polar regions in

order to maintain constant gravitational potential energy. This concept is clarified in

the following sub-section where the geopotential height is defined. Since air tends to

flow along lines of constant geopotential, winds generally do not deviate from geopo­
tentials or lines of latitude. This flow pattern is seen for the summer hemisphere in

Figure 1.8 (c) and (d) and is termed zonally symmetric. On the other hand, air flow

patterns in winter at high northern latitudes, exhibit regions of relative highs and lows
indicative of meridional (cross-latitude) flow. The wave structure in Figures 1.8 (a)
and (b) can be described as a wave number one pattern, exhibiting only one major
ridge (high) and one trough (low) in a given longitudinal direction. Observations (e.g.
Hare and Boville, 1965) have established that large scale planetary waves, of wave
number < 3 account for most of the wave structure in the stratosphere. The presence
of waves plays an important role in transporting ozone rich air from the equator to
polar latitudes in spring.

Another possible mechanism for transport is diffusion. This occurs at molecular level

due to random motion of atoms and molecules. Diffusion is only important in the

thermosphere. At lower altitudes, and of time scales of interest for ozone studies it,
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is safe to assume that all transport results from motions of parcels of air, rather than

individual particles.

1.3.2 Fundamental atmospheric equations

The hydrostatic equation

In order to derive the hydrostatic equation, we represent the earth's atmosphere by a

simple model. This model assumes that the atmosphere is transparent to all radiation,

that the temperature of the lower boundary is that of the earth's surface and that

the atmosphere is an ideal gas i.e. one in which the molecules move freely, totally

without interaction, apart from collisions. The only forces acting on an air parcel can
be assumed gravitational. Applying Newton's Second Law we can write

GM6
g = 1l2' (1.14)

where G is the gravitational constant and 1\16 is the mass of the earth. It can be readily

seen from this equation that gravitational acceleration is inversely proportional to the

square of the distance away from the centre of the earth (R) and so g decreases with

altitude. Since the earth spins around an axis its centripetal acceleration (g) varies

with latitude, with a minimum at the equator. The definition of a new co-ordinate, to

take into account the dependence of g with altitude and latitude, is needed. Lines of

constant geopotential (1)) join heights of equal geopotential energy i.e. they lie parallel
to lines of latitude

(1.15)

The geopotential height (h') is

(1.16)

where go is the value of g at the earth's surface.

Consider a stationary air parcel (of height dz and area A for upper and lower 'faces')
in a gravitational field. The parcel has density p, mass m and pressure p. The forces
(F) on it are

Fbottom + m g

F top - F bottom

A

p-(p+dp)
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The pressure difference between the two 'faces' is therefore

dp = -g pdz. (1.17)

The Ideal Gas Law states
pmm

p = RT' (1.18)

(1.19)
dz

H'
dp

p

where mm is the molar mass and R is the gas constant. Substituting equation (1.18)

into (1.17)

where H = R T is the scale height. The scale height is a function of molar mass
mmg

and therefore is unique to each chemical species. H is also a function of gravitational

acceleration, and therefore latitude and altitude.

\Ve can integrate equation (1.19) so that

(1.20)

where Po is standard atmospheric pressure i.e. 1.013x 105 Pa. By inspection of equation

(1.20) it can easily be seen that H represents the increase in altitude (scale height)

required to reduce the pressure by ~. The scale height is approximately 6 km in the

homosphere. Large variations in scale height occur in the heterosphere where large
particle population gradients are prevalent.

An alternative way of structuring the atmosphere is by demarcating a layer each time

the pressure is halved. These are Umkehr layers and are generally 5 to 6 km thick.

Adiabatic lapse rate

The simple model applied to the atmosphere in order to derive the hydrostatic equation
is assumed once more to obtain the adiabatic lapse rate. In addition, the First Law

of Thermodynamics is now applied that relates work (w), heat (q) and internal energy
(U) of a system such that

dU = dq + dw, (1.21)

where dq is the heat supplied to the system, dU is the increase in eneruv of the systemo.

and dw is the work done on the system. \\lork done on or by a gaseous system is

frequently work done when a gas expands (+dV) or contracts (-dV) against an external

pressure p. So, dw ~ -p dV. An adiabatic expansion (dq = 0) implies a decrease in
internal energy (dU = dw) which results in cooling of the system.
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When energy is transferred to a system there is a change of state which may appear

as an increase in T. For an infinitesimal transfer of heat the increase in temperature is

proportional to the amount of heat supplied viz.

dq = C dT, (1.22)

where C is the heat capacity of a substance. The heat capacity depends on the condi­

tions under which heat transfer is performed. If the system is constrained to a constant

volume we denote the heat capacity by Cv' If it is constrained at a constant pressure

we denote the heat capacity by Cp

(1.23)p V = RT.
mm

For simplification, we shall assume that the air parcel under consideration has unit

mass so that p = ~. Specific heat capacities are now denoted by Cp,m and Cv,m' The

Ideal Gas Law becomes

Differentiating equation (1.23) and substituting (1.24)

Cpm - Cvm =, ,
R

(1.24)

we obtain

V dp + pdV = Cp,m dT - Cv,m dT. (1.25)

A parcel of air exchanges heat with its surroundings much more slowly than the contri­

bution to U by the work of compression or expansion and we may assume any motion

of the air parcel to be adiabatic (dq = 0 =? dU = dw). Equation (1.25) simplifies to

Cv,m dT = -pdV. (1.26)

Substituting (1.26) into (1.25)

V dp = Cp,m dT. (1.27)

Recalling equation (1.17)

dp = -gpdz

since m = 1, the hydrostatic equation takes the form

d _ .:.-gdz
p - V' (1.28)

Substituting into equation (1.27) we can write

(1
o

dz Cp,m
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dT
- = f d . (1.29)
dz

The decrease of temperature ",ith increasing altitude is called the lapse rate. Under
adiabatic conditions the lapse rate is termed the dry adiabatic lapse rate with a \'alue
of f d 'V -10 K km-I. Since f cl is a function of gravitational acceleration it depends on

latitude and altitude.

Combining equations (1.27) and (1.23)

RT d-- p
mmP

R dp

Cp,m mm p

This may be integrated and written in the form

T = Ap\

where K, ~ R = 0.286 for dry air.Cp,mmm

Cp,m dT

dT
T'

(1.30)

Equation (1.30) may be rewritten adopting a reference pressure of 1000 mb (or 1000

hPa) so that
T [P]K.e = 1000 ' (1.31)

where e is the potential temperature. This is the temperature an air parcel would at­

tain of it were adiabatically (dq = 0) compressed or expanded starting from a tempera­

ture T and a pressure of 1000 hPa. Potential temperature is a conservative property in
any adiabatic displacement, and can be used to evaluate air parcel trajectories. \\lhen

e does vary with height, the actual lapse rate (f) will differ from the dry adiabatic

lapse rate.

This departure from the dry adiabatic rate indicates the presence of non-adiabatic

processes, such as the absorption of ultraviolet radiation by ozone.

The difference between the actual and the dry adiabatic lapse rates is also related to
the tendency of a displaced air parcel to return to its original position. This quantity is
called the static stability parameter (S) and is related to f - f cl. If f = f cl then an air
parcel adiabatically displaced from its position ",ill tend to remain at its new location,
since its temperature will be the same as the ambient temperature. On the other hand,
if f < f cl then an air parcel lifted (lowered) from its equilibrium position will tend to

sink (rise) back to its original position. Such oscillatory motion is the source of gravity
waves. The atmosphere is then stably stratified.
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Quasi-geostrophic potential vorticity equation

Any large air mass moving at speed will be deflected sideways; to the left in the

southern hemisphere and to the right in the northern. So, in the southern hemisphere,

a west wind will be deflected equator-ward and a south wind will be deflected to the

west. This is due to the fact that the earth is a non-inertial reference frame as it is

spinning around its north-south axis with an angular speed of WEB = 7.3 xl0- 5 rad

S-1. In order to retain Newton's Laws of Motion certain 'fictitious forces' must be

introduced. Consider pla.cing a mass, m, in a reference frame of a rot.ating disc. The

angular momentum (L) is then

L = mwr2
, (1.32)

where W is the speed of rotation of the disc and r is the radial distance from the centre.

So, when the mass is close to the centre, it has relatively little angular momentum,

but if it is moved to a new position further out, m has more angular momentum, so a

torque must be exerted in order to move it along the radius

dL dr
7 = F r = - = 2m",.: r-.

e dt dt

The Coriolis force (Fe) may be expressed as

Fe = 2mwv.

(1.33)

(1.34)

If we now apply equation (1.34) to a surface of a sphere, instead of a disc, we must

take into account its curvature

(1.35)

where cP is geographic latitude. There is no Coriolis force at the equator, and a maxi­
mum value exists at the poles of 2 m WEB v.

For large air masses (scale length L f"V 1000 km) and altitudes> 1 km, where frictional

forces may be neglected, we need only consider horizontal pressure gradient and coriolis

(cP non-zero) forces to be acting. The horizontal pressure gradient force (Fp), over a

distance I, is directed from regions of high pressure to low and is given by the formula

dp
Fp = -Pdi· (1.36)

A geostrophic wind is achieved when the coriolis force is almost equal, but in an

opposite direction, to the horizontal pressure gradient force. The wind therefore has a
constant velocity, the geostrophic velocity (Vg), given by

1 dp
Vg = 2 We sin( q\) PdT (1.37)
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which is directed along isobars and thus contours of the geopotential field. These winds

are the source of polar vortices every winter.

Geostrophy is an excellent approximation howe\'er~ equation (1.37) does not have any
derivatives with time i.e. it is only a diagnostic and cannot be used for prediction
purposes. This necessitates the quasi-geostrophic potential vorticity equation which

has geostrophic balance as its lowest order of approximation.

Large air mass dynamics are very similar to fluid flo\\". The most basic equation to be

obeyed is the continuity equation

(1.38)

where u, v, ware zonal, meridional and vertical wind velocity components and A is

geographic longitude. This implies that if an air parcel is squeezed horizontally, it

expands vertically and vice versa.

The occurrence of closed-vortex perturbations in the circulation of the atmosphere is

common. The vorticity ((g) or spin of a large scale vortex is given by the curl of the

geostrophic velocity

(1.39)

(1.40)

(g is also termed the total relative vorticity.

Other vorticity factors must also be considered. One~ already mentioned~ is of planetary
origin. The variation of coriolis force with latitude: if air is moving equatorward the

coriolis force decreases and the wind then experiences a net torque due to the horizontal
pressure gradient and its vorticity increases. The other vorticity component to be

considered is due to stratification of the atmosphere. Total vorticity (sum of all three

vorticity factors mentioned above) is conserved with time under adiabatic conditions

(q = 0) viz.

d
d

g
[\7XVg term +coriolis term + fluid stratification tenn] = term in q.

t

This is the general form of the quasi-geostrophic potential vorticity equation. The

details of the equation depend, among other things, on the horizontal scale of the
motions of interest.

Variations in the planetary vorticity factor with latitude leads to horizontal wave struc­

ture since air that accelerates (decelerates), diverges (converges). Some waves have very

long wavelengths C.."., 10 000 km) and are usually stationary, these are called planetary
waves: depicted in Figure 1.8 (b).
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1.3.3 Dynamical effects on chemical species

This sub-section establishes a rough guide of when and why atmospheric transport

processes influence chemical species. The particular effects on ozone will be discussed

in following sections of this chapter. It has already been shown (section 1.2.2) that the

time constant appropriate to photochemical processes (7chem) can be evaluated from

a knowledge of the rate of loss of chemical species. Dynamical time constants are

somewhat harder to evaluate.

If nj is the number density for a vertical distribution of species i, and if one assumes

the vertical distribution of species i to be described by a scale height Hj, then

-( ~. )
nj = nj,O e .l:J.', (1.41)

where z is altitude and nj 0 is the density of chemical species i at a reference altitude.,

If w (vertical speed) is constant over spatial distance H, then z = -wt and

(1.42)

so that the time required for nj,t to change by ~ relative to its initial value nj,to is ~.

This defines a time constant for transport by vertical winds. Assuming H f'..J 5 km for

zonally averaged mean vertical winds, 7 w f'V months in stratosphere and days in upper

mesosphere.

Time constants for meridional and zonal winds are derived in a similar fashion, but

it is far more difficult to characterize their gradients. Assuming a scale length (L) of

f'V 1000 km in the zonal and meridional directions, the time constant for zonal transport

(7u ) is of the order of days throughout the middle atmosphere. The time constant for

mean meridional transport (7v ) is approximately months in the stratosphere and days

in the upper mesosphere.

Three different cases can be identified to highlight the relative importance of dynamics
and chemistry:

7 chem ~ 7dynam: In this case the species is in photochemical equilibrium and the effect
of dynamics is not directly important. Although dynamics may be important indirectly
e.g. through temperature or coupling with a chemically longer lived species.

7 chem ~ 7dynam: In this case the dynamics \"ill mix chemical constituents well to
eliminate gradients e.g. 7 chem for N20 is of the order of years in the lower stratosphere

while 7u is days, resulting in a uniform mixing ratio of N20 with lines of longitude.

Species such as N2 and O2 are so long lived that they are thoroughly mixed in all
directions in the middle atmosphere.

27



7 chem '" 7dyno.m: In this case both dynamics and chemistry play vital roles. For example
N20 meridional and vertical dynamical lifetimes are similar to its chemical lifetime so

that meridional transport is important in determining N20 density. The case of zonal
asymmetries first mentioned in sub-section 1.3.1 should be again focused on here. In

summer the vector wind is almost exclusively zonal, but in winter the influence of

planetary waves induces cross-latitude motion. ender these conditions Iv '" Tu, and so,

any species exhibiting a zonal gradient will then exhibit a meridional one. This is best
illustrated by planetary wave activity whose influence on the distribution of ozone has

long been recognized (BeTggren and Labit:zh; 1968).

1.3.4 Dynamics in 2-dimensions

Three-dimensional models for global atmosphere dynamics present computational dif­
ficulties and a popular solution is zonally averaged (latitude versus altitude) plots. An

example of a 2-dimensional plot is shown in Figure 1.6. Unfortunately these plots are

often, by their nature, inadequate.

Although the earth-atmosphere climatic system is in global energy balance, local ra­

diative imbalances do occur leading to atmospheric transport processes. Figure 1.9

shows the solar energy absorption (dashed line) is strong at tropical latitudes whereas,

reflection becomes dominant over polar regions. On the other hand, the energy emitted

(solid line) depends on temperature making its latitude variation small. To establish
an equilibrium, a net transport of energy from the equator to the pole must occur. This

circulation, shown in Figure 1.10 (attributed to Murgatroyd and Singleton; 1961), was

derived by tracer studies of 0 3 and H20. Brewer (1949) suggested a circulation ex­

hibiting rising motion in the tropics, and descending motion at extra tropical latitudes

to explain the dryness of the stratosphere. Heating rates were theoretically calculated

for radiative gases such as 0 3 , O2 and CO 2• Such a circulation pattern is referred to
as a Hadley cell.

The earth-atmosphere system must have constant angular momentum unless an exter­
nal torque is applied to it. Hadley cell circulation which is equatorward at low altitudes

imparts easterly momentum to the earth's surface (due to coriolis force). Since, on av­
erage, there can be no exchange of momentum between the atmosphere and the surface
the transfer of easterly momentum in Hadlev circulation must be balanced bv a transfer

v v

of westerly momentum at higher latitudes. This circulation represents a Ferrell cell.
Using this additional consideration, model mean meridional circulations (Figure 1.11,
attributed to Cunnold et al. (1975)) were devised.

Which circulation is correct? The. answer is both. Transport may be traced to three
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driving forces: (a) the global energy imbalance; (b) mean meridional circulation (clas­

sical Eulerian) derived from momentum considerations; (c) eddy transport due to gra­
dients along lines of latitude. Figure 1.11 represents a circulation whose source is (b).

If we assume zonal wave motion is steady and conservative (we can safely average zonal

heating rates) then eddy transport will approximately cancel mean meridional circula­

tion. The net transport is a small difference between the two (Mahlman et al.) 1980)

which is represented in Figure 1.10. This implies that mean and eddy transports are
intimately coupled. Since the large scale planetary waves (wave number :S 3) which
dominate the wave structure of the stratosphere are generally conservative, zonally

averaging is acceptable. However, the eddy mean flow cancellation can represent a

difficulty for 2-dimensional descriptions.

Of course, one could calculate the net mean circulation from the first principles of dia­
batic heating rate. For this, temperatures have to be known apriori. Dl1nkerton (1978)

has performed these calculations and the resulting 2-dimensional plot corresponds ex­
actly to that of Murgatroyd and Singleton. So, by considering only thermodynamic

and continuity (omitting momentum) equations net transport can be derived, provided

that eddy transience is ignored. It is also called diabatic circulation or residual Eulerian

circulation.

In the absence of chemical sources or sinks, a chemical tracer has constant potential

temperature and the transport of energy may be applied to the transport of chemical

species. If Tchem "" Tu then the effects of production and loss along wave trajecto­

ries cannot be ignored. Under these special circumstances chemical eddy transport
becomes important. One species affected by eddy transport is stratospheric ozone at
high latitudes in winter.

. Wave transience and dissipation

The preceding section shows that the meridional circulation derived from transformed
thermodynamic equations by neglecting wave transience (growth or decay of wave
amplitude) and dissipation (thermal damping, turbulent diffusion) is quite useful, since
it corresponds approximately to the net atmospheric transport. The wave structure
is not always conservative (e.g. during deceleration of zonal winds) and the eddy and
mean meridional processes do not cancel. For example, large variations of the zonal
wind are observed in the tropical lower stratosphere with a mean period of 26 months.

This phenomenon is the quasi-biennial oscillation (QBO). Another example of non­

conservative wave activity is the phenomenon of sudden stratospheric warmings (SSW}
Matsl1no and Nakamura (1979) have shown that sudden warmings are probably related

to strong planetary wave drag due to wave transience. This induces a mean meridional
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circulation with upward motion in the tropics and strong downward motion at high

latitudes resulting in warming of the middle atmosphere by adiabatic compression.
Consequently, the meridional temperature gradient is decreased and the polar jet begins

to break up, finally reversing. SSW's have significant effects in the annual cycle of total

ozone.

1.4 Radiation

1.4.1 Introduction

In section 1.3 we considered the atmosphere to be heated by the earth's surface and
transparent to all radiation. This of course is not true. The absorption or emission of

photons (at both ultraviolet and infrared wavelengths) can alter a particle's energetic

state. The opacity of the atmosphere is important in determining local temperature,
which in turn affects dynamics, chemical kinetics, and the production of important

reactive ions and radicals.

Solar energy is absorbed by ozone (stratosphere and mesosphere) and molecular oxygen

(upper mesosphere and lower thermosphere). It is rapidly converted to thermal energy
through chemical reactions involving the recombination of these species. To maintain
an equilibrium cooling must take place. Thermal emission due to vibrational relaxation
of CO 2 , 0 3 and H2 0 takes place in the infrared part of spectrum. In addition, the
production of latent heat in the troposphere and dissipation of atmospheric waves

contribute to heat loss. An analysis of the earth's energy balance is outlined in Figure

1.12. Short wave radiation from the sun (100%) is absorbed by the atmosphere (19%)
and is reflected back into space (30%). The rest of incoming energy (51%) reaches the
surface, where it heats the earth-atmosphere system and subsequently radiates in the
infrared region. Infrared emitted by the surface is 21 %, by atmospheric gases 38% and
by clouds 26%. The surface also emits radiation by sensitive heat and latent heat. Of
the total received, 30% are reflected and 70% are emitted as long wave radiation.

Both the sun's and earth's emitted radiation approximate a blackbody spectrum (de­
scribed in sub-section 1.4.2.2) of 5900 K and 300 K respectively. Radiation of wave­
lengths < 4 /-lm is of solar origin and wavelengths > 4 /-lm can be assumed to be
terrestrial and atmospheric in origin, depicted in Figure 1.13.

The effect of absorbers on the solar blackbody spectrum is depicted in Figure 1.14 ..

For ,\ < 100 nm radiation is almost completely absorbed above 100 km by 0, O2

and N2 · Some X-rays « 1 nm) can penetrate to the middle atmosphere causing
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sporadic ionospheric disturbances. The Lyman (1 (n=2 -+ n=l) line (.\ = 121.6 nm) is

very intense and it is weakly absorbed in the upper atmosphere and penetrates to the

middle atmosphere where it dissociates water ,-apour, CO 2 and CH4 . Furthermore, it

photoionizes NO, a principle source of the D-region. At longer ultraviolet wavelengths

the solar spectrum is divided into regions of absorption by two species: O2 and 0 3 ,

O2 absorbs at wavelengths less than 240 nm. Ozone, abundant in the stratosphere,

absorbs between 2 and 300 nm but also to some extent in the visible and infrared. For

A > 310 nm, a large portion of solar photons reach the troposphere and so molecular

scattering, cloud and surface albedo must be considered. At even longer wavelengths,

absorption by H2 0 and CO 2 becomes dominant.

1.4.2 Solar irradiation

The physical structure of the sun

In order to understand the nature and variations of the solar radiation incident on the

earth we need to outline aspects of the sun's atmosphere.

The sun is still a relatively young star as it burns hydrogen to form helium as its energy

source. These fusion reactions generate temperatures of "" 2 x 107 K in the interior of

the sun.

Most energy reaching the earth's atmosphere originates from a thin layer (1000 km)

called the photosphere. This layer defines the ,-isible 'surface' of the sun. It is a rela­

tively cooler layer with an effective temperature of ",,5900 K. Observations indicate that

the brightness of the photosphere is not continuous, but is characterized by granules

which are associated with strong convective processes. Transient phenomena such as

sunspots appear in the photosphere and influence the variability in the solar emission

at short wavelengths. Sunspots are relatively cool, dark regions (T "" 3000 K) with

a typical diameter of less than .5 x 104 km and intense magnetic fields ("" 1 T). Most

sunspots are bipolar and appear in a distribution approximately symmetrical with re­

spect to the equator. The latitude at which they appear varies with the solar cycle

according to Maunder 'butterfly' diagram. The solar cycle is an eleven year cycle, and

is traditionally observed in the number of sunspots (Wolf number). Larger numbers

of sunspots are indicative of an active sun. Sunspots form in regions where there is

bunching (or kinking) of solar magnetic field lines. The sun's magnetic field is not static

but is 'frozen in' to its plasma (due to high electrical conductivity) and so differentially

rotates. It has differential rotation, as it is a non-solid body, 26 days at equator and 37

days at pole. This results in its magnetic poles reversing every I'V 11 years. The lifetime

of a sunspot is variable (days - months) but is often long enough to 'be seen again'
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by the an observer on the earth as the sun1s mean rotation is 27 days. Light emitted

lower down in the photosphere (a continuous spectrum) is ahsorbed by cooler gases
higher up resulting in dark, absorption lines ('Fraunhofer lines'). The chromosphere is
sandwiched between the cool photosphere and the very hot corona. The corona is the

halo around the photosphere, visible at times of total eclipse. It is very hot'" 106 K

and tenuous and, at these temperatures, is a fully ionized plasma. The corona emits
X-rays. The plasma flows outwards along the field lines to produce the solar wind.

The quiet sun

The radiation emitted by a body as a result of its temperature is called thermal radia­

tion. A blackbody is one that has a surface that absorbs all thermal radiation incident

on it, so that, if cool enough we cannot see the object in reflected light. The sun is
therefore a good example of a blackbodY1 whereas the earth is less so, since it has an

albedo of ",0.3. The spectral distribution of a blackbody is a function only of its surface

temperature and independent of composition of the body. The spectral distribution is

specified by the quantity RT(v) called the spectral radiancy which is defined so that
RT(v )dv is equal to the energy emitted per unit time in the radiation of frequency in

the interval v to v + dv from a unit area of the surface at absolute temperature T.

This quantity is plotted for different surface temperatures 1000 K11500 K and 2000 K
in Figure 1.15. Planck1s formula describes these curves

(1.43)

where k is the Boltzmann constant. It is seen by inspection of Figure 1.15 that the

peak of the spectrum shifts toward higher frequencies as temperature increases. This
is expressed by the Wien's displacement law

(1.44 )

where Vmax is the frequency at which RT(v) has a maximum value for a particular T.

The integral of the spectral radiancy RT(v) over all v is the total energy emitted per
unit time per unit area from a blackbody at temperature T. The radiancy, RT1 is
therefore

(1.4.5)

In Figure 1.15 we see that RT increases rapidly with increasing temperature, as ex­
pressed in Stefan's Law

RT = a T4
,

where a is the Stefan-Boltzmann constant.
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Figure 1.15: The spectral radiancy of a blackbody at 2000 K, 1500 K

and 1000 K plotted against frequency. From Eisberg and Resnick (1985).
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The solar constant, which is defined as the total radiative energy flux outside the earth's

atmosphere i.e. at 1 AT is 1367 W m-2. This would be RT scaled by [lAIU? for flux at

earth·s surface.

Besides electromagnetic radiation the quiet sun also emits streams of particles~ called

the solar wind, discussed in more detail in chapter 2.

The active sun: solar flares

Solar flares produce increases in radiation intensity over a broad range of wavelengths
on time scales of minutes to hours. Optically they are observed in the HO' (n=3 -+

n=2) line, but they show up in shorter (X-rays) and longer (radio) wavelengths. They
are classified in level of importance both visually and in X-rays, Solar Geophysical
Data (1987). The optical importance has a five level scale (1-5) for increasing area

of plague followed by a letter F~ N, B standing for faint, normal, bright for brilliance.

X-rays are quoted in \\7 m- 2 for peak flux in the wavelength interval 1-8 .A... A digit

multiplier succeeds letters C (corresponding to 10-5
) or M (corresponding to 10-4

) or

X (corresponding to > 10-4
). The large solar flare on 9 March 1989 was classified as

4B/X4.0 (Solar Geophysical Data) 1989).

The basic mechanism of solar flares is thought to be the conversion of magnetic energy

to particle energy. This magnetic energy comes from 'annihilation' of the magnetic field
over solar active regions. The energy transferred to the particles is then manifested

as high energy protons and electrons, Bremstrahlung X-rays, Cerenkev radiation, Syn­
chrotron radiation at radio wavelengths, etc. The radio emissions are monitored at

10.7 cm (28 GHz) and their intensities are closely correlated with the solar cycle.

(1.47)R= pc
ze

Solar flares have perhaps their most important manifestation in proton fluxes, the flux
can increase more than 100% over the galactic cosmic ray background level. Energies

of cosmic ray (including solar) particles are commonly specified in terms of rigidity (R)
or momentum per unit charge.

where z is the nuclear charge. Rigidity is measured in GV.

All particles with the same rigidity follow the same trajectory in a magnetic field. For
observation on earth, assuming a dipole field, particles can only reach dipole latitude
dYe if R > Re the cut-off rigidity where Rc = 14.9 cos4 (<Pe) (Hargreaves) 1979).

A solar proton event by definition is said to have occurred when the flux of protons of
energy> 10 MeV exceeds 10 particles cm- 2 S-I ster- I .
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Energetic solar protons produce secondary electrons which, in turn, lead to the produc­

tion of odd nitrogen species in the middle atmosphere. Nitric oxide (KO) catalytically

destroys ozone molecules. This forms the basis of work described in chapter 4. Theo­

retical aspects of nitric oxide formation are described fully in chapter 2.

1.4.3 Attenuation of solar radiation in the
earth's atmosphere

As solar photons penetrate into the earth's atmosphere they undergo collisions with

atmospheric molecules and are progressively absorbed and scattered.

Molecular absorption

The probability of absorption by a molecule depends on the nature of the molecule and

the wavelength of the incoming photon. An effective absorption cross-section O'a(>\) can

be defined for each photochemical species. This quantity is expressed in cm2 and is

independent of the concentration of the species under consideration.

The Beer-Lambert Law describes the absorption (dI) of a ray of incident intensity 10 (>')

and wavelength>' passing through an infinitesimally thin layer ds. The variation in

intensity is given by

(1.48)

where ka is the absorption coefficient (units of cm-I). This coefficient is proportional

to the concentration ( cm-3
) of the absorbing particles (n) and is related to O'a by the

expreSSIOn

(1.49)

Integrating equation (1.48) and substituting equation (1.49)

The optical thickness oyer length s is defined as

Ta = 10'a (A ) n (s) ds.

(1.50)

(1.51)

Solar radiation penetrates the atmosphere at an angle of incidence (the solar zenith

angle X) which depends on local time, season and latitude. Neglecting the curvature
of the earth, we can write

ds = sec(x) dz.
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Using equation (1.42)
(1.53)

we can now express the yariation of monochromatic solar radiation with altitude (as­

suming only one absorbing gas)

( )
( -sec(x) 1,"" 17. no e-( rr dZ')

1 z = loo e Z

)
(-sec{x}a. no He-IT)

l(z = looe 1

where loo represents solar irradiation at the top of the atmosphere.

Scattering by molecules and aerosol particles

(1.54)

Scattering is a physical process by which a particle in the path of an electromagnetic

wave abstracts (not true absorption) energy from this incident wave and re-radiates

the energy in all directions.

The atmospheric particles responsible for scattering include gas molecules, dust, rain­

drops and hail. The relative intensity of the scattered light depends strongly on the

ratio of particle size to wavelength of the incoming radiation. V/hen this ratio is small

(for small particles) the light is scattered isotropically. This is called Rayleigh scatter­
ing which is ex: A-4. When particles are larger e.g. aerosols, an increasing portion is

preferentially scattered in the forward direction. This is called Mie scattering. This
form of scattering is relatively rare in the middle atmosphere compared with Rayleigh

scattering.

1.4.4 Radiative Transfer

General laws and equations which govern the interaction of radiation with the atmo­
sphere are developed in this section. \~Te need to define a radiation field for each point
in space and for each wavelength which plays a part in this process.

The radiance L represents the amount of energy (dE) traversing a unit of surface (dS)
per unit time (dt) in a cone of solid angle dw whose axis is at an angle B relative to the
normal to the surface i.e.

L = dE
dt dS dw cos( B)

L is measured in W m- 2 ster- 1
. L is integrated over all frequencies i.e.
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In order to evaluate the rate of radiative heating due to absorption of energy per unit

volume at any point in space located by vector r, the net flux density traversing the

surface must be determined. The flux density (F) across the surface at angle w due to

all the cone of direction IJ./ is

F(r, u.:) = r L(r, w') cos (:..: , w') dw'.
l47r

The atmosphere can be assumed to be divided into horizontal layers,

127. 11F(z) = d<j> IlL(Il,<j»dp,
a -1

(1.57)

(1.58)

where p = cos(w,w') and <j> is azimuthal direction. In the case of a plane parallel

atmosphere we may separate the flux into upward propagating flux, and downward

propagating flux viz.

r27r r1

FT (z) = la d<j> la pL(z,ll,cP)dp

and

F 1 (z) = 127r d<j> 1-1

P L(z, p, <j» dp

The net flux density is therefore

F(z) = F 1 (z) - F T(z).

p>O

p < O.

(1.59)

(1.60)

(1.61 )

To determine heating rate over an altitude dz we use the Divergence Theorem which

states that the energy absorbed per unit volume = net flux divergence as dz ---+ O.
Therefore,

dT

dt

1 dF
-----

pep dz . (1.62)

Assuming the radiation to be isotropic, the amount of energy entering unit volume at
any point in space is called the irradiance

<I>(r) = r L(r,:..:) <lw.
l47r

For a plane stratified atmosphere we can express the irradiance as

127r j1
<I>(z) = d9 L dll.

a -1

(1.63)

(1.64)

The equation of ra.diative transfer is an expression of the energy balance in each unit

volume of the atmosphere, including absorption, scattering and emission. In the general
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case of a horizontally stratified medium, the following expression can be used to describe

ra,diative transfer in a layer bounded by two infinite parallel planes (Le.noble) 1977)

(1.65)

where kv is the extinction coefficient and lv is the source function. lv expresses the

incoming radiation due to scattering from all other directions, solar radiation, or ther­

mal emission. lv can be neglected in the case of molecular absorption. The source

function depends on the spectral domain under consideration. If we let dTv = -kv dz

then
(1.66)

Radiative transfer: ). < 4 /lID

\Vavelengths shorter than 4 /lm may be assumed to be of solar origin. Vlhen direct

solar flux penetrates into the atmosphere, it is progressively attenuated by absorption
and scattering. In order to estimate the total flux density entering a parcel of air (<I>

in sub-section 1.4.4) we have to consider both the direct beam flux and diffuse flux

(reflected, scattered radiation). The total flux density is also called the actinic flux

density. The combination of the effects of multiple scattering (mainly Rayleigh in the
denser, lower atmosphere) and albedo produces a substantial increase in the availability

of solar radiation for photochemical processes.

Figure 1.16 (a) shows the results of a computation of actinic flux density (by Meier

et al.) 1982) for overhead sun (X = 0°) which ignores the effects of multiple scattering
and albedo on the solar photon flux density and considers only the direct attenuation
effects in terms of optical depth. The stratospheric enhancement factor ~~oo represents
the factor by which the solar photon flux density at the top of the atmosphere must

be multiplied in order to obtain the flux density at a given altitude for the indicated

wavelengths. Figure 1.16 (b) 'shows the same factor when there is an albedo of 0.5
and the effects of multiple scattering in air are incorporated. In this figure the source
function, lv, incorporates both diffuse scattering and scatter{ng from direct sunlight so
that the product of the yalue of ~iboo and the extraterrestrial solar photon flux density is
the actinic flux density for the altitude and wavelength concerned. Comparison of Fig­

ures 1.16 (a) and (b) emphasizes the importance of albedo and scattering (particularly
Rayleigh) on flux densities of a parcel of air. It should also be noted that wavelengths

> 360 nm (J-N in Figures 1.16(a) and (b)) are particularly sensitive to scattering and
albedo, such that their enhancement factors> 2.

The flux density change with solar zenith angle is slight for X ::; 30° but is quite

large when the sun is near the horizon. During early morning and late afternoon
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(1.67)

therefore, the actinic flux density available for inducing photochemical reactions varies

yery ra pidly as compared to near midday.

Radiative transfer: A> 4 Jirn

Radiances at wavelengths> 4 Jim are largely of terrestrial origin and clearly dominate
solar \"alues (marked lterrestrial radiation' in Figure 1.13). Thermal emission and

absorption by atmospheric gases and a,erosols is effective in this spectral region but,

scattering can be neglected. At these longer \\'avelengths the source function, lv,
represents incoming radiation from thermal emission by atmospheric molecules.

In regions of the atmosphere where local thermodynamic equilibrium (LTE) applies

the energy levels are populated according to a Boltzmann distribution. Thus, local
emission corresponds to a blackbody radiance (i.e. Jv = El') at the temperature of the
parcel of air under consideration. The equation of radiative transfer now becomes

aLl'
Ji~ = Lv - El"

uTv

The radiance over most of the middle atmosphere can be derived from the transfer

equation above. This particular form of the radiative transfer equation is often referred
to as the Schwarzchild's equation.

Assuming azimuthal symmetry, the upward and downward components Lv i and Lv 1
may be evaluated.

The radiatively active trace gases which are the most important from a thermal point

of view are: CO 2 , 0 3 and H2 0 vapour. Other gases, whose sources are significantly
related to anthropogenic activity such as CH4 , N2 and chlorofluorocarbons can, in part,

contribute to the radiation budget. The characteristic absorption of some gases in the
atmosphere is shown in Figure 1.17.

CO 2 is a linear molecule which has a relatively simple absorption spectrum (fifth panel
in Figure 1.17). The strongest band is the V2 (bending) fundamental at 15 Jim, which
contributes significantly to the energy budget of the atmosphere because it is located
in the spectral region where the emission of the terrestrial environment is very intense

(see CO 2 absorption lines in Figure 1.13). The V3 (asymmetric stretch) band at 4.3 Jim

absorbs strongly but has marginal influence since it is located at a wavelength where
both solar and terrestrial emissions are weak.

Ozone is a non-linear molecule whose spectrum (fourth panel in Figure 1.17) exhibits
a strong rotational structure as well as 3 fundamental vibrational bands V], V2 and V3

at 9.066, 14.27 and 9.597 Jim respectively. The V2 band is masked by a CO 2 band but
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the VI and V3 both absorb and combine to form the important 9.6 pm band. Another

strongly absorbing band at 4.7 pm is located in a region with weak solar and terrestrial

intensity.

Water vapour, like ozone, is a non-linear molecule with a complex vibrational-rotational

spectrum (sixth panel in Figure 1.17). The V2 fundamental band centred at 6.25 pm

is overlaid by a series of rotational transitions to make a broad, intense band centred

at 6.3 pm. A wide pure rotation band extends from 18 to beyond 100 I1m of varying

intensity. The VI and V3 fundamentals at 2.74 and 2.66 !Lm absorb significant amounts

of solar energy in the troposphere where H20 vapour is abundant.

1.4.5 Photochemical effects of radiation

Absorption of ultraviolet and visible photons by atmospheric molecules can induce

transitions into electronically excited states. Some of the higher energy states are

unstable and result in photodissociation of the molecule.

(1.68)d~] = -J(A) [A],

A quantitative value of the photodissociation rate of a molecule A may be derived using

the Rate Law

where J(A) is the photodissociation coefficient with units S-I. The inverse of J repre­

sents the lifetime of the molecule against photolysis. The photodissociation coefficient

is determined experimentally. For a wavelength interval .6.), the contributions of pho­

ton flux, quantum efficiency (usually unity) and absorption cross-section ((Ja) must be
evaluated. The latter two are temperature dependent.

Molecular oxygen (02 )

The photodissociation of molecular oxygen produces atoms which are crucial to for­

mation of many species, especially 0 3 . A potential energy diagram for the principal
electronic states of the O2 molecule is presented in Figure 1.18. The transition
X3~ -7 A3 E;t requires 185 < ). < 242 nm and this wavelength interval constitutes
the Hertzberg system. This is an unfavourable transition and therefore has a corre­
spondinglysmall absorption cross-section. The excited oxygen molecule dissociates,
resulting in two ground state ep) oxygen atoms. The X3E; -7 B3 E;; transition con­
stitutes the Schumann-Runge System. This wavelength interval is characterized by a

banded structure from 175-200 nm and a continuum from 137-175 nm. The continuum
wavelengths result in the formation of one Oep) atom and one OeD). Wavelengths
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Figure 1.18: Potential energy diagram illustrating the principal energetic
states of molecular oxygen. Adapted from Brasseur and Solomon (1986).
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in the Schumann-Runge Band result in the formation of two Oep) atoms, from a pre­

dissociation state ert). For ,\ < 137 nm some diffuse bands occur, interspersed with

windo\\'s which allow some \vavelengths (including Lyman 0) to penetrate deep into

the atmosphere.

Despite the weakness of the Hertzberg transition it is dominant in the stratosphere

with a photodissociation coefficient of 10-9
S-l for zero optical depth. The rate of

ozone production in the stratosphere depends critically on the value of absorption

cross-sections in this region. Schumann-Runge band are also effective at stratospheric

altitudes although the absorption cross-section \'aries "" 5 orders of magnitude between

175 and 205 nm, increasing at shorter wavelengths.

Since the intensity of these wavelengths \'aries with solar activity (section 2.8), the

photodissociation coefficient, J, changes accordingly.

The primary absorption by ozone occurs in the Hartley band, which is located in the

wavelength interval 200 to 310 nm. The absorption cross-section maximizes at about

250-260 nm where (J"a ~ 10-17 cm2
, depicted in Figure 1.19. These cross-sections show

only a weak dependence on temperature.

Around 300 nm, the Hartley band becomes weak, and from 310 to 350 nm it blends with

the temperature dependent Huggins bands. Figure 1.20 gives absorption cross-section

values determined by Simons et al. (1973) from 310 to 340 nm and demonstrates the

importance of temperature sensitivity, especially at long wavelengths. Discrepancies
in absorption coefficients due to temperature dependence are a source of uncertainty

when measuring total column ozone by Dobson spectrophotometers.

Ozone's Chappuis bands are where absorption takes place in the visible region. The

absorption coefficients of this band are shovm in Figure 1.21. This spectral interval

(400 to 850 nm) contributes significantly to the photodissociation of ozone and plays
a dominant role in the lower stratosphere and troposphere.

?\10st radiation is absorbed by O2 at ,\ < 200 nm in the Hertzberg continuum at higher
altitudes, although Hartley bands do contribute at lower altitudes and are superim­
posed on the continuum.

Photodissociation of ozone is energetically possible for all wavelengths less than 1.14
pm (near infrared). The products 0 and O2 can be found in different electronic states

depending on the energy of the incident photon. Listed from lowest energy, atomic
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oxygen can be Oep)~ OC D) and OC S). Common states for molecular oxygen are

02e~g), 02C .6.g), 02e~), 02eBt), 02e~)· Some transitions are less probable
than others and the most common products are

0 3 + hv -1 Oep) +02e~~) 103 ). > 310 nm

0 3 + hv -1 OCD) +02C .6.g ) 10
3

). < 310 nm

oCS) can be formed for ). < 196 nm.

(1.69)

(1.70)

Figure 1.22 illustrates values of photodissociation coefficients (1) for different spectral
bands. Chappuis and Huggins bands (marked 1 and 2) are clearly dominant at low

altitudes, whereas wavelengths in the Hartley band (marked 3) region are absorbed at

higher altitudes.

1.4.6 Thermal effects of radiation

Heating due to absorption of radiation

The absorption of ultraviolet radiation by ozone in the Huggins and Hartley bands

constitutes the principal source of heat in the stratosphere and mesosphere, as depicted

by the solid curve in the right panel of Figure 1.23. The heating rate reaches as much

as 12 K/day near the stratopause (45 km), with a maximum of approximately 18 K/day

near the summer pole (not shown in Figure 1.23). The effect of the Huggins bands in
the visible region becomes important in the lower stratosphere, resulting in heating of

'" 1 K/day. These heating rates are obviously related to the amount of ozone present,

and an increase (decrease) in ozone concentration would lead to an increase (decrease)

in stratospheric and mesospheric temperatures. This could in turn result in possible
changes in locations of the stratopause and mesopause.

Above 75 km absorption by the SRC of O2 , dashed curve in the right panel of Figure
1.23~ contributes to the major portion of heating of the atmosphere. This absorption
results in a mean heating rate of 10 K/day, with large variations over latitude and
season. Maximum heating may be as high as 100 K/day. At high altitudes, TO >
1 day~ and since its concentration is dependent on transport, thermal energy may be
released at a different location. This process~ along with adiabatic heating as a result
of downward velocities, leads to the warm mesopause observed in polar winters.

The meridional distribution of heating rate due to O2 and 0 3 can be determined by

dT = cos(X) r dF dv.
dt p Cp J)/ dz .

54

(1.71)



1.-CHAPPUIS

2.- HUGGlNS

3.-HARTLEY

4.- A < 240 nm

10 L..:--,---uU-l...L.J.-'u.l...~.IL-.L-I...ll..1.u..l.l""7'_-'-""""I-J...JL..U.J-'-:;--l.--'--'-'....w...UJ

10-6 10,5 10.4 10,3 10-2

PHOTODISSOCIATION COEFFICIENT (S-I)

Figure 1.22: The photodissociation coefficient of ozone between 50 and
la km altitude. Values are plotted for each spectral absorption band of
ozone for solar zenith angles of 00 and 60°. From Bmsseur and Solomon

(1986).

5.)



eo

60

~ 40
:J...
5
<{

20

10 5 0
COOLING (K/doy)

o

Figure 1.23: Vertical profile of heating rates by 0 3 , O 2 , N0 2 , H2 0 and

CO 2 (right side panel) and cooling rates by CO2 , 0 3 and H2 0 (left side

panel). Note that heating occurs over shorter wavelengths due to ab­

sorption of solar radiation, while cooling is achieved by thermal radiative

emission by the atmosphere at infrared wavelengths. From Brasseur and
Solomon (1986).

56



where F is the incident solar flux. The heating rate may be calculated from the atten­

uated solar flux by the expression

dT
dt

(1.72)

Cooling by radiative emission

The cooling produced by radiative emission in the stratosphere and lower mesosphere

is principally due to 15 pm band of CO 2• This is represented by the dot-dash-dot curve

in the left panel of Figure 1.23. This band results in a cooling rate of up to 7 Kjday

around the stratopause. The maximum cooling is found at the winter mesopause,

where the temperature is relatively warm.

A second contribution to infrared cooling in the middle atmosphere results from in­

frared emission by 0 3 at 9.6 pm, corresponding to the solid line in Figure 1.23. This

contribution is important at a lay~r near the stratopause, and extends over 10 km of

altitude. In the lower stratosphere, the radiatiye transfer at 9.6 pm leads to a net

heating as ozone absorbs some of the terrestrial emission at this frequency at altitudes

below the ozone layer.

The effect of water vapour (dotted line in the left panel of Figure 1.23) is manifested

in the middle atmosphere at 80 pm. This contribution is relatively weak. In the
troposphere where the temperatures are warmer than in the stratosphere the 6.3 pm

band of H2 0 determines the net cooling rate.

The cooling rate (~~) due to infrared emission may be assumed to be proportlonal to

d:ZT if the surface emission is neglected (the 'cool to space' approximation) i.e.

(1.73)

(1.74)

where Cl is a constant determined for each radiatively active gas. If the temperature
varies little about a reference value To the above equation can be linearized such that

dT dT
dt = (dtho + a(T - To).

The coefficient a defines the time constant for thermal radiation i.e Trad = l. This time
0<

is "" 1-5-20 days in the troposphere and 3-5 days in the stratosphere. Transport of heat

can only occur if Tdynam is less than or comparable with Trad. In the troposphere where

Tdynam < Trad the temperature field is dependent on transport. However, in the middle

atmosphere where Trad ~ Tdynam the thermal structure results from an equilibrium
between absorption of ultraviolet radiation and emission in the infrared. Since Trad '"

days only small diurnal \'ariations are detected.
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1.5 Ozone dynamics and chemistry

1.5.1 The odd oxygen family

In this section all important atmospheric oxygen reactions are listed. Where electronic

states of particles are unspecified they may be assumed to be in their ground state i.e.

O2 and 0 represent 02e~) and Oep) respectiYely.

The photodissociation of molecular oxygen by ultraviolet at ). < 242 nm produces

atomic oxygen

(1.75)

These atoms may recombine directly in a three body process

(1.76)

where M is usually N2 . Alternatively, atomic oxygen may react with molecular oxygen

to produce ozone

(1.77)

Ozone may then recombine with atomic oxygen

(1.78)

The photodissociation of ozone leads to products in either their ground state

(1.79)

or their excited state

(1.80)

In the upper middle atmosphere some O(l D) atoms are produced by molecular oxygen
photolysis

O2 + hv(>. < 175.9nm) --? 0 +OCD) (J;). (1.81 )

Molecular oxygen in an excited state may be quenched by collision with a ground state
molecular oxygen viz.

02C .6.g ) + O2 --? 2O2 (k6 ),

or it may relax radiatively by emitting a photon of ). = 1.27 f..Lm
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It is possible, by monitoring this emission, to determine the concentrations of 02e.69 )

and 0 3 . Oe D) may be quenched by collision with either N2 or O2 viz.

OeD)+N 2 -4 0+N2 (k 4a )

OeD)+02 -4 0+02 (k4b ).

(1.84 )

(1.85 )

The chemical reactions listed above are the basis of a simple theory of stratospheric

ozone for a pure oxygen atmosphere, first proposed by Chapman in 1930. Subsequently,

substantial modifications have been made to this theory involving hydrogen, nitrogen

and chlorine species (details in chapter 2). However, this system provides a framework

to which other processes may be added.

Neglecting transport, we can write the following continuity equations for odd oxygen

d[03] .
--;It + (J3 + .1;)[03 ] + k3[O][03]

d~~] + 2 kdM][O]2 + k2[M][02][O] + k3 [03][O]

(1.86)

2 J2[02] +1;[02] + J3[03]

+k4a [N 2][OC D)]

+k4b [02][OC D)] (1.87)

(1.88)

(1.89)

The continuity equation for O2 is omitted since it is not independent, as the total
amount of oxygen is always conserved viz.

Chemical lifetime equations for the different oxygen species can be easily determined.
They are evaluated below, for a stratospheric altitude of 30 km

1
T0 3 = "" 2000 s (1.91 )

J3+ J; + k3[O]

1
TO

k2 [02][M] + k3 [03] + 2 k1 [M][O] "" 0.04 s (1.92)

1
"" 10-8 sTOeD)

k4a [N2] + k4b [02] (1.93)

1
T02e~g)

kd0 2] + A1.27
"" 1 s (1.94)
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The chemical loss of 02C ~g) always results in 02eE;). Since O2 has an almost
constant mixing ratio throughout the middle atmosphere, the loss of 02C ~g) is not
photochemically important. On the other hand~ 0 3 , 0 and OC D) are a coupled set of
partial differential equations whose time constants differ by several orders of magnitude.

To solve these equations numerically a time step of « 1 s would have to be used,

makiner such calculations prohibitively expensive. In view of this, it is very useful too .

define chemical families for computational purposes. whose lifetimes can be very much

longer than those of the constituent members. We therefore define the odd oxygen

family as

so that the chemical lifetime (evaluated at 30 km) for odd oxygen is

(1.95)

TO x = 2 k [M][0]2 +2 k [0][0 ] + other terms
1 3 3 in N,H,Cl

rv weeks. (1.96)

Figure 1.24 represents an altitude profile of the photochemical lifetimes of the Ox

family (as given by equation (1.96)), 0 3 and 0, as well as approximate time constants

associated with winds and vertical diffusion (Tdiff). Zonal (Tu), meridional (Tv) and
vertical (Tw) are determined for mid-latitudes using characteristic scale lengths of 1000
km, 100 km, and 5 km respectively. The very fast reactions (equations (1.77), (1.80),
(1.85)) produce only an exchange, or partitioning, among members of the family and
do not appear as production or loss of [Ox]. The use of chemical families allow a clearer

distinction to be drawn between reactions that result in net and gross production and

loss. For example, the photolysis of 0 3 below 80 km will not result in a net loss

of ozone over time scales> seconds since recombination would result in more ozone

formation. Oil the other hand, when ozone reacts with atomic 0 and forms O2 there

is a net loss of ozone. Further, since Tv rv months (see Figure 1.24) which is I"V To
x

it

is easy to see how the odd oxygen family is affected by meridional transport. Time

constants associated with transport are short or similar to To
x

near the stratopause so

odd oxygen is dynamically controlled in that region (sub-section 1.5.2). From the upper
stratosphere into the mesosphere [0] rv [03] and ozone becomes critically dependent
on atomic oxygen, so much so that diurnal variations (night-time ozone increase) are
significant in this altitude range.

1.5.2 Ozone: Historical aspect

The first quantitative analysis of atmospheric ozone was made by Fabry and Buisson

at the University of Marseilles in 1912, but their work was interrupted by the First
World \Var. They resumed in 1919 and their work was subsequently published (Fabry
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and Buisson, 1921). Dobson refined their instrument and set up a chain of spectropho­

tometers at Oxford (England), Valentia (Ireland), Lerwick (Shetland). Abisko (Swe­

den). Lindenberg (Germany), Arosa (Switzerland) a.nd Montezuma (Chile) in 1926.

Ground-based, balloon-borne, rocket and satellite obseryations (see chapter 3) made

since that time have substantially extended the data base for describing the essential

features of three-dimensional ozone distribution together with time variations.

It is well known that ozone is characterized by latitudinal and seasonal \·ariations. Fig­

ure 1.25 shows total column ozone versus month for a zonally averaged strip in the

northern hemisphere. The greatest production of ozone occurs in the tropics (due to

greater irradiance of solar ultraviolet wavelengths) and yet, maximum ozone abundance

occurs during winter-spring at high latitudes. This maximum in total ozone is due to

downward and poleward net transport associated with mean motion in the transformed

Eulerian or diabatic framev,rork, as discussed in sub-section 1.3.4. Decrease in summer

is attributed to chemical destruction by reactive fragments. Smaller, semi-annual vari­

ations (not shown in Figure 1.25) may be attributed to semi-annual zenith crossings

of the sun in the equatorial zone.

The global distribution of total ozone versus latitude as derived from a network of

ground-based stations at different longitudes is given in Figure 1.26. These values

are expressed in Dobson units, which correspond to the height (matm cm) which the

ozone column would have if all the gas were at 1 atm and 273.15 K, viz. 300 DU

would correspond to 3 mm of ozone. Annual variations for each hemisphere, showing

a 180 0 shift with respect to each other, are evident in this figure. The maximum ozone

observed in the southern hemisphere is much smaller and at lower latitudes. This may

be ascribed to differences in stratospheric dynamics of the two hemispheres. The ozone

hole l which covers a large portion of the southern polar cap every austral spring is not

shown in Figure 1.26. Details of the dynamics and chemistry of polar ozone will be
discussed in more detail in chapter 2..

Identification and examination of the altitude profile of ozone (shown in Figure 1.5)

was pioneered by Gotz and his co-workers with their Umkehr technique. Using this
technique, primary changes in ozone content were found to occur between 10 and 20
km, a fact of meteorological significance (Dobson et al.) 1929). Dobson subsequently
determined that high total ozone abundances were highly correlated with low pressure
systems and thus lower tropopause height.

Longer term variations in ozone are also detectable. The QBO (described in sub­

section 1.3.4) affects ozone concentrations as the Ox family is dynamically sensitive at

stratospheric altitudes. Solar cycle influences are detectable and must be removed in

order to perform any trend analysis such as, the determination of global ozone depletion

by the burden of chlorofluorocarbons in the atmosphere (Stolarski et al.) 1991).
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Figure 1.25: The mean annual variation in total ozone at selected north­

ern hemisphere latitudes. From Brasseur and Solomon (1986).
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1.6 The scope of this thesis

The major portion of the work in this thesis is concerned with the effects of solar vari­

ability on total column ozone in the polar regions. Daily global ozone measurements

by the Total Ozone Mapping Spectrometer (TOMS) instrument aboard the Nimbus

7 satellite provide the prime data base. Bursts of solar flare activity result in solar

proton events (SPE's) whereby high energy solar protons produce, in the middle at­

mosphere, enhanced concentrations of odd nitrogen. These reactive species give rise

to natural ozone depletion. The odd nitrogen plays a similar role to chlorine, derived

from chlorofluorocarbons, in anthropogenic ozone depletion.

In chapter 1 important features of the physics and chemistry of the atmosphere have

been presented, those of prime importance for a sound understanding of ozone deple­

tion. Chapter 2 is an in-depth review of polar ozone chemistry and dynamics. Emphasis

is placed on the possibility of solar influences on the levels of ozone at polar latitudes.

This will enable the reader to assess the results of the present work, \\Oith respect to

that of earlier studies. Satellite data acquisition of ozone, solar particle and radio flux

data are discussed in chapter 3. A detailed description of the analysis techniques em­
ployed by the author appears in chapter 4, together with three case studies involving

the quantitative short term (days to months) influences of SPE's on ozone amounts

in the latitude region 90 0 to 70 0
• Longer term (months to years) variation in Antarc­

tic ozone, together with time lags, are discussed in chapter 5, based upon a Fourier
transform analysis of eleven years of total column ozone measurements.
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Chapter 2

Aspects of polar ozone distribution

2.1 Introduction

Polar ozone has become a focal point of atmospheric research since Far-man et al.

(1985) reported a remarkable 50% column change of ozone over Halley, Antarctica.
Furthermore, Farman and his co-workers proposed that inorganic chlorine may be

responsible for the ozone depletion. These measurements stood in stark contrast to

model predictions of chlorine induced ozone loss near 40 km at mid-latitudes via the

catalytic gas phase reactions

Cl +0 3 -+ CIO +O2

CIO +0 -+ Cl +O2

(2.1 )

(2.2)

first proposed by Molina and Rowland (1974). Indeed, it was thought that because the

chemical lifetime of the ozone layer over Antarctica during polar night was of the order

of many years, that it would show little sensitivity to anthropogenic chlorine increases.
The evidence presented in section 2.5 confirms that a new chemical mechanism, re­
quiring ice surfaces, is responsible for the chlorine catalysed destruction of ozone over
Antarctica.

Chapter 1 of this thesis describes some of the fundamental processes in the middle
atmosphere. Chemical, dynamical and radiative processes are all important in deter­

mining ozone abundances at any fixed point in space. These processes can, in general,
be decoupled with a knowledge of their respecti"e time constants. This chapter focuses

on the influences of certain phenomena on the polar ozone distribution which are im­
portant for the work described in this thesis. These may originate in solar variations

(annual cycle, solar cycle and solar proton events) or in dynamics (QBO, polar vor-
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tex and planetary waves) while others may be attributed to increased anthropogenic

emissions of chlorine, bromine, odd nitrogen and carbon dioxide.

2.2 Satellite observations of polar

total column ozone

The latitudinal and seasonal variations of global total ozone, measured by the TOMS

(Total Ozone Mapping Spectrometer) instrument aboard the Nimbus 7 satellite, are

illustrated by the four colour panels in Figure 2.1. The maps represent the ozone

distribution for the solstices and equinoxes of 1985. The ozone data have a resolution

of 25 DU, black and red colours represent high column amounts, whereas blues and

purples indicate the areas of lowest total ozone. TOMS determines ozone amounts

by the solar backscatter technique implying that TOMS coverage can only extend
over latitudes which are irradiated: less than 65°N on December 21 and 65°S on June

21. Immediately apparent are the low, and nearly constant, levels of ozone in the

tropics. The broad scale structure in this region is associated with Hadley circulation.
The annual cycle becomes more evident with increasing latitude. High latitude ozone
observations are discussed below.

2.2.1 Northern polar cap

The highest global total ozone values are found in winter and spring at high latitudes,
the region of greatest temporal and spatial variability. These features are evident in the

TOMS maps for March 21 and December 21 in Figure 2.1. The black areas poleward

of 50°:-J on March 21 across Siberia, Alaska and the Arctic ocean have greater than
475 DU of total ozone. These are embedded in wave-like regions with rather steep

boundaries on the equatorward side. A complex region of decreased ozone is present
over the North Atlantic and Europe on March 21 forming gradients of 150 DU in less

than 1000 km. The motion of such features is responsible for the large daily changes
observed at mid-latitudes.

The pattern of ozone highs on December 21 is somewhat simpler with minima over
western North America and Eurasia, and maxima over the North Atlantic and eastern
Siberia. The small width of the maximum over eastern North America is particularly
striking.

During the summer months the amplitude of the wave-like ozone distribution dimin­

ishes, the gradients decrease, and the higher mid-latitude ozone levels expand into the
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tropical regions. By the fall, only a thin band of higher ozone exists in the northern

hemisphere near 60°\" latitude.

2.2.2 Southern polar cap

It is well known that the seasonal cycle of total ozone in the southern polar region is

radically different from that in the northern polar region i.e. it is not merely phase

shifted by six months. Dobson (1966) found, using data from Halley and the South Pole
stations, that total ozone decreased throughout the winter, then abruptly increased to

its annual maximum in late spring. The total ozone at Resolute, on the other hand,

increased through the winter, reaching a maximum in late winter. These differences
are clear when inspecting Figure 2.1. By far the greatest difference is obvious during

the equinoxes. The northern hemisphere on March 21 contains a near polar maximum,

while the southern hemisphere on the corresponding date, September 21, has a polar

minimum. This minimum is significantly lower than tropical ozone levels, and is now
recognized as the Antarctic ozone hole. This feature is produced by dynamics and has,
in recent years, been strongly enhanced by the action of chlorine radicals. The south

polar ozone spring minimum appears to be a permanent feature of the atmosphere,
as does the northern spring polar maximum. Mid-latitudes have relatively high ozone

values on September 21 due to downward Hadley circulation from the tropics that
is isolated from polar cap by the polar vortex. \Vithin this mid-latitude ridge are

wave-like structures which are, generally, simpler than their northern counterparts in
December and March.

2.3 Interpretation of observations using

modelling techniques

Models that simulate the distribution of ozone in the middle atmosphere are needed
to give an interpretation of satellite observations depicted in Figure 2.1. Perliski et al.
(1989) have used the two-dimensional photochemical model of Garcia and Solomon
(1983) to gain insight into the chemical and dynamical factors that are important in
determining the seasonal variations of ozone. This model computes the zonally aver­
aged chemical structure of the middle atmosphere by solving the continuity equation

for chemical constituents as a function of latitude and time. Chemical interactions of

the Ox (0, 0 3 ), HOx (H, OH, H0 2), NOx (\" :\"0, ~02) and CIOx (Cl, CIO, HOCI)
families are included. The zonal temperature structure for each grid point is calcu­
lated from the zonal mean thermodynamic equation. Transport is represented by the
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streamfunction equation for the residual Eulerian meridional circulation with Rayleigh

friction introduced to balance the momentum budget. Figure 2.2(a) shows the am­
plitudes of the modelled annual ozone variation, and (b) the observed. The observed

annual variation is computed from nine years of \imbus 7 Solar Backscattered Ultrayi­
olet (SBDV) data. Comparison between these figures indicates a substantial qualitative

agreement between the model calculations and the observations. Attention is drawn

to the absence of SBDV measurements at latitudes poleward of 65° in Figure 2.2(b).

Figure 2.3(a) shows the amplitude of the semi-annual variation computed from model

results while (b) shows the SBDV data. A large region of maximum semi-annual ozone

amplitude present at the tropics near 3 mb, is absent in model calculations. This

may be ascribed to the fact that the semi-annual temperature and wind oscillation

(SAO) was not included in the model. However, regions of significant semi-annual

ozone amplitude between 1 and 10 mb at mid- to high latitudes are qualitatively in

good agreement with those seen in the data. The maxima of the equatorial semi-annual

ozone oscillations occur during spring and fall, while the maxima of the high latitude

ozone variation occur during the winter and summer. The hemispheric symmetry seen

in the modelled annual and semi-annual amplitudes of ozone is a reflection of the fact

that the momentum forcing in this two-dimensional model is crudely parameterized

as a Rayleigh friction coefficient which is independent of latitude. Modelled transport

parameters, temperatures, and therefore chemical profiles, are the same for both hemi­
spheres during respective seasons, contrasting with asymmetry observed by TOMS in

Figure 2.1. The general agreement depicted in Figures 2.2 and 2.3 suggest that the

processes that are responsible for the model variations cause much of the observed
variations. The model calculations at polar latitudes will be addressed below, as this
region is the focus of the work in this thesis.

Modelled ozone abundances may be determined by the magnitudes of ozone loss and

production rate terms calculated by the model due to photochemical production and
destruction, temperature and transport. Figure 2.4(a) gives both the modelled and

measured (by SBDV) ozone mixing ratio for (.jON and 42 mb. No observations are

possible at high latitudes in the winter months due to lack of solar irradiance. The
model clearly underestimates ozone abundances at this pressure level. Figure 2.4(b)
shows chemical production (2Jl02]) and loss terms each given by the equation that is
the rate limiting step in each chemical family e.g.

is the rate limiting step when considering ozone destruction by the NOx family and so

has the loss term 2b[O][\02]' Figure 2.4(b) clearly illustrates that the nitrogen family

has the dominant effect on ozone at this latitude and altitude in summer. Figure 2.4(c)
shows the sum of the chemical destruction terms and the modelled transport rate.
Transport is dominant in the winter months while the calculated spring decrease and
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Figure 2,2: (a) Average annual ozone amplitude (in ppmv) calculated
from the model of Garcia and Solomon (1983). Shaded areas indicate

regions where SBUV ozone profile data is unavailable. (b) Average an­

nual ozone amplitude determined from 9 years of SBUV data. The plot
extends from 65°N-65°S. Adapted from Perliski et al. (1989).
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subsequent summer ozone minimum are caused by increased effectiveness of chemical

destruction processes, particularly odd-nitrogen dest.ruction. The winter maximum can
be attributed to both the increased downward and polewanf tra,nsport and decreased

effeeti\'eness of chemical destruct.ion processes.

In the polar middle stratosphere (pressure levels around 10 mb) photochemical pro­
duction becomes important. The reason that ozone production is not very rapid below

10 mb is that most of the ultraviolet radiation responsible for molecular oxygen pho­
todissociation is attenuated at higher levels. The \'ariation in odd oxygen production
is largely responsible for the annual ozone \'ariation in the middle stratosphere. Semi­

annual increases in ozone at the equator may be attributed to two solar zenith crossings

during the equinox periods. High latitude semi-annual maxima are caused by mod­

ulation of the radiatively-driven middle stratospheric ozone variation by temperature

dependent chemical destruction processes, and occur in winter and summer.

Figure 2.5 illustrates summarized results from this model (Perliski et al.! 1989) show­
ing regions in which chemical destruction, production and transport either dominate
or balance each other. The large 'dashed' area indicates that most of the model at­

mosphere is in photochemical equilibrium such that the ozone density adjusts to its

equilibrium value due to the balance between chemical production and destruction

rates. In the high latitude summer stratosphere and lower mesosphere (> 10 mb) de­

struction processes dominate (finely dotted area in Figure 2.5) which are initiated by

radicals. The rates of these destruction reactions are temperature dependent and thus

proceed quickly in summer. The tropical stratosphere is dominated by odd-oxygen

production and upward transport of ozone poor air from the troposphere. Just above
30 mb production occurs more rapidly than destruction and transport. In the polar
winter, ozone is dominated by transport at all altitudes since polar night increases its
chemical lifetime and homogeneous chemistry can only proceed very slowly. Transport

is poleward and downward in the polar winter, thus the increasing ozone abundances
there. The ozone time constant due to photochemistry becomes considerably longer

in winter at high latitudes than it is at lower latitudes at any given pressure level, as
a direct result of the decreased insolation there. Advective transport time scale for
the lower stratosphere is about 100 days for a constituent with a 5 km vertical scale
height, therefore transport can dominate ozone photochemistry if the photochemical
time scale is longer than 100 days. Most of the total column ozone at high latitudes
is located in this dynamically controlled region. This is a well known fact which is
clearly manifested by the large observed local variability in the ozone column at these

latitudes and its relationship to planetary and cyclone waves (e.g. Dobson et al., 1929,
Schoeberl and !(rueger, 1983). Further, the observed monthly and zonally averaged

ozone column in high latitude winter and spring is much greater than it is in summer

and fall. This is generally attributed to enhanced downward, poleward motion from the
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chemically controlled region (where ozone mixing ratios are large) during the winter

season.

Other diabatic circulation and residual Eulerian models include those of Stordal et
al. (1985), Guthrie et al. (1984) and !{o Et al. (1985). Some models, such as that
of Chatfield and erutzen (1984), use the classical Eulerian stream function equation
for the transport. The Oxford University two-dimensional model (Harwood and Pyle,

1975, 1971) uses the classical Eulerian mean meridional circulation computed from

eddy fluxes deduced from satellite observations.

A ustin and Butchart (1992) have modelled ozone levels over the polar regions by input­

ing different wave amplitudes into a three-dimensional model. They found that polar

ozone amounts were sensitive to planetary wave dynamics and that the wave induced
mean descent over the whole polar region is an important ingredient in determining the

springtime behaviour of polar ozone. Two-dimensional (zonally averaged) models are

often inadequate in describing the transport of ozone, as discussed in sub-section 1.3.4.
In particular, cross-latitude flow, during winter and spring at high latitudes, leads to

planetary wave structure, clearly visible in Figure 2.1. In addition, photochemistry de­

pends on the local solar irradiance, which is a function of latitude, longitude, altitude

and time. Only a three-dimensional model can provide a completely realistic repre­

sentation of both transport processes and photochemical effects (e.g. Tuck, 1979).
However, the atmosphere represented by such a model may not, of course, exactly
correspond to the real atmosphere at a given place at any particular time.

The following sections of this chapter will describe, in some detail, the important

dynamics and chemistry of polar ozone. Section 2.8 examines the possible effects of
solar yariations on high latitude ozone amounts.

2.4 Dynamical Influences

2.4.1 The polar vortex

The relative warmth of the stratosphere results from the absorption of solar ultravi­
olet radiation by ozone, which has its highest concentration there. Heating by solar
absorption is balanced by cooling through emission of thermal infrared radiation, pri­

marily from the 1·5 /1m band of carbon dioxide. After the autumnal equinox, the polar
regions fall into darkness and the solar ultra\'iolet heating ceases. Continuing emission

of thermal radiation quickly cools the polar stratosphere to temperatures much lower
than those of the mid-latitude stratosphere. A strong latitudinal pressure gradient
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then develops between the pole and mid-latitudes which, combined with the Earth's

radiation, (as explained in sub-section 1.3.2) produces a circumpolar belt of westerly

\vinds referred to as the polar night jet or polar vortex. \Vind speeds in this jet may

exceed 100 m S-1 ..\lthough temperatures within the polaT vortex in \vintertime are

largely determined by radiative processes, they are also dependent on dynamics and

transport of heat by atmospheric motions. Zonally symmetric circulations are ineffi­

cient at transporting heat in a rotating fluid such as the Earth's atmosphere. Thus, in

order for temperatures within the polar vortex to depart substantially from ra.diatively

determined values, thermal transport by wa\'es is required. The most important waves

for mixing in the stratosphere are planetary-scale Rossby waves, or planetary waves,

which propagate upward from the troposphere. Stratospheric planetary waves, first

described by Charney and Drazin (1961) are associated with large quasi-stationary

features as represented by the geopotential height and temperature fields of Figure 1.8.

Planetary wave transience and dissipation is responsible for the intermittent break­

downs of the polar vortex structure, called sudden stratospheric warmings (SS\\1's). In

the northern hemisphere, SS\\1's are a common occurrence and can often, as early as

mid-winter, lead to a temporary reversal of the north-south zonal mean temperature

gradient.

Clouds in the polar stratosphere are referred to generically as polar stratospheric clouds

(PSC's). Due to the dryness of the stratosphere (2 to 4 ppm mixing ratio of water)

the temperature has to fall to -83°C (at "'-'19 km) for pure ice clouds to form. Another

type of cloud composed of nitric acid trihydrate (NAT) are known to be widespread

over the polar regions, requiring only -78°C (at "'-' 19 km) to form (Toon and Tu/co,

1991). The formation of PSC's leads to dehydration of the polar winter stratosphere.

PSC's are the sites for a group of heterogeneous reactions that perturb the normal

gas-phase chemistry in the polar region. The most important heterogeneous reaction

converts the relatively unreactive species chlorine nitrate and hydrochloric acid (the
dominant chlorine reservoirs) to molecular chlorine and nitric acid:

(2.3)

Molecular chlorine is photolyzed in the spring sunlight and atomic chlorine quickly

reacts with ozone to form the chlorine monoxide radical CIO. Ozone destruction begins

(0.5 - 1% per day) with the formation of the chlorine dimer (Molina et al., 1981).

\\iidespread ozone destruction during Antarctic spring requires that the air be chilled

below -{8°C for sufficient time so that the PSC's can effect the conversion of inactive

reservoir species to the radical species that attack ozone. Such conditions occur over

widespread regions of the Antarctic lower stratosphere but not as extensively in the

Arctic. )lonetheless, high levels of CIO ha\'e been detected in the Arctic stratosphere

(Burnt et al., 1990). To prevent the conversion of CIO back to unreactive CION0
2

through the reaction of CIO with N0 2 , active nitrogen compounds must be suppressed.
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The formation of NAT PSC's denitrifies the \'ortex air. The obseryed ozone destruction

in both hemispheres is therefore contingent on the stratosphere remaining denitrified
during the period of ozone loss (Schoeberl and Hartmann, 1991) which means that

mid-latitude air. containing reactive nitrogen compounds: be not mixed into the polar

vortex. Dynamical characteristics of the polar yortex provide this chemical isolation,

and the ozone hole develops poleward of the latitude of strongest westerly winds.

The structure of the polar vortex is different in the t\\"o hemispheres. In the southern

hemisphere the winter jet is far stronger than its northern counterpart: e\'ident in Fig­

ure 2.6(b), with westerly wind speeds of over 80 m S-1 above 40 km. The associated

greater poleward temperature decrease (Figure 2.6(a)) in the lower southern strato­

sphere can result in temperatures below -80°C there. PSC's are usually observed in

the polar cold pools in the lower stratosphere (McCormick and Trepte; 1986). Larger

cold temperature regions in the Antarctic stratosphere imply that PSC's form more ex­

tensively there than in the northern hemisphere and so there is a larger area on which
heterogeneous reactions can occur. Temperatures as cold as -70°C are evident soon

after the onset of polar night. The southern hemisphere thermal response is mainly

radiative, and it follows seasonal changes of insolation closely. From mid-winter, the

northern hemisphere can often show a departure from this path. These interhemi­
spheric differences in stratospheric climatology may be traced to the more frequent
disruption of the boreal vortex by planetary waves. Planetary waves are forced in the

troposphere at lower latitudes by large scale orographic and thermal contrasts and can

propagate into the stratosphere only when westerly winds are present (Charney and

Dmzin; 1961). In the northern hemisphere the great mountains of Asia and North

America send large amplitude Rossby waves upward. The continent of Antarctica is

surrounded by ocean and only the rather narrow band of the Andes may disrupt the

zonal winds. This makes the southern hemisphere \'ortex symmetrically shaped and
stable.

Following the autumnal equinox radiative processes cool the polar stratosphere and a
symmetric overturning begins with strong dowll\\'ard motion, of up to 100 kg m-I S-1

(Garcia et al. J 1984), in the polar regions and weak rising motion elsewhere. Down­
ward air motion in the polar region warms the air through adiabatic compression,
partially offsetting the radiative cooling which would otherwise take the temperature
to -90°C or below. The descending air within the vortex carries with it long lived trace
species from the upper stratosphere. Below 30 km the vortex temperature approaches
radiatiYe equilibrium and the rate of descent within the vortex decreases. Outside the
vortex, rapid lateral mixing by planetary wa\'es counters descent and causes an appar­
ent differential vertical displacement of air (by 2 to 3 km) between the vortex exterior
and interior. The amplitude of upward propagating planetary waves is observed to
increase with altitude as does their magnitude of heat transport. The increase in heat
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flux is seen in the 'weakening of the pole to mid-latitude temperature gradient above

25 km. Above 30 km temperatures are too warm to support PSC's and this latitude
roughly marks the top of the isolated region of the polar vortex. Meridional gradients

in concentration of yarious chemical tracers observed in mid-winter and spring at the

vortex boundary are yery sha.rp and provide a consistent marker of the edge of the

polar vortex for periods of a month or more (Proffitt et a.l.) 1989 (aj). The sha.rpening

of the meridional constituent gradient across the vortex edge appears to be directly

related to the planetary wave erosion of the vortex edge.

In spring solar heating of ozone returns to the polar regions and the meridional tem­

perature gradient begins to weaken. The vortex appears to transit abruptly to the

summer circulation by way of a final stratospheric warming. During the final warming,

amplitudes of planetary wave displacement increase explosively, and the vortex shat­

ters into smaller fragments, which drift to mid-latitudes. The final warming usually

develops in March in the northern hemisphere but may be as late as early December in

the southern hemisphere. Hence, the southern hemisphere vortex is much longer lived.
The reduced stratospheric solar heating, as a result of ozone depletion, has been pro­

posed for the delay in the austral final warming. The stratospheric summer circulation
is weak easterly winds flowing symmetrically around the pole.

Potential vorticity (PV) is used as a flow diagnostic under adiabatic and frictionless
conditions, as described in sub-section 1.3.2. As the vortex spins up in early winter, PV

builds up rapidly in the polar region, and a PV gradient is established between the sub­

tropics and the pole. A positive PV gradient is required for the existence of planetary

waves, which are essentially oscillations between relative and planetary components
of vorticity, as described in sub-section 1.3.2. Planetary waves may be produced by

air flow over large scale mountain ranges. While they are not dissipated the wave

amplitudes will grow as the inverse square of the density, resulting in wave amplitude

growth that is exponential with height. At some altitudes the amplitude becomes large

enough to overcome the mean PV gradient, the wave becomes unstable and is said to

'break'. This causes deceleration of zonal winds and rotating of the PV gradient so
that irreversible mixing of PV and chemical species occurs. The poleward transport
of heat during a wave breaking event causes a stratospheric warming. Due to the

equatorward propagation of planetary waves, planetary wave breaking and associated
constituent mixing occur preferentially on the equatorward edge of the polar vortex,
where a mid-latitude 'surf zone' is created. The surf zone flattens the PV gradient at
mid-latitudes while steepening the gradient at the poleward edge of the surf zone. A

major stratospheric warming takes place if the mean zonal flow is temporally reversed
as low as the 30 mb level (Holton, 1992). If a major warming occurs sufficiently late in
the winter the westerly vortex may not recover, this is the final stratospheric warming.
During warmings (other than the final) erosion of PV and trace species from the edge
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of the vortex sharpen the gradient, and the region of high PV decreases in area. Species
eroded from the vortex are rapidly mixed into mid-latitudes.

The increased number of stratospheric warmings in the northern hemisphere compared
to those in the southern hemisphere is responsible for the interhemispheric differences
in the extent of the vortex and the effective isolation of the vortex air. Stratospheric

warming events occur intermittently: occurring once or twice a season in the northern
hemisphere but rarely in the southern hemisphere (Schoeberl, 1918).

In situ aircraft observations during the Airborne Antarctic Ozone Experiment (AAOE)

in October 1987 are given in Figure 2.7(a) and the Airborne Arctic Stratospheric Ex­
pedition (AASE) in January and February 1989 in Figure 2.7(b). Data show clear
evidence of coincident, sharp gradients in N2 0 (a long lived trace gas) and PV. The
sharp decline of N20 (indicated by diamond shapes with low values towards the top of

the graphs) and the increase of PV (solid, thin line) toward the pole are both indicative
of the combined effects of the downward displacement of air inside the vortex and sub­
sequent enhancement of the gradient by erosion of the outside edge of the vortex. In the

polar vortex, the region where ozone can be removed most rapidly is coincident with

the region of high CIO. Chlorine monoxide measurements are represented in Figure
2.7 by the connected data points. The region, called the chemically perturbed region
(CPR) lies inside the vortex but does not coincide exactly with the edge of the vortex as
defined by the steepening of the N2 0 gradient (Figure 2.7(a)). For both Antarctic and
Arctic data, CIO slightly increases just poleward of the relatively sharp decrease in N20
(600 S in Figure 2.7(a) and 68°N in Figure 2.7(b)). The southern hemisphere vortex
covers an area 8-10° larger in latitude. A second but larger increase in CIO, defining the

CPR edge, occurs in the Antarctic data at 66°S, coincident with a second but smaller

decrease in N20. This large CIO change coincides with the region where temperatures
are consistently below -70°C and PSC formation is more or less continuous. Chlorine

monoxide formation in the Arctic vortex (Figure 2.7(b)) appears to be associated with
PSC events rather than continuous processing that occurs deep inside the Antarctic
vortex. These PSC events are associated with temporary cooling of air parcels to <
-78°C by adiabatic expansion. Analysis of AAOE and AASE data show that K 20 and
PV provide consistent information about the relative position in the vortex and can be

used as surrogates (Hartmann et al., 1989). Furthermore, the presence of sharp gradi­
ents implies that mixing across the vortex 'wall' is limited as such gradients can only
develop outside of vigorously mixed regions. This result implies that ozone depletion is

not achieved by a lateral 'flow through reactor'. Recent measurements (Randel, 1993)
from the Upper Atmosphere Research Satellite (UARS) have rekindled arguments over
just how fast material does flow through the vortex. Water vapour is frozen out in
the intense cold within the vortex, but UARS has observed this dehydration signa­

ture far into the middle and low latitudes. This widespread dehydration suggests that
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Figure 2.7: The structure of the Antarctic (a) and Arctic (b) vortex
at 20km, as observed by aircraft. Diamonds represent measured N2 0
amounts, low values at the top of both graphs. The sharp decrease in

N20 defines the vortex edge. Connected dots represent C10 observations.

High CIO values are found within the CPR. Calculated potential vorticity
values are plotted as a thin line and observed potential vorticities are

plotted as open circles. From Schoeberl and Hartmann (1991).
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much of the air has recently trayersed the polar ,"ortex. The mechanism for flushing is
thought to be transport out of the bottom of the vortex. This may explain the notable
mid-latitude erosion of ozone in the northern herillsphere. Debate on the polar vortex

continues.

The lifetime of the southern polar vortex may have lengthened in recent years by the

negatiYe feedback of polar temperatures due to ozone loss. In years to come: enhanced

CO 2 levels, resulting in increased atmospheric thermal emission, may lead to even

calder polar temperatures (A ustin et al., 1992).

2.4.2 The quasi-biennial oscillation (QBO)

The quasi-biennial oscillation (QBO) is the large variation in the zonal wind, due to
stratospheric wave transience and dissipation: in the tropical lower stratosphere (Reed

et al., 1961). The QBO is monitored by measurements of the 50 hPa zonal wind at

Singapore (1°N;104°E). This phenomenon has a mean period of 27 months: which can

vary from 20 to 40 months. Theoretical studies indicate that its origin lies in the vertical

transport of momentum associated with certain types of tropical waves (Lindzen and
Holton, 1968; Holton and Lindzen, 1972). Total ozone exhibits a variation in the
tropics which is clearly related to the QBO (e.g. Hilsenrath and Schlesinger, 1981 and
Angel! and Korshover (1973)). In most studies the latitudinal variation of the phase

of the QBO in total ozone is considered to be relatively simple, nearly in phase with 50
hPa zonal winds in the equatorial regions, and out of phase at latitudes >35° in both

hemispheres (ZereJos et al., 1992).

Dunkerton et al. (1988) have noted that mid-winter major warmings appear to be
modulated by the QBO as there is an increase in eddy activity in the QBO easterly
phase. The year to year variability of planetary wave activity in both hemispheres

produces a corresponding response in the strength and temperature of the polar vortex.
Studies indicate that year to year variations in planetary wave activity generally follow
the phase of the QBO in the tropical winds of the lower stratosphere, with more activity
during easterly phase years. The ozone hole tends to exhibit the same variability

(Garcia and Solomon, 1981). For example: in the QBO westerly year of 1987, the
ozone destruction in the Antarctic was almost complete (HoJmann et al., 1989). In the
QBO easterly year of 1988, the planetary wave activity was high, polar temperatures
were warm, and the zonal mean vortex winds were weak. The ozone depletion was
much less in October 1988 than at the corresponding time in 1987 (Kanzawa and

Kawaguchi, 1990). Sensitivity of polar ozone to dynamical activity is not unexpected

because slight modulation of the vortex temperatures by planetary waves could greatly
modulate the regional coverage of PSC's. Indeed, any planetary wave activity at all

83



will tend to weaken ozone depletion by raising \'ortex temperatures,

The increase in eddy heat flux could also significantly reduce the degree of isolation
of Antarctic strato~pheric air. Chemical theorie~ of Antarctic depletion require polar

air to be highly denitrified (Solomon, 1990), Injection of high KO x mid-latitude air

will result in the levels of active chlorine being significantly reduced in the formation

of ClON0 2 and there will be a subsequent reduction in ozone depletion.

2.4.3 Planetary waves and SSW's

The phenomenon of sudden stratospheric warmings (SS\N's) is an important example of

stratospheric wave transience and dissipation. This is shown by using the Langrangian

or transformed Eulerian equations in models by Matsuno and Nakamura (1979) and

Dunkertonet al. (1981). This induces a mean meridional circulation with strong down­

ward motion at high latitudes and upward motion in the tropics, producing observed

high latitude warming by adiabatic compression. Under these circumstances u ""' v and

warmings affect the ozone distribution.

A ustin and Butchart (1992) have used a three-dimensional model to study the influ­
ence of planetary wave dynamics on polar ozone photochemistry over the winter and
springtime period. Modelled ozone amounts over the polar region showed a consider­

able sensitivity to planetary wave forcing. Vhve-induced mean descent over the whole

polar region was identified as an important ingredient for determining behaviour of

polar ozone over this time period. A simple two-dimensional parameterization of plan­

etary wave drag that leads to SSW's is not feasible because warmings are sporadic
phenomena that occur during periods of strong wave transience. The latter can be
simulated only by explicitly computing the evolution of the wave field and its interac­
tion with the zonally averaged wind field. So, a model that includes equations for both

the zonal mean state and perturbations (i.e. waves) in it is a three-dimensional model.

Vl/ave number 1 pattern, exhibiting only one major ridge (high) and one trough (low)
in the zonal direction, is very stable in the south polar region in winter and spring.
This pattern is apparent in the geopotential height and temperature fields in Figures
1.8 (a) and (b). The trough of this planetary wave is located in the longitude region
300 E to 60 0 \iV (Chandra and McPeters, 1986). Wave transients are minimal in the
trough region. \\Tave pattern 2 and 3 are common in the northern polar regions.
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2.4.4 El Niiio-Southern Oscillation (ENSO)

\\Then exammmg a zonal strip of equatorial total ozone, there appears to exist an
east-,,,est seesaw pattern with a nodal longitude around the international date line

(Shiotani, 1992). This east-west variation has a characteristic time scale of about

four years and is clearly related to the EKSO cycle. The southern oscillation is one

of the most prominent climate anomalies in the equatorial atmosphere, showing a

standing variation of pressure anomalies between the Indian Ocean and the Pacific
Ocean in an opposite sense. The variation is mutually coupled with the sea surface

temperature (SST) variation in t.he eastern Pacific Ocean, particularly with warm SST

anomaly events, so called El Niiio events. As an index representing this fluctuation,

the Southern Oscillation Index (SOl) is often used e.g. Ropelewski and lones (1987);
Schneider and Schonwiese (1989). This dimensionless quantity is a measure of the

pressure gradient between Tahiti (18°S;1500\V) and Darwin (12°S;131°E). The solid

curve in Figure 2.8 represents the SOl while the east-west gradient of the equatorial

total ozone field is represented by the dashed curve. The east-west gradient is defined

by the differences between averages of the western (75-1800\V) and eastern (60-165°E)
Pacific region. El Niiio events occur with a period of about four years. Figure 2.8
clearly demonstrates that these events occurred in 1982-1983 and 1986-1987, when the

SOl has large negative values, there are positive anomalies in the western Pacific and

negative anomalies in the eastern Pacific, resulting in a positive east-west gradient in

equatorial total ozone. The anomaly pattern, and therefore the gradient, is reversed
during anti-El Niiio events. Because the SST's in the eastern Pacific are higher during

El Niiio events, an active region of convective clouds moves relatively eastward; this

must bring about a change in the zonal structure of the tropopause height.

The ENSO phenomenon is a pronounced multiannual fluctuation in the tropical tropo­
sphere although its e:\i,remes can be detected both in the extratropics and the strato­

sphere. The primary manifestation of the southern oscillation is a seesaw in atmo­

spheric pressure at sea level between the sub-tropical high over the south-east Pacific

and a low pressure situated over the Indian Ocean between Africa and Australia. This
phenomenon was described in the early 1920's by Sir Gilbert \iValker and is closely
linked to the interannual temperature oscillations in the east~rn and central Pacific (El
Niiio).

The in phase relation between SOl and total ozone is confined within about 25° of
latitude from the equator.

The E\'SO effect, with a time scale of about four years, is not limited to the devel­

opment of zonal structure. Shiotani (1992) used the eleven year TO~vlS data period
to evaluate the zonal mean ozone over equatorial regions, this is plotted in Figure 2.9
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as a solid curve. Along with the zonal mean is a dashed curve which represents~ once

again~ the east-west gradient. The zonal mean values and the east-west gradient are

stron<rlv anti-correlated. This variation in the ozone zonal mean may be attributed too . .

modulation of the tropical Hadley cell. The total ozone da.ta plotted in figure 2.9 have

been filtered to eradicate high frequency components.

Therefore. the zonal mean "alues are lower during El Nifio events than during periods

of anti-El Nifio levels. Hasebe (1983) also found a four year oscillation in equatorial

total ozone using the \imbus 4 BUY and a network of ground-based data. In addition,

Zerejos et al. (1992) use total ozone data at 28 Dobson stations, most of which have

uninterrupted records during the period 1957 to 1991. They show that large ENSO

events~ such as 1982-1983, are followed within a few months time lag by low total ozone

values in the middle and even high latitudes. The large ENSO events are followed by

negative ozone anomalies e.g. Bojkov (1987).

Studies by Trenberth and Smith (1984) show that ENSO and stratospheric QBO are
two distinct and independent phenomena. However, their effects on ozone may be

interdependent.

2.5 The heterogeneous chemistry of the chlorine

catalysed ozone hole

Farman et al. (1985) detected, using a Dobson spectrophotometer, an extraordinary

.50% ozone column loss above Halley (75.5°S, 26.8°\\7). Stolarski et al. (1986) confirmed

such decreases in total ozone from the Total Ozone Mapping Spectrometer (TOMS).

There has been a decline in the minimum spring total ozone value, from 250 DU in

1980 to 125 DU in 1987 and to below 120 DU in 1991 (Aikin, 1992). Figure 2.10 is

a TOrvlS map, prepared by the author, over the southern hemisphere during spring of

1989. Details regarding the production of TOMS false colour maps can be found in
section 4.2. A substantial area of the Antarctic continent is covered by blue shades
indicating total ozone less than 200 DU. TOMS showed that this significant depletion,
now called the 'ozone hole', in total ozone over Antarctica was apparent in the first

TOMS observations in 1979 (Chandm and McPeters, 1986). The ozone hole occupies
7% of the area of the entire southern hemisphere and extends from roughly 100 to 30
mb in altitude. The loss of ozone mass in austral spring over Antarctica represents 3%
of the total mass of global ozone (Toon and Tu, TCO , 1991).

By the early 1980's the chlorine content of the stratosphere had risen to about 2.5

ppbv compared to a natural level of 0.6 ppbv which is due largely to the oceanic
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Figure 2.10: A false colour plot of total ozone, from the TOMS instru­

ment, over Antarctica for 12 October 1989. The chlorine-catalysed 'ozone

hole', represented by shades of blue colours, covers much of the Antarctic

continent.
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release of CH3 Cl (Solom on; 1990). The stratospheric photolysis of chlorofl uorocarbons,
most commonly CF2 CI:" (CFC-12) and CFCh (CFC-ll), is responsible for this large
increment. These compounds have long lifetimes in the troposphere (up to 100 years)

and can eventually reach the stratosphere ,,"here they are photolyzed by ultraviolet

radiation, releasing reactive chlorine.

Ozone levels in Antarctica reach their lowest ,'alues in late September to early October.

The stratosphere above Antarctica at this time of year is colder than anywhere else in

the Earth's stratosphere, some 10-15°C colder than the Arctic stratosphere in the same
season. The interhemispheric temperature difference is believed to be due to differing
topographic features poleward of 50° latitude. The relatively landless strip between

50-70°5 leads to fewer large scale wave disturbances at sub-polar latitudes, and so little

wave induced mixing. These conditions combined with the onset of polar night, result

in a strong temperature gradient between the Antarctic and southern mid-latitudes

resulting in a rapid circumpolar flow called the polar vortex. The degree of isolation is

critical in determining the depth and duration of the ozone hole. Polar ozone depletion

is a chemical process, this chemistry appears to be highly sensitive to the dynamics of

the austral winter-spring stratosphere (Lait et al.; 1989). Ozone depletion by chlorine
continues until the seasonal 'ozone hole' is filled by a rapid influx of ozone-rich air

from lower latitudes that accompanies the dynamical breakdown of the polar vortex

(Schoeberl and Hartmann; 1991) typically in late October, early November.

Prior to extensive observations in the polar regions three theories of ozone depletion

were advanced, namely~ the solar cycle theory (Callis and IVatarajan; 1986), the dy­
namical theory (!lfahlman and Fels; 1986), and the chlorofluorocarbon theory (Solomon
et al.; 1986).

The basis of the solar cycle theory is that reactive nitrogen compounds (\'0 and N0 2 )

are produced in abundance in the sunlit mesosphere, especially during times of high
solar activity. These compounds could be transported down to the lower stratosphere

during the polar night, when their chemical lifetimes are long. An unusually active
phase of the 11 year solar cycle could produce an additional enhancement of reac­
tive nitrogen compounds, normally the most important agents in destroying ozone,
within the polar vortex. These species can destroy ozone catalytically (Crutzen et al.;
1975) following the return of sunlight over the polar cap in September by the following
mechanism

:\0 + 0 3 \" O2 + O2

.\0 2 +0 \"0 + O2 .

(2.4 )

(2.5)

This theory was eliminated as observations revealed that abundances of nitrogen oxides

were exceedingly low (Fahey et al.; 1989), not high, within the Antarctic vortex. A
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fact that supported the chlorofluorocarbon theory.

The dynamical theory rested on the possibility of solar heating in an extremely cold

environment such as the Antarctic lower stratosphere, leading to net radiati'"e heating.

Since heated air rises, ozone poor air would be transported upwards from the tropo­

sphere, decreasing the total column ozone. However this theory was inconsistent with

observations of long lived tracers e.g. N20 during the AAOE (Podolske et al.) 1989).
In fact. tracer observations suggest that the meridional flow pattern in spring over the

Antarctic is characterized by downward motion.

Following the discovery ofthe ozone hole, Solomon et al. (1986) suggested that hetero­

geneous reactions (e.g. equation (2.3)) could convert inactive, reservoir species such as

HCl and CION02 into reactive chlorine species, hereafter referred to as CIO x ' In the

presence of sunlight, which returns over the austral pole in September, these species

are photolyzed to atomic chlorine. The chlorine can then deplete ozone by a gas phase

mechanism. Chlorine reservoirs cannot react ,,"ith ozone. Laboratory studies have

shown that reaction (2.3) proceeds rapidly on ice surfaces (polar stratospheric clouds)

but not in the gas phase (Molina et al., 1981). The net effect of this reaction is to re­

lease chlorine, at an altitude of maximum ozone abundance, from normally very stable

hydrogen chlorine. Laboratory studies (Motina, 1988) also indicate that when chlorine

nitrate is deposited on an ice crystal, previously doped with hydrogen chloride, nitric

acid is produced that remains in the solid phase within the ice. Therefore another

consequence of reaction (2.3) is to scavenge nitrogen from the air, producing inactive

HN03 from reactive NO and N0 2 (NO x ). Other important nitrogen reservoir species

are N20 S and CION0 2. These heterogeneous processes have the important effect of

altering the altitude range over which chlorine can deplete ozone from altitudes where

ozone is less concentrated (35-45 km) to lower, ozone rich altitudes yielding far larger

column depletions.

Observers in the polar regions have recorded the appearance of clouds that, when

viewed from the ground, glow with a seashell iridescence. These nacreous clouds extend

10 to 100 km in length and several kilometers thick at an altitude of 20 km. Another

type of cloud, which consists of nitric acid trihydrate (NAT) instead of pure water,

was detected by satellite. A third type is identical to nacreous clouds in chemical

composition but forms in a slow cooling process that results in a larger cloud with no

iridescence. V1hen these three types of cloud form over the poles, they are broadly
referred to as polar stratospheric clouds (PSC's).

At first glance, the correlation between ozone depletion and PSC's seemed unlikely

since clouds in the stratosphere were thought to be uncommon. Water vapour consti­

tutes only a few parts per million in the stratosphere (Toon and TuT"Co, 1991). This

extreme dryness causes temperatures to fall below 190 K (-83°C) and water ice to form.
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:\acreous clouds are formed by sudden cooling and condensation, on aerosols, of water

\'apour downwind from mountains. Here, the ascending portion of a lee wave rapidly

expands and cools. ender stable conditions this standing wave pattern can propagate

into the stratosphere. Since the mountains create standing waves, the clouds remain

stationary, and air rushes through them. Ice cryst als collect water from these air

currents, and grow to about 2 pm in size.

The Stratospheric Aerosol Measurement (SAM) II instrument aboard the Nimbus 7
satellite detects particles in the air by examining sunlight as it grazes the limb of the

earth. SAM II showed that PSC's are a regular feature of the austral winter polar

stratosphere (McCormick and Trepte, 1986) and that they existed at relatively warm

temperatures of 195 K (-78°C) (Crutzen and Arnold, 1986). Toon et al. (1986) deduced

that the clouds may serve as a nitrogen sink in the form of NAT. Such a compound

not only accounts for nitrogen removal but condenses at temperatures higher than

pure water. The slow cooling process of the polar stratosphere, radiating heat during

the polar night, causes the temperature to drop below 195 K and is thought to be

responsible for the formation of NAT clouds. Sulphuric acid particles (0.1 /-lm in size)

serve as seeds onto which water and NAT can condense. These sulphur gases are

produced by natural processes (e.g. volcanos) or anthropogenic sources. The slow

cooling process produces geographically extensive NAT PSC's. Browell et al. (1990)

used aircraft borne lidars during the AASE to map individual clouds. They were found

to be many thousand kilometers in length and relatively thin (I'V 1 km). As they are

so tenuous they are very difficult to observe with the naked eye.

If the Antarctic stratosphere slowly drops to 190 K another type of P SC can form.

These clouds have pure water ice coating NAT which in turn has condensed on seeds.

Since they contain water ice these PSC's are classified with nacreous clouds but are

distinguished by their rate of formation. Slowly cooling clouds have fewer, but larger

crystals that can exceed 10 /-lm in size (Toon and Turco) 1991). These clouds do not

reflect sunlight as well as their nacreous cousins, the latter have many tiny particles.

All types of PSC's are key components of Antarctic ozone depletion. In fact, cloud
particles containing H:K03 may attain sizes sufficient for sedimentation (Toon et al.,
1986) implying that reactive nitrogen can be removed from the stratosphere altogether.

In the sunlight of Antarctic spring molecular chlorine quickly dissociates into highly
reactive atomic chlorine, precipitating the CIO-CIO catalytic cycle

Cl + 0 3 ---t CIO + O2

CIO + 0 ---t Cl + O2 ,

(2.6)

(2.7)

Often chlorine monoxide reacts with itself to form the dimer C120 2 (Molina and Molina,

1981). This is readily dissociated by sunlight freeing chlorine atoms, leading to further
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ozone depletion. If odd nitrogen were present, it would quickly combine with chlorine
monoxide to trap the chlorine with the inert reservoir molecule chlorine nitrate, thus

halting the CIO-CIO catalytic cycle (Toon and TUTCO) 1991). However, the PSC's

prevent the reaction because the:y convert any nitrogen present into nitric acid.

Anderson (1988) and AndeTson et al. (1989) a) have found extremely high levels of CIO

at both northern and southern polar latitudes. Chlorine radical abundances of up to

1 ppbv have been measured in Antarctic spring (Solomon) 1990).

Reactive nitrogen (NOx ) plays an essential role in chlorine chemistry due to the for­

mation of CION02. The abundance of l\"Ox controls the length of time during which

chlorine remains available to destroy ozone and thereby plays a critical part in de­

termining the extent and duration of the ozone hole (Solomon) 1990). Once chlorine

has been freed by heterogeneous processes and sunlight returns to the polar cap two

mechanisms are thought to be responsible for ozone loss. They involve the chlorine

dimer

2 x (Cl + 0 3 -T CIO + O2) (2.8)

CIO + CIO + M -T Ch02 + M (2.9)

Ch02 + hv -T Cl + CI02 (2.10)

CrOi-+ M -T Cl + O2 -1= M (2.11)

Net :203 + hv -T 302 (2.12)

and the CIO-BrO cycle (NlcElroy et al.) 1986)

Cl+ 0 3 -T CIO + O2 (2.13)

Br+ 0 3 -T BrO + O2 (2.14)

CIO + BrO -T Br + CI0 2 (2.15)

CI02 + M -T Cl + O2 + NI (2.16)

(2.17)

The CIO- BrO cycle accounts for perhaps 20% of ozone depletion (A nderson et al.)

1989) b). The rate limiting step in both cycles is combination oftwo radicals (CIO;CIO
and CIO;BrO) and so we can write

(2.18)
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The rate of ozone loss is therefore governed, in principle, by the abundances of CIO

and BrO. Chlorine monoxide is measured by either ground-based microwave emission

or a resonance fluorescence technique conducted from aircraft.

Measurements of column abundances of HCI and CION0 2 reveal greatly diminished
values in the polar vortex (Toon et al.) 1989). This supports the notion that elevated

abundances of CIO are due to conversion from less reactive compounds. Measurements

of reactive nitrogen in both the Antarctic (e.g. Keys and Johnston) 1986) and the

Arctic (Fahey et al.) 1990) spring, reveal suppressed values.

In winter, polar winds are generally from west to east, due to the polar vortices, at

average wind speed of tens of metres per second. This translates into approximately

one week travel time for an air parcel to complete a circumpolar path. As previously

discussed, during late winter and spring flow is not restricted along lines of latitude, and

atmospheric waves disturb the polar vortex causing substantial north-south excursions.

Large scale vertical motion within the polar vortex must be considered. Tuck (1989)
provided evidence of strong descent in the Antarctic vortex by monitoring the ratio of

tracers CFCb/N20. On the other hand Proffitt et al. (1989) b) measured the abundance

of reactive species, CIO, to deduce vertical transport, and again concluded downward

flow that was particularly rapid at the vortex boundary. Downward motion could

import other species (e.g. NO x , CIO x ) from high altitudes which may also affect the

rate of ozone destruction.

Vertical profiles of calculated photochemical ozone-loss rates are similar to those derived

from limited observations (Solomon) 1990). This supports the view that heterogeneous

chlorine chemistry is responsible for much, if not all, of the ozone decline over Antarctica

in spring, i.e. the ozone hole. Uncertainties do remain, in particular, a more extensive

knowledge of CIO abundances, kinetic rate constants and physical processes is needed.

In the northern hemisphere, the largest ozone reductions are observed around 65°N.

instead of polar latitudes. The cause of this depletion is a subject of ongoing debate.
Some researchers implicate a 'leaky' north polar vortex, allowing air that has been
exposed to heterogeneous chlorine chemistry to spread to mid-latitudes. Others point to

new chlorine chemistry in the mid-latitude region. Toumi et al. (1993) have suggested
a mechanism whereby CION0 2 can destroy ozone in the following catalytic cycle

CIOX0 2 + hv ---+ Cl + N03 (2.19)

l"03 + hv ---+ NO+02 (2.20)

Cl + 0 3 ---+ CIO + O2 (2.21 )

~0+03 ---+ N0 2 + O2 (2.22)
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(2.23)

(2.24)

2.6 Interhemispheric differences

Previous sections have pointed to several disparities between ozone concentrations over

the northern polar regions and those of the south. Some of these interhemispheric
differences are now briefly outlined.

The requisite cold stratospheric temperatures are generally neither as widespread nor as
long lasting in the Arctic spring season as that of the Antarctic. On average, the austral

polar stratosphere is up to 20 K calder than its northern counterpart. However, Arctic

stratospheric temperatures can be comparable over limited areas and altitudes (Na­

gatani et al.) 1990). Lower temperatures in the Antarctic may be attributed, in part,

to the longevity and strength of the Antarctic vortex which remains intact throughout
winter, sometimes into November. The Arctic vortex is less stable, often being disin­
tegrated by SS\JV's, allowing influxes of ozone rich air from mid-latitudes. It can be

completely broken down by these events as early as the end of February. A second

factor is the feedback mechanism whereby areas of depleted ozone result in a calder
stratosphere (Shine) 1986) which enhances the stability of the polar vortex. This leads

to increased occurrences of PSC's late in the season when 'normal' ozone levels would
imply temperatures that are too warm for PSC's.

2.7 The chemistry and dynamics of odd nitrogen

The study of odd nitrogen in the middle atmosphere is naturally divided between those
processes occurring in the stratosphere and those appropriate in the lower thermosphere
and mesosphere.

2.7.1 The stratosphere

In the stratosphere nitric oxide (\'0) is produced mostly from dissociation of N20 by

reaction with an excited 0 eD) atom \vhich is generated by photolysis at wa\'elengths
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shorter than 310 nm (Nicolet) 1971) viz.

N20 +OeD) -t 2NO (2.25)

Nitric oxide production is therefore dependent on the vertical distribution of N20,

which has been observed by the SA"M satellite. Nitrous oxide is produced at ground

level principally by bacterial processes associated with nitrification mechanisms in soils,

fossil fuel and biomass burning (Gribbin: 1988). More recently, industrial fixation has

become increasingly important, especially from sources such as fertilizers (Gribbin)

1988). The global budget of atmospheric N20 is still not accurately known, but esti­

mates lead to a chemical lifetime of 100 years in the troposphere and lower stratosphere,

when only photodissociation,

(2.26)

is considered as the destruction mechanism. Due to the long chemical lifetime of nitrous

oxide, which is comparable to that of meridional circulation, it is an excellent tracer

for transport in the middle atmosphere.

Figure 2.11 shows the profile of nitric oxide production by oxidation of N20 (Nicolet

and Peetermans) 1972). Curves are shown for two solar zenith angles, two Oe D)

distributions, and two values of the vertical eddy diffusion coefficient (kmin and kma..J It
should be noted that the NO production is directly related to atmospheric dynamics; it

reaches a maximum in the mid-stratosphere where it has a value of about 100 molecules
cm-3

S-l. The annual production of odd nitrogen is a result of N2 0 oxidation and has

been computed by Jackman et al. (1987) to be 2.6 X 1034 NOy molecules per year.

Stratospheric nitrogen atoms can also be formed by dissociative ionization and dissoci­

ation of molecular nitrogen by galactic and solar cosmic rays. These processes generally

occur through secondary electrons ejected by heavier cosmic particles. One ion pair

formed by cosmic radiation leads to the production of rv1.5 atoms of nitrogen (see

sub-section 2.8.2). In the stratosphere, atomic nitrogen reacts rapidly with molecular

oxygen to form nitric oxide. Stratospheric production of nitrogen oxides by cosmic

radiation should not be neglected, especially in polar regions. Nicolet (1975) indicated
that background cosmic radiation leads to an integrated NO column production of 5

±1 x 107 cm-2
S-l in polar regions. Crutzen et al. (1975) noted that the penetration

of large amounts of protons into the stratosphere during solar proton events would also

lead to intense production of atomic nitrogen. The chemistry of particle precipitation
and its subsequent effect on ozone will be discussed more fully in sub-section 2.8.2.

Much of the available information on latitudinal distribution of odd nitrogen comes

from total column measurements e.g. Coffey et al. (1981). These observations have

shown that odd nitrogen column abundance increases with increasing latitude in sum­

mer, while the winter column abundance decreases pole,vard of about 50o N. Gradients
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at these latitudes are often enhanced by wave breaking events which erode the vortex,

and are sometimes referred to as a 'cliff'.

The tendency for KO and N0 2 to increase at high latitudes in summer can be quan­
titatively understood in terms of transport. Like ozone, NOx (whose photochemical

lifetime is represented by the curve marked Tr\Ox in Figure 2.12) is a long lived species

in the lower stratosphere and is sourced in the tropical middle stratosphere. Down­

ward, poleward transport by the meridional circulation should lead to increased total

I\Ox abundance at high latitudes.

The observed decrease in the winter season at high latitude is a result of the combined
effects of chemistry and dynamics. A study by Solomon and GarciaJ (1988) have shown

that N2 0 S probably provides an important reservoir for N02 in the winter hemisphere.

Since N2 0 S absorption cross-section is highly temperature dependent, its chemical

lifetime during the polar night is very long whereas the time scale for the conversion

of N02 and N03 to N20 S is short. Therefore, nearly all odd nitrogen in an air parcel

remaining in the polar night will be in the form of N20 S ' The lifetime of N20 S in the

sunlit high latitude wintertime is a few days so that during planetary wave activity

N2 0 S can move from latitudes where its chemical lifetime is long to those where its
lifetime is short. So, chemical factors can also be important in the development of
the odd nitrogen cliff. Nitric acid constitutes an important reservoir for odd nitrogen,
mainly in the polar, lower stratosphere. It is known to play a central role in PSC
formation, as discussed in section 2.5.

The impact of high speed civil transport on nitrogen concentrations in the stratosphere

has been cause for concern. Odd nitrogen in the exhaust gases could lead to ozone

depletion via the homogeneous catalytic mechanism, an important consideration if
there were enough aircraft. Peter et al. (1991) and Weisenstein et al. (1991) have
modelled the effect of increased odd nitrogen abundance over polar regions, arguing that

it could lead to a higher incidence of NAT PSC formation in winter, leading to potential

greater ozone loss by chlorine radicals. It is important to be able to quantify the effect of

all increases in atmospheric species that could affect the ozone hole although, because
of the low density of high speed aircraft, they cannot be considered as a significant
source.

2.7.2 Lower thermosphere and mesosphere

In the thermosphere, atomic nitrogen can be formed by the dissociation of N2 , either

through the effects of solar radiation, or energetic particles. Atomic nitrogen is pro­

duced either in the ground state (45) or the excited state eD) where it often forms
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nitric oxide

NeD) +O2 -t :\0 +0

N(4S) +O2 -t :':0 +O.

(2.27)

(2.28)

The reaction involving nitrogen in the excited state is extremely rapid. Ground state

atomic nitrogen reacts more slowly with oxygen and the reaction is highly temperature

dependent.

Figure 2.13 shows a theoretical calculation of the distribution of NO in the mesosphere

and lower thermosphere. Variations with respect to latitude reflect changes in mean

solar zenith angle as well as spatial variability in transport processes. Attention is

drawn to the large NO densities in the high latitude winter stratosphere, particularly

near polar night, where there is virtually no photochemical loss of odd nitrogen by

(2.29)

Observations of NO in the mesosphere and lower thermosphere show high variability,

which indicates strong sensitivity of NO to transport. This is also predicted in Figure

2.12 where the photochemical lifetime of nitric oxide (TNO) is shown to be approximately

equal to the dynamical time constants in this altitude range. As a result of this,

models predict that NO produced at thermospheric altitudes can be transported down

to the mesosphere and stratosphere a these latitudes (e.g. Frederick and Orsini, 1982;
Solomon and Carcia, 1984; Bmsseur, 1982).

2.8 Possible mechanisms for a solar influence on

ozone

2.8.1 Introduction

The following types of variations in solar activity can influence the middle atmosphere:

• short term solar variation: solar flares

• intermediate solar yariation: active regions on the sun and solar rotation (27
days)

• long term solar variation: 11 year sunspot cycle.

The first suggestions of a connection between the middle atmosphere and solar activity
were based on observations of ozone (e.g. Willet( 1962; Paetzold, 1913; Angell and ](0-
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rshove1'. 1978), temperature (ZereJos and Cnd:en. 1975) and atmospheric circulation

(Hines. 1974).

The polar middle atmosphere's response to short term solar variation will be more

fully addressed in sub-section 2.8.2. Large solar flares release populations of energetic

particles, mainly protons and electrons. Protons precipitate into the polar atmospheres

(during a solar proton event) and result in large scale ionization of the atmosphere,

sometimes down to 20 km in altitude. This leads to increased abundances of NOx and

HOx radicals. Both HOx and l\Ox destroy ozone by the same catalytic mechanism i.e.

NO can be replaced by HO in the following set of reactions from (Crut::en, 1970)

(2.30)

(2.31)

Therefore, ozone depletions can be a signature of solar proton events (SPE's).

Variations of the solar ultraviolet flux, with the 27 day rotation period of the sun, have
been observed by Rottman (1983). The 27 day solar ,'ariation has a much weaker effect

on ozone, it has not yet been detected by total ozone measurements. However, this

27 day periodicity is detectable in vertical profile observations (BrasseuT et al., 1981).
The temperature response has been measured by Keckhut and Chanin (1992).

Long term solar variation effects on the polar middle atmosphere are examined in detail

in sub-section 2.8.3. Three mechanisms by which odd nitrogen levels are substantially

increased, leading to decreases in ozone, during the years near the solar maximum must

be considered. Firstly, the gradual accumulation of the nitrogen radical densities as a

result of repeated solar proton events over the solar maximum. The chemical lifetime

of odd hydrogen below 85 km is never more than a few hours and so its effects on ozone

can be discounted here. Secondly, during periods following high levels of solar activity,

energetic electrons precipitate from the plasma sheet resulting in spectacular auroral

displays over polar regions. These electrons are also responsible for the production of

odd nitrogen, although, because of their relatively low energy, they are only effective
in the thermosphere. However, during the polar night these species are transported
downwards by mean meridional circulation and, with the return of solar irradiation
over the polar caps in spring, are able to catalytically destroy ozone. Thirdly, solar
activity enhances the levels of solar ultraviolet radiation. Radiation at these short

wavelengths is very effective in ionizing and dissociating atmospheric species. The
penetration of solar radiation into the earth's atmosphere depends on the absorption of

each constituent in the atmosphere. Since the absorption coefficients of the constituents

are functions of wavelength, the penetration depth is dependent on the shape of the

spectrum which is sketched in Figure 2.14. However, radiation with wavelengths

< 100 nm is almost completely absorbed aboYe 100 km by N2 , O2 and 0 (Brasseur
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a.nd Solomon, 1986). Solar ultraviolet, at wa\'elengths > 100 nm, can photodissociate

atmospheric molecules. particularly 02 and 0 3 . Additional ultraviolet flux therefore

results in the production of additional odd nitrogen and oxygen species.

Despite the complexity of solar-ozone relations. following the NASAjWMO Interna­

tional Ozone Trends Panel, it is now accepted that the solar activity cycle is manifested

in total ozone with an amplitude of 1.5 matm cm~ or DU, per 150 sunspot number

(1VASA/WMO) 1988). It should be noted that the Ozone Trends Panel correction for

the 11 year solar cycle is only for ultraviolet forcing.

2.8.2 Particle precipitation

Theory

Figure 2.15 shows a schematic noon-midnight meridional cross-section of the magne­

tosphere, confined by the magnetosheath. This cavity exhibits a compressed sunward
side and an extensive anti-sunward side, the latter demarcating the magnetotail. This

representation is believed to be sustained during 'steady state' magnetic conditions.

However, an enhancement of solar activity results in the reduction of the distance

to the magnetopause on the dayside from 10 Re to 6 RE!). Furthermore, the plasmas­
phere is compressed and open field lines must then e:d.end to lower latitudes, distorting

the dipole shape of the geomagnetic field associated with quiet magnetic conditions.

Open magnetic field lines (with one 'foot' on the ground) occur over the polar regions.
Charged particles move easily along magnetic field lines so that solar and galactic par­

ticles can gain easy access to the atmosphere at polar latitudes, as marked by the open

arrows in Figure 2.1.5. To reach the equator a proton has to cross field lines right down

to the atmosphere. A particle of sufficient energy could do this but, in practice equato­

rial regions are forbidden to protons of solar origin. In the auroral oval (75° > cP > 70°)
low energy electrons ("" keY) and to a lesser extent protons, precipitate from the mag­
netospheric plasma sheet to about 100 km altitude, indicated by black arrows in Figure
2.15. The resulting photoelectron impact, mostly on N2 , results in excited N atoms.
Their decay to ground state produces green light characteristic of the aurora borealis
and australis. Radiation belts are located between the plasma sheet and plasmasphere.
The origin of these trapped particles, whether it be the ionosphere or magnetosphere,
is uncertain.

Charged particles possessing more energy (many :\1eV) can penetrate deeper into the

earth's atmosphere, losing energy while ionizing atmospheric species. The depth of

penetration of charged particles depends on their mass and energy. Figure 2.16 depicts

the approximate depth of penetration of protons and electrons and their cut off latitude.
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Figure 2.16 indicates that protons must have to have at least 10 MeV to penetrate the
upper stratosphere, whereas only several keV is required for electrons to precipitate in

the thermosphere resulting in auroral optical emissions.

On 23 February 1956 a large solar flare (3+) occurred, and from observations the

solar proton event (SPE) was defined (HargreOl'ES; 1979). The flare was followed by

radio blackouts that lasted for days, and large increases in the readings of cosmic ray

monitors. By studying the effects on VHF forward-scatter radio links, D.K. Bailey

showed that the blackout conditions could be attributed to additional ionization in the

ionospheric D-region (HargreavEs) 1979). The additional ionization was produced by
the arrival of energetic protons, which had been released from the sun at the time of
the flare. These events can produce intense ionization and alter the composition of the

neutral atmosphere. The ionization rate from these events can change its normal value
of 10 cm-3 S-l to 104 or 105 cm-3 S-l. Figure 2.17 presents the vertical distribution of

ion pair production rates associated with the solar proton events of July 1959, August

1972 and July 1982, showing that their ionization potential is much greater than that

of galactic cosmic rays. The ionization of atmospheric constituents by galactic cosmic

rays provides the dominant source of ions in the lower mesosphere, stratosphere and

troposphere. During periods of high solar activity, galactic cosmic rays tend to be
excluded by strong solar winds. Thus, although precipitation due to solar cosmic rays
may be high during solar activity, galactic cosmic rays tend to be depressed, termed

the Forbush decrease.

Most early studies of proton events were made using riometers, a device that measures

ionospheric absorption of cosmic radio noise. Riometer studies showed that the radio

absorption is confined to high latitudes. For this reason, solar proton events are often
called polar cap absorption events or peA's. In spite of the name 'solar proton event',

it should be appreciated that a particles and heavier nuclei are also emitted by flares,

the proportions represent the composition of the solar atmosphere. The frequency of
occurrence of SPE's depend on the phase of the sunspot cycle. There might as many
as 10 in an active year or none at all in a quiet one.

High levels of solar activity have serious consequences, often resulting in disruption
of radio links and aircraft communication systems. In addition, solar protons degrade
many elements onboard satellites and can be a potential health hazard to astronauts.

The source of radio bursts, which accompany solar flares, is synchroton emission from
energetic electrons. Assuming that the burst and the proton cloud are released at the
same time, the time of onset of the radio burst may be taken as the time the protons

left the sun. The delay between the radio burst and the start of a SPE can be between

1 and 6 hours. The propagation of a cloud of protons will be considered in two parts,

the path from the sun to the terrestrial magnetosphere, then the passage through the

107



80

90 r------......-----'M"-::-----......~-""'""--r_----..,
..... .....

"­
"­

"­ .....
..... .....

.....70
'-. 15:08 UT

..... '-. 4 Aug 72
" '-" "

12:00 UT\ \.

~ 50 COSMIC RAYS 16 Jut 59 \ '
~ \ \
~ 40 ~".... 65

0
\ \

~ ........ ~:.... \ I
30 SOLAR I -'-

SOLAR MINIMUM _./- .-.-.
MAXIMUM j'... ...... .-.-.-::~/20 ~---:.;=:.:.:.:.:.:~..:...;:,~---....L...:---..:::.;..-..J.-=-~-_----l~--_---..

100 10
1

10
2

10
3

101. 10
5

IONIZATION RATE (cm3 )

E 60
.x

Figure 2.17: Calculated ionization rates during SPE's of July 19.j9, Au­

gust 1972 and July 1982. A plot of ionization rates due to cosmic rays is
included. From Brasseur and Solomon (1986).

108



geomagnetic field into the atmosphere.

A typical solar flare lasts for tens of minutes and the subsequent SPE can last for

seyeral days. A proton of 10 ~1eV travels at ",..j. x 104 km S-l and would reach the

earth in about 1 hour if it travelled in a straight line. More energetic particles should

arrive sooner. In fact, most SPE events are delayed several hours after the relevant

flare, implying that the propagation from the sun to the earth is not direct. The

obvious explanation is that the proton cloud is 'frozen into' the magnetic field, whose

archimedes spiral form would produce just the obseryed effect. The gyro-radius (r) of

the protons around magnetic field lines must be considered

mv
r=-.

Be'
(2.32)

where m is the mass, v the velocity and e the charge of the particle. B is the interplan­

etary magnetic field. Assuming a typical value of 5 ;' for the interplanetary magnetic

field, even a 1 GeV proton would complete over 100 gyro-radii from the sun to the

earth. Protons are of course sensitive, not only to the general shape of the magnetic
field, but to any irregularities or kinks in the field. The propagation of protons through

interplanetary space is more like diffusion, for which the bulk velocity of the cloud is

much less than that of the individual particles within the cloud. It is therefore possible

to account for the delay and duration of the proton event and for the observed isotropy

of the particles near the earth.

During high levels of solar activity, the interplanetary magnetic field (IMF) is often

observed to be southward pointing, it is northward pointing under quiet solar condi­

tions. Figure 2.18 depicts the geomagnetic field in polar section added to an IMF

directed northward (a) and southward (b). The solar wind is incident from the sun to

the left of the diagram. In the case of (b), neutral points are formed in the equatorial

plane allowing for some IMF lines to be connected to lines of the geomagnetic field

and thus allowing easy access of charged particle trajectories. The magnetosphere is

termed 'open' in this case. In case (a) there is no connection between the two fields

and the magnetosphere is 'closed'.

Direct observations of particles show that the cut-off rigidity (defined in sub-section
1.4.2) at the edge of the polar cap is significantly less than the Stormer value. Two
phenomena that can reduce the cut-off are an enhanced ring current and the distortion

of the magnetosphere from a simple dipole form. These two factors are known to be
important during periods of high solar activity.

High energy protons produce substantial fluxes of secondary electrons (energies 10-100

eV) which are responsible for a considerable fraction of the energy transfer from the

primary particle to the atmosphere. Knowledge of both primary and secondary electron

fluxes as a function of energy (the particle spectrum) together with their cross-sections
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(a)

(b)

Figure 2.18: Terrestrial and solar wind magnetic fields in noon-midnight

cross-section. In (a) the IMF is northward pointing, resulting in a closed

magnetosphere. In (b) the I 1F is southward pointing, resulting in an

open magnetosphere. From Hargreaves (1979).
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(2.33)

for interaction with the principle atmospheric ~pecies" is thus an important part of

evaluating the impact of particle precipitation on the atmosphere.

When an energetic proton enters the atmo~phere it loses energy in collisions with the

atmospheric constituents and leaves an ionized trail. The rate of energy loss from a.

proton travelling through air is well known from laboratory measurements, a graph of

loss rate against distance travelled is known as a Bragg curve. If a proton event contains

particles of 1-100 MeV we expect to see atmospheric effects in the altitude range 90-35

km (Figure 2.16). For protons in this energy range, the energy loss rate increases as

the proton slows down because it spends a longer time in the vicinity of a given air

molecule. Over the range 10-200 MeV, the loss rate is almost inversely proportional

to the energy, a typical value for 100 MeV is O.S ~1eV m-I of path of air at STP. The

energy may be assumed to be used entirely in the creation of ion pairs, each requiring

about 35 eV. For a proton that enters the atmosphere from space the air density also

increases along the path, and therefore the ionization is very concentrated towards the

end of the path in SPE events. A proton that enters the atmosphere vertically with

an initial energy of 50 MeV loses only 10% of its energy down to 56 km altitude, but

the last 10% is lost in only 100 m between 42.1 and 42.2 km. Half the initial energy is

deposited in the final 2.5 km.

The calculation of the rate of ion pair production due to particles requires knowledge

of the particle energy spectrum and the energy degradation rate as they pass through

the atmosphere. If j(z,E) dE represents the flux of ionizing particles at altitude z of

energies from E to E + dE (the differential flux j(E) has units cm- 2 S-1 eV-1 ster-1 )

and if a:: is the energy loss per particle in an inelastic collision, then the ionization rate
(Q) at altitude z is

p(z) 11 dE.Q(z) = -=- -d J(z,E)dEdw
u w E s

(Dubach and Barker, 1971) where IT is the mean energy required per ion pair formation

("" 35eV), p(z) is the air density (g cm-3) and w is the solid angle over which the

equation is integrated. The ionization rate of molecular nitrogen, QN2' may be deter­

mined from the rate of total ion pair production, Q, if it is assumed that the fraction

of ionization is proportional to the mass of the target particle (Rusch et al., 1981)

(2.34)

assuming O 2 is the only other ionized species. The ion chemistry is initiated by the
impact of energetic secondary electrons, eX, on the nitrogen molecule:

eX + N2 --7 "'\ + -"- ')e (2.35). 2 I ~

eX + N2 --7 ~ +\'+ + 2e (2.36)

e* + N2 --7 N +\' +e. (2.37)
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Csing equations (2.35) and (2.36) the rat.io of the peak cross-section for simple ion­

ization versus t.hat for dissociative ionization is 0.76:0.24 for N2 (Rapp tt al., 1965).
Accepting that the rate of production (P) is proportional to these cross-section ratios,

,ye obtain the follO\ying approximate expressions (Rusch et al., 1981)

PNt = 0.76 x O.77Q = 0.585Q

P~ = 0.24 x 0.7iQ = 0.185Q.

(2.38)

(2.39)

During SPE's, the incoming particles may be of sufficiently high energy to produce

appreciable amounts of ionization (and so NO x and HOx ) in the stratosphere and

mesosphere. The KO x free radicals play an important role in the destruction of strato­

spheric ozone by the following catalytic mechanism

(2.40)

(2.41)

The HOx radicals dominate ozone destruction in the mesosphere by the same mecha­

nism. The production of free radicals in particle precipitation events may be expected

to influence the atmospheric ozone density if that production is large enough to perturb

the naturally occurring abundances of these species.

The possibility that odd nitrogen would be produced by energetic particle precipitation

seems to have been first presented by Dalgarno (1971), but this was before the impor­

tance of odd nitrogen chemistry in the ozone balance (Crutzen, 1970, Johnston, 1971)

was recognized. Orutzen et al. (1975) later suggested that SPE's could have impor­

tant effects on atmospheric ozone. A few years later Heath et al. (1977) presented the

first observations of this effect. They found that the intense, energetic SPE of August

1972 was accompanied by dramatic decreases in ozone abundances at high latitudes.

The event was widely studied in other papers e.g. Rwgan et al. {1981}; Solomon and

Crutzen (1981) and Rusch et al. (1981).

Depletion of ozone related to HO x production during particle precipitation events was
first observed by lVeeks et al. (1972) during rocket flights. Swider and Keneshea (1973)

later suggested that the ozone depletions were due to odd hydrogen production as a

result of ion chemistry. Observations by the Solar Mesosphere Explorer (SME) satellite
provided details of ozone depletion by HOx in the mesosphere. These measurements
were in good agreement with the theoretical model of Jackman and McPeters (1985).

Solar proton events in 1978 and 1979 have been modelled by a two-dimensional pho­

tochemical model (Jackman and Meade, 1988). 1\1cPeters and Jackman (1985) have

investigated events during 1979, 1981 and 1982. Satellite observations following these
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events reveal ozone depletion at high altitudes. attributed to increases in HO x con­

centrations. Shumilov et al. (1992) report total column losses of 20-S0 DU above the

polar cap stations of Longyearbyen and Barentsbury (both at ISON) after a SPE in

~1ay 1990. The total ozone was monitored by ground based 1\1-124 filter ozonometers.

Changes in ozone concentration cause changes in heating rates and hence changes in

temperatures in the stratosphere and mesosphere. The temperature variations will

undoubtedly be damped by the ozone-temperature anticorrelation. However, ](odama

et al. (1992) have investigated forty-three SPE's spanning four solar cycles for their

influence on lower stratospheric temperatures. All SPE's had time integrated proton

fluxes > 107 cm- 2 • It was shown that 64% of these SPE's induce a sudden cooling

of -2.4°C (on average) in the 20-30 km altitude interval. Thirteen SPE's had time

integrated fluxes > 108 cm- 2
, 69% of these resulted in a mean drop of -3.5°C. All

temperature measurements were made at Syowa, Antarctica.

There are many more reports on SPE's in the literature. Two periods of intense SPE's,

which have provoked much study, are chosen for a detailed review viz. August 1972 (two

events) and the September, October and No\'ember events in 1989 (three events). This

will enable the reader to assess the results of the case studies in chapter 4 in relation

to the previous work on large SPE's. Although models can qualitatively reproduce

photochemical processes for a SPE, they do not necessarily give the right quantitative

changes in odd nitrogen and ozone i.e. there may be discrepancies between modelled

and observed responses. In particular, the limitations of two-dimensional models must

always be considered. To include dynamical components that might be effective during

a SPE, a three-dimensional model would be required.

Modelling and observations of the August 1972 SPE

Crutzen et al. (1975) were the first to calculate the nitric oxide production during a

SPE. They found that the production of nitric oxide during large solar proton events
is comparable, and usually larger, than the total average annual production of NO by

galactic cosmic rays. The mechanism by which energetic protons produce odd nitrogen
is outlined here.

The primary particles (protons) are too energetic to be efficient in dissociating and
ionizing molecular nitrogen, which requires 3.5 eV. Instead, they produce substantial
f1uxes of secondary electrons with energies of tens to hundreds of electron volts. These

energetic electrons ionize and dissociate molecular nitrogen by equations (2.3.5), (2.36)
and (2.37). Nitric oxide can then formed via the foBowing reactions

(2.42)
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A fraction of the N atoms will, however, react ,,-ith \0 (Crutzen et al.. 1975)

N + NO --+ N2 + O.

(2.43)

(2.44)

(2.45)

(2.46)

Reaction (2.44) is slow and highly temperature dependent for ground state \(4S) atoms,

but not for electronically excited N eD and 2P) atoms. Crutzen et at. (1975) used

two extreme assumptions, either total or no N atoms in excited states to model NO
production. Later, other researchers used a more realistic ratio of excited to ground

state nitrogen atoms e.g. 80:20 ratio by Reid et al. (1991).

The calculation of ion-pair production rates requires the flux and spectrum of solar

protons, as measured by satellite-borne particle detectors, and the standard range­

energy relation for protons in air. Protons of at least 10 MeV are of prime importance as

they are able to reach altitude of less than 60 km at vertical incidence. Where energies

lie outside the detector range, usually 100 MeV, an exponential rigidity spectrum is
assumed. This assumption can lead to errors when calculating ion-pair production rates

at altitudes where ozone is most abundant. Proton flux data (29-100 MeV protons)
showed two pulses, the largest on August 4 exceeding 104 protons cm-2 S-l ster- 1 , as

measured by the Lockheed experiment aboard the polar orbiting 1971-089A satellite

(Reagan et al., 1981). This translates to an integrated proton (> 30 MeV) flux of
8 x109 cm-2 (I(odama et al., 1992) which resulted in calculated ionization rates as

high as 6 x104 cm- 3
S-l at 60 km and 3 x104 between 40 and 30 km (Crutzen et

al., 1975). Jackman et al. (1990) conclude from work on numerous SPE's that NOy

abundances can only be affected where ion pair production exceeds 100 pairs cm-3 S-l.

With the knowledge of ionization rates and electron impact cross-sections of N2 (Rapp
et al., 1965), it is possible to calculate the amount of NO produced at high latitudes

(> 60°) during SPE events. The NO production profiles, as calculated by Crutzen et 0,1.
(1975/ of the August 1972, as well as the November 1960 and September 1966, events
are shown in Figure 2.19. Curves marked P N = 1, indicate that all nitrogen atoms
are presumed to be in excited states, while PN = 0 assume ground state. Included in
Figure 2.19 are estimates ofthe minimum and maximum annual production by galactic
cosmic rays. The assumed background concentration of NOx (NO+N02), upper scale
in Figure 2.19, has its main source in the oxidation of N20 (described in sub-section
2.7.1). It can be seen from Figure 2.19 that the .\Ox produced during a SPE, above 30

km, can be up to 10 times that due to the annual production by galactic cosmic rays.
Even compared to the background source, SPE's are important.

The first observations of an ozone decrease in the stratosphere associated with a solar
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Figure 2.19: Production profiles of NO following the SPE's of November

1960, September 1966 and August 1972. The curves labelled PN=1 rep­

resent the assumption that all N atoms were in the exCited eD) state and
PN=O all N atoms in the ground (48) state. The adopted background

concentration of NOx is given by the upper scale. In addition, the upper

and lower limits of the annual production of NO due to galactic cosmic

rays are included. From Crutzen et al. (19'l5).
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proton event were reported by Heath et al. (1977) when they a.nalyzed ozone data

from the BUV experiment, aboard Nimbus 4, over the August 1972 period. Only
northern polar cap data were evaluated. Data for 90-S00~ were unavailable, due to

high background current caused by penetrating protons. The daily, zonally averaged

ozone concentrations above 4 mb pressure surface are shown in Figure 2.20 for three

latitude zones (50 S - 50:\"; 55°N - 65°N; 75°~ - 80°:,\). The events produced an abrupt

decrease in the 70-80oN latitude zone of 2 matm cm (or DU) in the ozone column

abo\'e 4 mb after August 4. This translates to a 15% co]unm loss abO"e 4 mb, which

persisted throughout the month of August. The latitudinal zone 55-G5°N includes a

range of geomagnetic latitudes and so, at certain longitudes, high energy protons were

able to penetrate the atmosphere. A colunm decrease of 8% above 4 mb was detected

with a recovery by the end of August. Protons at lower latitudes are increasingly

deflected by the terrestrial magnetic field so that no there is no mechanism by which

an SPE could directly effect equatorial ozone. A. SPE effect was not detectable in

ground-based spectrophotometer observations over the large local ozone variations.

These observations were considered to be an underestimate of the depletion due to

spacecraft pitch errors.

McPeters et al. (1981) have analysed the BUV data of this period, also detecting

a 15% ozone reduction at 42 km over the northern polar latitudes that persisted for

almost thirty days. This indicates that NO x was produced in a quantity sufficient to

alter the ozone chemistry.

The August 1972 event was further investigated by Fabian et al. (1979) by comparing

results from a two-dimensional model with BUV ozone measurements. In their first

(run ' of their model, NO production rates were assumed to be 1.5 times ionization

production rates as used by Crutzen et al. (1975). A factor of > 2 would imply

that most of the N atoms were in electronically excited states. This high level of NO

production was used in a second run of the experiment. The results from the second

'run' of the model closely matched the observations of subsequent ozone loss (Heath

et al.; 1971). Vv'hereas the first 'run' predicted an ozone decrease that was too small.
Rocket measurements concurred with this result (Arnold; 1978) and inferred that a
::\0 production rate of 2 - 2.5 times the ionization rate was a better estimation than

that of 1.5 used by Crutzen et al. (1975). However, a theoretical study by Porter
et al. (1976) indicated a fraction of less than 1.·5. Measurements of NO for a SPE

in July 1982 (McPeters; 1986) indicate that 1.25 nitrogen atoms per ion pair is a fair
estimate for that event. In addition, this two-dimensional model tended to overestimate

ozone recovery at high latitudes and underestimate it at mid-latitudes which may be

attributed to the inability of the model to simulate ozone transport from high to mid­
latitudes during August.

Re.agan et al. (1981) reported that the August 1972 events were the most intense in
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solar cycle 20, constituting some 85% of the integral flux of energetic solar protons in

the entire solar cycle (I{ing) 1974). The measured spectrum of this e\'ent was fitted
by Reagan et al. t.o a single, simple analytic form, such as a power law or exponential

shape. The ion production rates were calculated to peak at 5.8 x 104 ion pairs cm- 3

S-l (38 km). At 20 km the production rate \"as calculated to exceed 103 ion pairs

cm-3 S-l at an estimated accuracy of better than 25% for altitudes >30 km. Reagan

et al. estimated that t.otal column ozone "'as reduced by 2% within a polar ozone
cavity (> 60 0 N). Howe\'er, no ozone change \"as detected by the BD\' instrument at

2 mb, a result which could be attributed to an artifact of the mathematical inversion

techniques of the earth's albedo used to calculate the preliminary ozone data.

Afaeda and Heath (1980/1981) analyzed BDV data over both polar caps and reported

asymmetries of both a spatial and temporal nature in ozone responses to the SPE's.

They detected a 40% loss in the ozone column above 4 mb at 700 S while only a 16.5%
drop was evident at 70oN. Maeda and Heath attributed the asymmetry to differing

ozone dynamics during, and following, the SPE period. Large fluctuations characterize
southern hemisphere polar ozone, due to planetary wave activity in the late austral

winter. This would account for the fact that the depleted ozone followed irregular

variations and did not show a monotonic recovery. The northern summer atmosphere is

well reproduced by the general circulation mode (GeM), and no large ozone variations

are expected. Depletion observed over the south pole was delayed relative to the

northern polar cap, which may be ascribed to less solar irradiation over the south pole
at the time of the onset of SPE's.

Maeda et al. (1984) further explored the asymmetry of this event. They summa­
rized the possible causes to be, tilt of the IMF with respect to the earth's dipole

magnetic field which influences the precipitation of energetic solar particles into the

polar atmospheres, differences in ozone chemistry caused by the large change in atmo­

spheric temperature between summer and winter hemispheres, seasonal differences of

the stratosphere's dynamic states which are affected by upward propagating planetary

waves in winter in contrast to the relativelv undisturbed zonal flow in summer and. ,
topographic asymmetry between the two hemispheres.

Jackman et al. (1990) have used a two-dimensional model to compute the atmosphere's
response to the August 1972 SPE. Average ion pair production was calculated to be
8000 cm-3

S-l between 40 and 50 km during the first days of the event. This ion pair
production was used as the input to a two-dimensional photochemical model. The
calculated output was compared with obsen'ations by the Nimbus 4 BLV experiment.

~1odelled ozone depletion at 75°S is >30% at 40 km altitude with a large depletion

near 60 km about a month after the August 1972 SPE. The depletion around 60
km was thought to be caused by the downflux of the middle and upper mesospheric
.\'Oy, created by the SPE, to the lower mesosphere. \lodel1ed depletions at 7.5°N were
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",20% at 45 km, which is less severe than ifs southern counterpart. Mwda and Heath

(1980/1981) reported that southern hemisphere did indeed experience a larger ozone

loss: although the observed depletion was greater than that predicted by their model.

The prediction by the model that southern depletions would be deeper than their

northern counterpart was vindicated by an observed 16.5% drop in total column ozone

above.:1 mb. Jackman et al. ascribe the interhemispheric ozone depletion difference to

the different seasons of the two hemispheres during and after the SPE of August 1972.

SPE produced NO y in winter has a greater effect on ambient NO y amounts. Not only

are the background NOy amounts less in winter, but the lifetime of 1\0)' is longer in

winter: and the transport is directed downward to regions of even longer lifetimes for

~Oy.

In summary, the stratospheric effects of the August 1972 SPE lasted about a year

past the event (Jackman et al.) 1990). The two-dimensional model (Jackman et al.)

1990) predicts that the largest ozone depletion in the northern hemisphere, following

the August 1972 SPE, occurs near to 85°N during, and subsequent to, the event. The

largest ozone depletion in the south hemisphere: which was calculated to be greater

than the losses over the northern polar latitudes, occurs around 85°S about a month

after the SPE.

An analysis of a SPE at a similar time of year (July 1982), which forms case study 3

in chapter 4, reveals similar asymmetries of the ozone response to that of the August

1972 event.

Modelling and observations of the SPE's in the latter part of 1989

Three solar proton events occurred in the latter months of 1989. Together, these events

form the basis of our analysis in case study 2 of chapter 4. The following integrated

fluxes of > 30 MeV protons were measured for these events (from Kodama et al.) 1992)

29 September to 12 October

19 October to 13 November

30 November to 14 December

>8 X 108 cm- 2 .,
2.7 X 109 cm- 2 ;

>7.8 x 107 cm- 2
•

Reid tt al. (1991) modelled the response of the middle atmosphere to these events

with a two-dimensional dynamical/chemical model. Input to the model was derived

from proton fluxes measured by the GOES-7 satellite. The satellite data consist of

binned protons of different energy, the highest energy bin is > 100 MeV. To translate

this information into a smooth spectrum, an exponential rigidity relation (Freier and

Webbtr, 1963) is assumed in order to interpolate intermediate energies and hence the
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shape of the spectrum for protons> 100 !\leV. In this type of relationship the flux j

of protons above rigidity R is given by

(2.47)

Protons> 100 ~v1eV can penetrate below 30 km in altitude: so the computed ionization

rates at lower levels are strongly influenced by this extrapolation, which must be used

with caution. The angular distribution of protons was assumed to be isotropic over

the upward looking hemisphere. Heavier nuclei~ 0. particles and auroral electrons were

ignored since their f1uxes are at least an order of magnitude less than those of the

protons.

The rate of production of N atoms has been shown to have a simple linear relationship to

the rate of ionization (e.g. Porter et al., 1976) and 1.3 NOy molecules were produced

by an ion pair, calculated for each hour. The calculation used the standard proton

energy loss relation for standard air (e.g. Bethe and Ashkin, 1953), and computed the

ion pair production rate at 51 pressure levels in the atmosphere between the altitudes

of 115 to 15 km. Figure 2.21 shows computed daily average ionization rates at 5 levels

for the entire period of August to December 1989. Considerable ionization has been

calculated to occur at 40 km.

Response of NOy and ozone to the intense solar events is studied using a coupled

model. The reader is reminded that in order for the increased NOy to be effective for

ozone depletion, it must occur in the stratosphere where ozone is most abundant. In

addition, the mechanism by which NOy can deplete ozone effectively requires sunlit

conditions so that the response of ozone to a SPE may be delayed until the return of

sunlight over the polar cap. The calculated NOy concentrations produced by the SPE's

were superimposed on the model atmospheres of both hemispheres at latitudes greater

than 68°. Contour plots of the calculated percentage changes in NOy and ozone for

October 1989 are presented on the left side panels of Figure 2.22 and on the right side

panels for March 1990. Large, but different, percentage increases are expected over the
polar regions. Any interhemispheric differences in this model can only be ascribed to
differences in photochemistry. Stratospheric ozone depletions over the southern polar

cap are calculated to be 20% near 40 km, whereas only a 10% depletion is estimated
for the northern polar regions. These effects will be long lived, as the lifetime of JOy

in the stratosphere is months and so predictions of persisting ozone loss up to March
1990 are shown on the right-hand side of Figure 2.22. Calculated losses are 0% for
southern latitudes and up to 10% near 30 km for high northern latitudes. These ozone

losses translate to approximately 2% change in column ozone. Measurements from the

SAGE II satellite have measured significant N0 2 enhancements (60-70%) and ozone

depletions (10-20%) near 20-30 km over the Arctic in late March 1990. These observed

perturbations were larger and extend deeper into the atmosphere than those predicted

by Figure 2.22. Furthermore: the NOAA-11 SBlV/2 records a greater depletion in the
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Figure 2.21: Ionization rates calculated at 20 km intervals, starting at
100 km in the top panel, and working down to 20 km in the bottom

panel, for the SPE's during the months August to December 1989. From

Reid et al. (1991).
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northern hemisphere than the south (Jacl.:man et al.. 1993), the opposite of what is

predicted by this model. Clearly, the inability of this two-dimensional model to simulate

planetary wave dynamics and chemical reactions inYoh'ing heterogeneous processes

must be a factor. Further, uncertainties in the fluxes of high energy particles capable

of penetrating to the lower stratosphere (> 100 ~leY) could incur errors.

Jackman et al. (1993) have addressed the discrepancy between the two-dimensional

modelling and the observations of ozone due to the SPE's in late 1989 by using a

three-dimensional cherllistry and transport model to simulate the distribution of NOx
and ozone. The inclusion of meridional rllixing and wave transience would, it was spec­

ulated, achieve predictions that were closer to observations, especially in regards to,

interhemispheric differences. This model only included effects of SPE's between 19-27

October 1989, and therefore will underestimate the :\Ox production due to SPE's over

this period. Proton fluxes from IMP-8 satellite were utilized which comprise proton

counts in intervals between the energy thresholds of 0.29 and 440 MeV. Ozone data, to

be compared with calculated ozone losses, were measured by NOAA-ll SBUV/2 instru­

ment. These measurements confirmed the long term ozone depletion following SPE's

in both hemispheres. Despite the fact that proton flux entering the two herllispheres

should be roughly equal (A1cPeters et al., 1981) only a 1% decrease was observed in

the southern hemisphere at 4 hPa compared with a 12% decrease at the same altitude

in the northern herllisphere by December 1989. The three-dimensional model incor­

porates a simplified homogeneous photocherllistry which includes complete Ox, HOx
and NOx cherllistry. Transport of these cherllical farllilies and other long lived nitrogen

species is considered. Chlorine and brorlline cherllistry is omitted, thereby excluding

the important links between Clx and Nay cherllistry. In particular, the reaction

CIa + N0 2 +M -+ CIOK0 2 + 1\1

is excluded. This is a key reaction when considering the ozone loss processes during

winter and early spring over polar regions. Without sunlight there is no mechanism

for the Nay to directly affect ozone. Hence, in the southern hemisphere the three­
dimensional model predicts a strong correlation between features of increased Nay and
decreased ozone, illustrated graphically in the collage Figure 2.23 (a) This correlation
holds throughout the simulation (until January 1990), even when ozone rich and Nay
poor air is mixed from lower latitudes during the final warming. The model predicts

130% increases of Nay at 4 hPa with a corresponding -30% ozone decrease by November

13, as plotted in the top tvio false colour plots of Figure 2.23 (a). The strong winter

vortex breaks down due to dynamical and radiati\'e forcing in the southern hemisphere

in November. This irreversible final warrlling causes large scale mixing of polar and

middle latitude air and so, by January 3, enhancements in NOy of only 3<tc are estimated

with an ozone depletion of -10%, illustrated in the bottom colour plots of Figure 2.23

(a). In the northern hemisphere, the NO" depletion of ozone is less effective as the
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polar cap is in darkness. so that transport of air into and out of sunlit regions allows the

chemistry to proceed. For this reason, regions of highest NOy increases (yellows, reds

and white) of up to 370% over the darkened pole at -1 hPa do not correspond directly to

areas of maximum ozone decrease (yellows, reds and \yhite) of more than -27%, which
lie \yell off the pole by ;.;rovember 13. The \\'intertime polar vortex is forming in the

northern hemisphere in ~ovember. The tremendous radiative cooling associated with

the northern hemisphere fall, lea.ds to descent of air in the polar regions and spin up

of the yortex. This is expected to isolate the polar regions from the middle latitudes

for a few months. By January 3 large ozone losses (-25%) and high l\Oy abundances

(+270%) are still predicted (lower colour plots in Figure 2.23 (b)), due to little mixing

of polar and mid-latitude air in the presence of the polar vortex.

It is clear that the three-dimensional simulations present a very different picture of

ozone loss over each hemisphere. Vvhile the prediction for the northern hemisphere is

similar to that of two-dimensional simulations, southern hemisphere results are quite

different. Neglect, in two-dimensional models, of the influence of planetary wave dy­

namics in the austral spring is considered to be responsible for the incorrect predictions.

This model underlines the importance of the preYailing conditions of the middle atmo­

sphere in determining the ozone response to an SPE.

2.8.3 Solar cycle influences

Figure 2.5 (as determined by the model of Garcia and Solomon (1983)) summarizes

the regions of the middle atmosphere in which seasonal ozone variations are controlled

by chemical production or destruction, or transport, or a combination thereof. The

polar regions were found to be controlled by ~ransport in the winter and by chemical

destruction (chiefly due to NOx) in the summer. Therefore, polar ozone levels criti­

cally depend on the production of NOx in the high latitude regions. An increase in odd

nitrogen species during periods of solar activity would therefore imply a loss in polar
ozone. On the other hand, at low latitudes chemical production controls the strato­
spheric ozone, so that the tropical regions would be sensitiveto increasing levels of Ox,

in particular atomic oxygen. Enhancements of Ox would lead to ozone increments in
the tropics. Clearly, the solar cycle invokes a ,'ery different ozone response in polar
latitudes to that in tropical regions.

!\10dern photochemical and dynamical theories point to three different mechanisms

that can influence the ozone layer over the period of a solar cycle. Large variations in

the ultraviolet and extreme ultraviolet portions of the solar spectrum during periods

of intense solar activity provide the first mechanism. These wavelengths (). < 310

nm) have been shown to control the temperature and photochemistry of the middle
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atmosphere (Bmsseur and Solomon, 1986). Secondly: cumulative effects of energetic
proton precipitation on the budget of polar. ·Ox must be considered. As mentioned
previously, Crutzen et al. (1975) suggested that the production of NO x in SPE:s could

be an important part of the budget of odd nitrogen in the middle atmosphere, since

the odd nitrogen input provided by a single SPE can be as large as that produced by

oxidation of atmospheric NzO in an entire year for latitudes poleward of 50°. This

concept is explored in a model which prO\ides a budget analysis of NOx (Jackman et
al., 1990). The model predicts that NOx amounts would not be changed substantially

over a solar cycle. However, the one-dimensional model study of Orsini and FredeTick

(1982) indicated that the impact of SPE's is an important parameter when determining

NOx production in the mesosphere. Thirdly, Solomon et al. (1982) found that the

production of NOx in aurorae near 100 km could also provide an important source

of NOx in the mesosphere and stratosphere. The effect in the stratosphere is due

to large scale downward transport during the polar night. Calculations, from the

streamfunction equation for Eulerian circulation, predict that downward air motions

over the poles during winter could be as much as 100 kg m-I S-1 (GaTC£a et al., 1984).

Such a connection had long been suspected based on an observed correlation between

aurorae and winter anomaly events (e.g. Schwentek, 1971). These three mechanisms

suggest an ozone reduction over polar regions (due to NOx enhancements) during, and
around, solar maximum. They are addressed, in turn, below.

Variations in solar DV radiation

Solar ultraviolet radiation (A <300 nm) is responsible for the photolysis and ionization

of oxygen and nitrogen species above 50 km, as illustrated by Figure 2.14. The vari­
ability of ultraviolet flux over the eleven year solar cycle is difficult due to degradation
and drift of the instruments used over such a long period of time. The ratio of the

solar minimum to solar maximum flux at ultraviolet wavelengths employed by several
authors is given in Figure 2.24. Observations by Heath and Thekaekam (1977) indi­

cate that fluxes at >. < 200 nm are halved during solar minima. Estimates in other
studies are somewhat more conservative.

The variability of the emission of electromagnetic radiation from the sun has two di­
rect consequences on the middle atmosphere. Firstly, it produces a change in the
atmospheric heating rate, primarily attributed to the absorption of short wavelength
radiation by molecular oxygen and ozone. The change in temperature will also depend
on the ozone-temperature feedback. The photodissociation of ozone

(2.48)

which leads to the heating of the stratosphere: is highly temperature dependent re­

action. Therefore, an ozone decrease leads to a corresponding temperature reduction
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(due to less ozone). The lower temperatures cause the rate of ozone reduction to lessen
and so provides the stabilizing feedback between temperature and ozone. Nevertheless,

model calculations (Garcia et al., 1984) indicates a temperature increase of 2 to 3 K

near the stratopause oyer the solar maximum.

The second effect is the modification of photodissociation and photoionization rates of

atmospheric constituents. Radiation in the Schumann Runge bands can penetrate to

the stratopause and its variability can therefore influence the entire mesosphere. The

rate of photodissociation of molecular oxygen in the '1'(0-0) and ")'(0-1) bands can vary

from 15 to 20% over a solar cycle. The radiation of the Hertzberg continuum penetrates

into the stratosphere, an important part of which constitutes an optical window, may
induce an enhancement of 15% in the photodissociation rate of O2, The variation

applies not only to the photodissociation of molecular oxygen but other source gases

as well e.g. N20, CFCb, etc. Variation in ultraviolet radiation can therefore effect

changes in production of odd oxygen, odd nitrogen and odd chlorine.

In the case of ozone, its concentration depends on the ratio~. Although both of

these photolysis rates increase with increasing solar activity, J02 is more sensitive

to variations in the shorter wavelengths than J03 • The net effect of enhanced solar

activity is an increase of ozone in the upper stratosphere of the tropics. In addition,
temperature and dynamical feedbacks must be considered. Since certain ultraviolet

wavelengths are absorbed exclusively by ozone, any ozone depletion at higher altitudes
will allow penetration of ultraviolet radiation to lower altitudes.

Increased photolysis of nitrous oxide can enhance levels of odd nitrogen in the middle

atmosphere. An increase in NOx can be particularly effective in destroying polar ozone

since it has a long chemical lifetime, as photolysis does not occur during the polar
night, and it may be transported down to the stratosphere.

In addition, Hood and Jirikowic (1991) have reported, from cross-spectral analysis, that
there are dynamical perturbations associated with increased 27 day ozone variations
near solar maximum. This has lead to speculation that the solar cycle may effect
total ozone amounts dynamically. A suggested mechanism is the modulation of eddy
activity. A temporally lengthy global satellite data set is needed to test this hypothesis.
However, a regression analysis of 13.2 years of TO.MS data (Hood and !I1cCormack,
1992) suggest that both changes in dynamics as well as direct photochemical changes
are primary forcing mechanisms.
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Solar proton events

The mechanism by which these events can produce odd nitrogen and odd hydrogen
in the middle atmosphere has been addressed in sub-section 2.8.2. When considering

long term effects, HOx production is not relevant, it has a very short chemical lifetime
of only a few hours. However, an increase in the longer lived (several months, up to a

year) \"Ox species is important after an SPE. The frequency of occurrence of optical
and X ray flares and SPE's correlates well \\"ith the 11 year sunspot cycle (Hirman et

al., 1988). During periods when SPE's are more numerous, the excess \"Ox will amass
in the mesosphere and, during the polar night when their chemical lifetimes are further

extended, be transported to lower altitudes where ozone is more abundant.

A uroral electrons

The mechanism of odd nitrogen production by energetic protons involves the produc­

tion of many energized secondary electrons, which are effective in forming odd nitrogen.

In the case of auroral electrons, they are the primary particles, but are only effective in

the thermosphere at an altitude of around 100 km. Thermospheric NOx is expected to

vary greatly (at least by a factor of 2) with solar activity, due to both the ultraviolet
radiation and auroral particles variation over the solar cycle. Geomagnetic activity

leads to intense thermospheric warming in the polar and auroral regions. This may be

attributed to kinetic heating caused by the precipitation of energetic charged particles
and Joule heating caused by enhanced ionospheric currents. This warming leads to

more efficient production of odd nitrogen (see sub-section 2.8.2). In particular, large
increases in nitric oxide in the thermosphere and mesosphere are expected to propagate

to lower altitudes, over polar regions during the winter season.. Therefore, increased

amounts of NO x , produced during solar maximum periods, are transported to the
stratosphere where they can be more effective at ozone destruction.

Modelling of ozone responses to the solar cycle

The potential response of the atmosphere to solar activity has been studied with one­
dimensional (Penner and Chang, 1980) and two-dimensional models (Brasseur et al.,
1983; Garcia et al.) 1984). These models adopt different solar flux variations, illus­
trated in Figure 2.24, as inputs to their models.

Results from the numerical model study of Garcia d al. (1984), which estimates the
response of the middle atmosphere to the 11 year solar cycle, are given below. Briefly,
this model which simulates coupling between dynamics and chemistry inputs the vari-
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ations of extreme ultraYiolet, ultraviolet and \'isible ra.diation and auroral particles

over a solar cycle. The cumulative effect of SPE's was not considered here. Ga1'6a et

al. (1984) adopted comervatiw estimates of the ultraviolet flux ratio for their model,

marked as Garcia d al. (1984) in Figure 2.24. The degree of the ultra\'iolet \'ariance

chosen as input can, obyiously. lead to a different calculated response by the I1nddle

atmosphere. This is due, in part, to fluctuations of the photolysis rates that control Ox
production and the g3 equilibrium which lead to increases in ozone total column over

lo\\' to mid-latitude regions. Furthermore, ~Ox is produced in the thermosphere by ul­

trayiolet radiation and particle precipitation in aurorae, which can then be transported

to the stratosphere by mean meridional circulation during the polar night.

The Garcia et al. (1984) model incorporates mean meridional motions which have

been calculated from the streamfunction equation for the residual Eulerian circulation.
The results are compared under solar nnnimum and maximum conditions at the end

of northern hennsphere summer/southern hennsphere winter. This period of the year

illustrates most clearly the effects of solar cycle variability. The computed global mean

meridional circulation is thermally direct linking the equatorial and polar stratospheres

and furthermore it couples the summer winter pole at meso- and lower thermospheric

heights. The NO production rate due to particle precipitation in aurorae is computed.

Figure 2.25, from Garcia et al. (1984), shows the calculated thermal response to the 11
year solar cycle for September 1. Modelled temperature increases from solar nnnimum
to maximum are evident in the lower thermosphere, due to heating by molecular oxygen

and the Joule heating by precipitating energetic particles. Large temperature increases

(> 10 K) are predicted throughout the thermosphere. Smaller changes are found

in the mesosphere and stratosphere, where ozone heating dominates. Attention is

drawn to the negative thermal response in the austral spring (60-80 0 S) associated

with the ozone hole. Changes in stratospheric ozone will affect heating rates there

which, in turn, influence the temperature distribution and circulation e.g. a 3 m S-l

increase speed of the polar vortex is predicted at solar maximum. Finally, temperature
and ozone fluctuations can perhaps influence planetary wave propagation (Geller and
Alpert, 1980).

Calculated enhancements of NOx , associated with the 11 year solar cycle, are shown in
Figure 2.26. Clearly, the largest photochenncal responses to changing solar activity are
at thermospheric heights. Large increases (80%) of NOx are calculated in the tropics
above 90 km, these enhancements are not effective in altering ozone concentrations due
to their high altitude and the characteristic upwelling there. Very large enhancements

in the spring polar latitudes of 160% are predicted down to the stratosphere due to

downward advection in the polar night. At high latitudes in late summer (northern
hemisphere) the thermospheric source can not penetrate to lower altitudes as the mean
meridional motion at this time is upward.
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Figure 2.25: Computed change in the zonally averaged temperature be­

tween solar maximum and solar minimum. From Garcia et al. (1984).
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~lodelled ozone density responses are shown in Figure 2.27. In general. ozone increases

are caJculated for solar maximum due to increased atomic oxygen abundance. This is

particularly so at higher altitudes where shorter wavelengths, and thus larger solar

ultraviolet variation, play the most important role. The largest ozone increases (up

to 80%) occur in the upper mesosphere and thermosphere as a result of greater Ox

production by photolysis of O2 in the SRC and SRB. Decreases in ozone around 70

km may be attributed to the increase of OH radicals (by the photodissociation of

water vapour) which scavenge ozone. The calculated ozone reduction obtained in the

upper stratosphere in high latitude spring reflects the effects of increased odd nitrogen

produced at higher altitudes that has been transported downwards. The model results

show that it is possible to obtain a large variation in stratospheric NOx at high latitudes

which is positively correlated with the solar cycle, resulting in decreases in ozone of up

to -40% over the springtime polar stratospheres. The ozone depletion at stratospheric

heights leads to greater column decreases than the column increases predicted at middle

and low latitudes.

The Garcia et al. model predictions were tested against observations of upper strato­

spheric ozone spanning at least half of an eleven year solar cycle (Solomon and Ca/cia,

1984). Data were used from the Nimbus 4 BUY experiment to monitor relatively solar

quiet years and the Nimbus 7 BUY to monitor the solar active years; at 4, 2 and 1

mb pressures. Effects of thermospheric NO were expected to be manifested at specific

latitudes (>60°), altitudes (40-52 km) and seasons (winter and spring). In looking for

these specific effects in ozone reduction, one is able to gain indirect evidence of NOx

increases. Comparison of observations and model calculations suggest that the trends

predicted by the model are present in the data, although the magnitude of the observed

\'ariations is generally smaller than predicted.

Jackman et al. (1990) have used a two-dimensional time dependent photochemical

model to determine whether NOy produced by SPE's can build up to maximum abun­

dances around solar maximum.. The solar cycle ultraviolet flux variation or auroral

electron precipitation was not included in any of the computer simulations. Figure 2.28
illustrates calculated values of odd nitrogen production by SPE's from 1955 through

1985. Clearly, more NO x is produced during solar maxima. Although SPE's were

found to provide a substantial annual addition of odd nitrogen, accumulative effects

could not be seen in this model. However, Callis and Natarajan (1986) report satellite
data which detected significant increased levels of stratospheric odd nitrogen for the
1979-1984 (solar maximum) year period.
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Solar cycle trends detected in ozone data

Data from several ground based and satellite instruments have been analysed and ha,ve

been found to exhibit solar cycle periodicities. Some results are summarized below:

By analyzing 20 years of soundings with an optical sonde over central Europe, Paetzold

(1973) claims a high correlation between sunspot number (and a magnetic activity

index) and ozone content between 20 and 30 km. This relationship is illustrated in

figure 2.29 in which periods of high magnetic activity (dashed line) correspond to

ozone (solid line) increases in the stratosphere.

Gille et al. (1984) have detected increases (0.25 to 0.60%) in zonal mean ozone values
over the tropics following a period in the winter of 1979 when the solar ultraviolet

irradiance varied by 1%. These zonal decreases were measured by the Limb Infrared

Monitor of the Stratosphere (LIM:S) experiment on the Nimbus 7 spacecraft. These

increases imply changes of up to 12% at an altitude of 48 km over a solar cycle.

Hood and A1cCormack (1992) have used a multiple regression statistical model to esti­

mate the components of interannual ozone change of TOMS ozone data. The existence

of a solar cycle component is indicated by empirical studies of the model residuals.

Blackshear and Tolson (1978) have found high correlations between monthly averages
of global total ozone and solar activity over a 9 month period. \Vhile work by Angel!

and f{orshover (1978) suggests ozone column increases of a few percent over the first
half of solar cycle 20.

Labitzke and van Loon (1988) have found that correlations between high latitude tem­

peratures and geopotential heights with solar activity may vary according to the phase
of the QBO. This would imply that the magnitude of the effect of solar activity on
ozone could depend on the phase of the QBO.

2.9 Summary and conclusions

To conclude this chapter, a brief summary is given of the pertinent points that are
important to the interpretations of the case studies in chapter 4 and the fourier analysis
of the 11 year ozone data series in chapter 5.
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• Ozone is in chemical equilibrium throughout most of the middle atmo­
sphere. However, there are certain latitudes and altitudes in which other
processes may be dominant. The tropical stratosphere, which receives
the most insolation, is dominated by chemical production. Ozone is
therefore sensitive to any changes of Ox in this region. In winter, high

latitudes are dominated at all altitudes by transport, due to the ex­

tended chemical lifetimes of atmospheric species. The polar summer

stratosphere is dominated by chemical destruction, particularly by NOx .

• Background circulation is directed from the summer to the winter hemi­
sphere. Downward motion {s characteristic of the winter high latitude
and weak upward motion in the summer. Other important dynamical

features which affect polar ozone distribution include the strong mid­

latitude zonal winds of the polar vortex which isolate the polar caps in
winter and early spring and the upward propagating planetary waves

that erode and, finally break down the polar vortex. Furthermore, the

biennial variation of tropical stratospheric winds (QBO) modulate the
number of wave breaking events that occur during winter and spring.

• SPE's which are initiated by solar flares result in the production of NOx
at high latitudes. Odd nitrogen is able to catalytically destroy ozone and
thus can induce ozone loss.

• Prediction of the quantitative ozone reduction following a large SPE
requires, not only a knowledge of the primary proton flux, but the in­

clusion of the prevailing dynamical and chemical conditions in the mid­
dle atmosphere. This may be achieved with a three-dimensional model.
Two-dimensional models have proved to be inadequate.
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• There are three possible mechanisms for solar cycle effects on the middle
atmosphere.

1. Enhancement of ultraviolet flux during high levels of solar activity

leads to increased Ox, HOx and NOx abundances. Higher ozone
abundances are predicted for middle and low latitudes, whereas

ozone losses will occur over polar regions.

2. Precipitation of auroral electrons which generate NOx in the polar

thermosphere.

3. Cumulative NOx amounts due to numerous SPE's occurring over

solar maximum.

The last two mechanisms are rendered more effective by downward ad­

vection of NOx during the polar night, when the chemical lifetime of NOx

is extended, to lower altitudes where ozone is more abundant.
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Chapter 3

Solar and ozone data acquisition

3.1 Introduction

The first observations of atmospheric ozone were made by ground-based spectrome­

ters. Later, these were supplemented by in situ measurements from instruments car­

ried through the atmosphere on balloons and instruments on aircraft which sample

the air through which they travel. Satellite platforms provided an opportunity to

monitor ozone over vast spatial extents. The earliest satellite ozone measurement was
recorded by an experiment aboard the Echo 1 satellite (Venkateswaran et al.) 1961).

Instruments aboard satellites utilize a variety of remote sensing techniques to pro­
vide global measurements of many atmospheric constituents and constitute some of
the most important data sets in atmospheric research. The basic scientific premise of
ozone observations from space is that ozone molecules absorb radiation strongly in the

middle ultraviolet Hartley- Huggins bands (220-320 nm), moderately in the infrared

(9.6 J.Lm) and weakly in the visible Chappuis bands (0.6 J.Lm). Utilizing these basic
principles, ozone measurement techniques have been developed based on, atmospheric

backscatter in the ultraviolet, radiative emission in the infrared and occulation in the
visible portion of the electromagnetic spectrum.

These three techniques employed by satellites to determine atmospheric ozone amounts
will be briefly reviewed by summarizing the most important missions. Following this,
the TOMS instrument aboard the Nimbus 7 satellite, from which the total column
ozone data are extensively used in the work described in this thesis, will be described.
A subsequent section will detail the energetic particle, magnetometer and X-ray data,

used during SPE's studied in chapter 4, from the GOES-6 and -7 satellites. Finally,
a description of the solar radio flux monitored in Ottawa, Canada is given. These
data are used as a proxy for ultraviolet forcing over a solar cycle period in the Fourier
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analysis performed in chapter 5.

3.2 An overview of satellite observations of ozone

The first satellite-borne ozone instruments were designed to measure the vertical distri­

bution through the stratosphere. The techniques made use of absorption of ultraviolet

sunlight in the atmosphere below the spacecraft or the emission of infrared light from

the atmosphere at the limb of the earth. Dave and Mateer (1967) suggested that

the total ozone column above the ground could also be measured from space with re­
spectable accuracy. Their technique emulated the wavelength pair methodology used
by Dobson to derive total ozone from differential absorption. However, the path of

sunlight through the atmosphere to the satellite is no longer a simple function of the

solar zenith angle but rather a complex multiple Rayleigh scattering atmosphere. Dave
and Mateer (1967) chose an indirect method wherein the albedo of model atmospheres,
containing climatological ozone distributions, different surface reflectivities, and surface

pressures, is computed for the selected instrument wavelengths over a range of solar

zenith and view angles. \i\Then this technique was first tested by the Nimbus 4 BUV
instrument (Mateer et al., 1971) it became clear that accurate measurements were
possible and that global total ozone measurements were practical. An instrument that
could measure total column ozone with a higher resolution was proposed. The Total

Ozone Mapping Spectrometer (TOMS) aboard the Nimbus 7 satellite was launched in
1978. This instrument will be described in detail in section 3.3.

3.2.1 Solar backscattered ultraviolet technique

The principle experiments employing this technique over the last decade are the So­

lar Backscattered Ultraviolet Radiometer (SBUV) experiment on-board Nimbus 7, the
Total Ozone Mapping Spectrometer (TOMS) on Nimbus 7, the Solar Backscattered
Ultraviolet radiometer Version 2 (SBUV/2) which flies on the National Oceanic and
Atmospheric Administration (NOAA) operational afternoon satellite series, the Shuttle
SBUV (SSBUV) designated to fly on the Space Shuttle system and the Solar Meso­
spheric Explorer (SME). General operational information on these instruments is listed
in Table 3.1.

• SBUV The SBUV is a nadir viewing double monochromator which measures
solar radiances backscattered from the atmosphere at 12 discrete wavelengths

from 250 to 340 nm with a 1 nm bandpass (Heath et al., 1975; Fleig et al.) 1982;

141



instrument platform operation parameters

SBUV Nimbus 7 November 1978- total ozone
ozone profilesFebruary 1987 22-55 km

SBUV/2 NOAA Operational March 1985- total ozone
Afternoon failed ozone profile
Satellite 22-55 km

SSBUV schuttle interrnittent total ozone

October 1989- ozone profile
22-55 km

TOMS Nimbus 7 November 1978- total ozone
May 1993

SME SME January 1982- ozone profiles
December 1986 45-65 km

TOMS Meteor-3 August 1991- total ozone
present

Table 3.1: The instruments that employ the solar backscatter technique
to determine ozone profiles and/or total ozone. Their lifetimes are tab­
ulated in the third column. Adapted from MilleT) (1989).
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McPeters et al., 1984). It is an extension, with modification, of the BUV mea­
surement system flown on Nimbus 4 (1970-1977). Atmospheric radiances between
250 and 306 nm are used to infer the ozone vertical profile distribution, while

radiances between 312 and 340 nm are used to calculate total ozone. The method
requires that the backscattered radiance be referenced to the solar irradiance at

each wavelength which is measured by deploying a diffuser plate..

Inferral of an ozone profile is possible because backscattered radiation at a given

wavelength originates mostly in a limited altitude region of the atmosphere, and
this altitude region varies with wavelength. Therefore, a wavelength scan is equiv­
alent to an altitude scan. As sunlight penetrates the atmosphere, the scattering
term increases exponentially with increasing density of air molecules, but the

increasing depth of ozone causes the transmission of direct and back-scattered
sunlight to exponentially decrease. The balance between an exponentially in­

creasing source term and exponentially decreasing transmission term produces

a well defined scattering layer of about 14 km half-width. The wavelength of

maximum ozone absorption, 255 nm, produces a scattering layer (contribution

function) at the maximum possible altitude, 50 to 55 km, depending on solar

zenith angle. Radiation at wavelengths longer than 310 nm penetrates the ozone
layer to be scattered by the troposphere and reflected by the ground and clouds.
These wavelengths are useful for inferring the total ozone content of the atmo­
sphere.

The inferral of an ozone profile from a set of measured backscattered albedos is

performed by using a partial derivative inversion algorithm described by Schnei­

der et al. (1981). The optimum statistical concepts of Rodgers (1976) are used
in the algorithm; because of the width of the contribution functions, the altitude
resolution that can be obtained in the retrieved profile is limited to about 8 km.

The 8BUV makes only daytime measurements since it uses backscattered solar
radiation. Measurements are made continuously over a broad latitude range at a

spacing of about 200 km along the orbit track and at the orbit spacing of about
26° longitude. The latitude limits vary with season depending on the sun angle
however, continuous spatial coverage is possible from 600 N to 60°8 .

• SBUV /2 The SBUV/2 is descendant of the,SBUV instrument, and incorporates
several engineering improvements including an on-board Hg lamp to serve as a
stability monitor for the diffuser plate. Unfortunately, this mechanism on the
NOAA-9 instrument failed to function properly and a modification has been
included on the NOAA-ll instrument.

• TOMS The TOMS is similar in concept to the SBUV but has several distinct
differences. It has only six discrete wavelength channels, and incorporates a side
scan feature with an approximately 50 x 50 km field of view. These differences
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result in the TOMS instrument being limited to total ozone measurements, but
with true global daylight coverage and a significantly enhanced capability to
observe small spatial scales features. As the SBUV and TOMS measurements
are restricted to the sunlit portion of the Earth this means that continuous spatial
coverage throughout the year is from 60 0 N to 600 S, with coverage to the poles

by "TOMS only in the summer season. A more detailed description of the TOMS

instrument is given in the following section.

• SSBUV The purpose of the Shuttle Solar Backscatter Ultraviolet Radiome­
ter (SSBUV) instrument is to provide regular in-orbit calibration checks of the

SBUV/2 ozone monitoring instruments being flown routinely on NOAA satel­

lites. The in-orbit calibration transfer will be accomplished by comparing the

observations of the Shuttle and NOAA satellite instruments .

• SME Instruments on the Solar Mesosphere Explorer (Rusch et al., 1984) have

been used to determine the ozone density in the earth's atmosphere from about
1.0 to 0.001 mb and the N0 2 density from about 10.0 to 2.0 mb starting 1 January

1982,until December 1986. A description of the mission objectives can be found

in Earth et al. (1983).

3.2.2 Infrared emission technique

The only system currently employing the infrared emission technique is the Tiros Op­
erational Vertical Sounder (TOYS) aboard the NOAA operational satellite series. An

experiment to measure the infrared emission at the earth's limb, the Limb Infrared

Monitor of the Stratosphere (11MS), is aboard the Nimbus 7 spacecraft. General op­
erational information on these instruments is listed in Table 3.2.

The underlying premise of this technique (except for the Solar Mesospheric Explorer
(SME)) is that if the temperature profile of the atmosphere is known, then measurement
of the radiance emitted in a spectral interval of ozone absorption provides information
on the ozone amount.- In principle, this is relatively straightforward. In practice,
one generally needs to derive the temperature profile from ancillary data which is an
additional source of error. SME operated on a very different principle described below .

• TOVS The actual technique for predicting total ozone from infrared emission

measurements, is by multivariate regression with three independent radiance mea­
surements. The radiance at 9.71 j1m, which is the ozone absorption channel, is
determined. In addition, the radiance in the window channel 11.11 j1m since the

transmittance from the 9.71 j1m channel is broad enough that a significant por­

tion of observed changes are due to changes in surface temperature. Finally, the
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instrument platform operation parameters

TOVS NOAA all November 1978- total ozone
Operational present

Satellites

LIMS Nimbus 7 November 1978- ozone profiles
May 1979 10-65 km

SME SME January 1982- ozone·profiles
December 1986 45-90 km

Table 3.2: The instruments that employ the infrared emission technique

to determine ozone profiles or total ozone. The only instrument that is

still operational is TOYS. Adapted from Miller (1989).
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radiance at 14.99 /-lm to correct for the temperature effect. In practice, the re­
gression coefficients are calculated monthly utilizing total ozone data from about
40 Dobson stations worldwide. Total ozone retrievals and instrumentation are

fully described by Planet et al. (1984) .

• LIM:S Determination of the ozone profile employing measured radiances at the
earth's limb is exemplified by the LIMS experiment. It's limited lifetime ("'7
months) was due to the requirement that the six detectors be cooled to 64 K by

a solid cryogen cooler. The six channels included two in the 15 /-lm carbon dioxide

band for temperature measurements, one at 9.6 /-lm for ozone profiles, and others
at 11.3 J-Lm for nitric acid, 6.9 J-Lm for water vapour and 6.2 J-Lm for nitrogen

dioxide. Firstly, by measuring emission in the band of gas whose mixing ratio

is known or assumed (i.e. CO 2 ), the temperature profile was inferred. Then, by

measuring emission in the other bands the unknown mixing ratios were retrieved
(Gordley and Russell) 1981). Since the observed parameter was horizon thermal

emission, data were collected both night and day.

The LIM:S radiometer scanned the atmospheric horizon vertically once every 12

seconds obtaining radiance profiles in each of the six spectral bands as a function

of tangent height. Tangent height is defined as the point of closest approach of a

ray path to the earth's surface. The orbit parameters of the spacecraft provides
uniform coverage of the earth's surface from 64°S to 84°N. The altitude coverage

was determined largely by signal to noise ratios. The range for temperature and

ozone was about 10-65 km, and for N02 , HN03 and H20 about 10-50 km. The
vertical resolution of the ozone measurements was 2.8 km however, horizontal
resolution is much more coarse (",300 km) and is dictated by limb geometry and
atmospheric absorption characteristics.

• SME This instrument observed the earth's limb and measured radiation from
excited molecular oxygen at 1.27 /-lm resulting from the photolysis of ozone. A
knowledge of the mechanisms of this state of molecular oxygen production and
loss allowed the ozone density to be inferred in the 45-90 km altitude range
(Thomas et al.) 1984).

3.2.3 Solar occulation technique

The current instrument utilizing this method of ozone profile determination is the
Stratospheric Aerosol and Gas Experiment II (SAGE II) which is a follow on to the

SAGE I instrument and the Solar Maximum Mission (Sl\1M). General characteristics
are depicted in Table 3.3. As this technique is virtually self calibrating, the instru­
ments have assumed a very strong position regarding ozone trend evaluation.

146



instrument platform operation parameters

SAGE I AEM-2 February 1979- ozone profiles
December 1981 10-55 km

SAGE 11 ERBS October 1984- ozone profiles
present 10-65 km

SMM SME November 1984- ozone profiles
present 55-85 km

Table 3.3: The instruments that employ the solar occulation technique

to determine ozone profiles. Both SAGE IT and SMM are presently op­
erational. Adapted from Miller (1989).
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The SAGE instrument is a four channeled sun photometer. Spectral discrimination for

SAGE is achieved by using a holographic diffraction grating which disperses the incom­

ing sunlight in different directions depending on wavelength. By using four detectors

at appropriate locations along the dispersed spectrum, the visible sunlight intensity at

four wavelengths, 0.385, 0.45, 0.60 and 1.00 J-Lm is measured. Absorption at 0.385, 0.45

and 1.00 J-Lm by stratospheric gases is quite small below 25 km so that solar extinc­

tion in these channels is almost entirely due to scattering by aerosol particles and air

molecules (AlcCormick et al., 1979). At higher stratospheric altitudes, attenuation at

0.60 J-Lm is primarily due to ozone. Above an altitude of about 25 km, the extinction

at 0.385 and 0.45 J-Lm is mainly due to absorption by nitrogen dioxide.

In operation, the instrument is activated just before a sunrise or sunset is encountered·

by the satellite. The instrument searches for the sun and nulIs the centre of intensity

of the solar image. A scan mirror the begins scanning up and down across the face of

the sun. The mirror reverses in direction each time a limb crossing occurs. Solar light

is reflected from the scan mirror to the aperture of a small Cassegrainian telescope

which defines about a ~ km instantaneous field of view on the horizon and focuses this

light onto the diffraction grating. The intensity of light dispersed by the grating at the

four wavelengths of interest is measured by the four sensors. The data are inverted in

ground processing to yield extinction as a function of altitude for each spectral channel
at each location and time of the SAGE instrument.

3.3 The TOMS experiment on Nimbus 7

3.3.1 Introduction

In 1972 a 'Total Ozone Mapping Speetrometer' was proposed for flight on the Nimbus 7

satellite. This was envisaged as a variation of the BUV design but would only make use

of the longer, higher radiance wavelengths useful for measurement of total ozone. This

permitted much briefer signal integration times than required for the short, profiling

wavelengths of the BUV (a factor of 60) and could be accomplished with a simple,

single monochromator. The narrow 3° x 3° field-of-view of the entrance optics of the

spectrometer was swept at a right angle to the motion of the spacecraft moving in a

polar orbit. By scanning out to 51° from the nadir, it was possible to view all locations
between adjacent orbits. By repeating the scan at 8 second intervals, the scans were
contiguous.

This approach generated a swath of ozone observations extending from pole to pole on

each orbit. \.Vith a sun-synchronous orbit, all points of the sunlit earth could be viewed
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near local noon during the 13 to 14 orbits in a day. The field-of-view was designed to
resolve the upper air fronts associated with jet streams and corresponded to 50 km at
the nadir or a swath average of 66 km from the 950 km Nimbus orbit. Because of the
high albedo of the atmosphere at total ozone wavelengths it is possible to interleave
the observations of the wavelengths in wavelength pairs to remove the noise introduced

by motion of the field-of-view across cloud edges, and thus retain high precision in the

ozone determination.

Nimbus 7 was launched on 24 October 1978 and TOMS data were obtained on Novem­

ber 1. The orbit of the Nimbus 7 satellite is sun-synchronous such that the equator
transit time is always near local noon. In spite of the concern for the adequacy of
an atmospheric model for generation of tables for retrieval of total ozone values, the

data exhibited no significant scan angle dependence, thus demonstrating convincingly

the efficacy of the Dave multiple Rayleigh scattering computer code. In addition, the
model-generated albedos were segregated for clear and cloud sky conditions with as­

sumed surface pressures for both. The methodology for discrimination of the two cases
in actual albedo data worked so well that cloud errors in the total ozone were invisible

in the broader scale structure of the meteorological forcing.

This experiment failed on 6 May 1993, it therefore provided daily global mapping of
total column ozone over the entire surface of the earth outside the regions of polar
night, for over 13 years. The TOMS instrument shared the front end optics and
some supporting electronics with the SBUV instrument. The SBUV provided vertical

ozone profiles over the altitude range 25-50 km, and was in operation continuously

from October 1978 until 13 February 1987 when the dark current chopper went out of
synchronization with the measuring optics. For a period after February 1987 correction

algorithms could be applied to correct this non-synchronization, extending the SBUV
data set to June 1990.

A second TOMS instrument was launched on the Russian Meteor-3 satellite on 15

August 1991. However, satellite orbit parameters prevent the Meteor-3 TOMS pro­
viding daily global coverage of total column ozone. Vv'ith the failure of TOMS on
Nimbus 7 and SBUV/2 on NOAA-13, the TOMS instrument aboard Meteor-3 is the
only backscatter ultraviolet instrument providing total column ozone data. However,
TOMS instruments are scheduled for launch on Earth-Probe-94 in the middle of 1994,
the ADEOS satellite in early 1996 and Earth-Probe-98 in the middle 1998.

The following sub-section provides details of the TOMS instrument. Once the TOMS
instrument has measured the required spectra, the data must be extensively processed
before total column ozone values are determined. The data retrieval algorithm will
be described briefly in sub-section 3.3.3, followed by some comments on shortfalls in
the algorithm and corrections that have been applied. After the raw data have been
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reduced. the resultant data set is made available to users in a gridded format. A short

discussion on data quality follows in sub-section 3.3.4.

Several TOMS data versions have been released by NASA. A new version is released

whene\'er improvements in data reduction algorithm has been applied or, corrections

to the instrument drift. Versions 1 to 3 were not released as these were used in the

original development of the data reduction algorithm. Version 4 was the first oper­

ational algorithm used for providing global total column ozone data. The version 5
data retrieval algorithm was updated after it was discovered that the TO!\iS data had

drifted by 3% with respect to the Dobson network. This resulted in version 6 which

is the most recent version and is discussed in some detail in sub-section 3.3.3. The

author has made extensive use of the version 6 TOMS data in the work of this thesis.

However, some studies, performed before the version 6 data release, use version 5 data.

It is envisaged that version 7 data will be released by NASA at the end of 1994.

3.3.2 The TOMS instrument

TOMS is an Ebert-Fastie monochromator that scans across the nadir track to provide

a global map of deduced ozone each day. It measures the ultraviolet albedo of the

earth at six wavelengths. Four of these (312.5, 317.5, 331.2 and 339.8 nm) are used
in pairs for the measurement of total ozone in combination with surface reflectivity

measurements at 360 and 380 nm (StolaT'ski et al., 1991).

Figure 3.1 is a schematic illustrating the mode of operation of the TOMS instrument.
Total column ozone measurements by TOMS are achieved by means of a cross-course
mapping. The ultraviolet spectrometer, which 3° x 3° instantaneous field of view,

is swept at right angles to the direction of spacecraft motion (Heath et al., 1975), as

depicted in Figure 3.1. In this field of view, which translates to a spatial extent of 50 x50

km in the nadir and 250x250 km at extreme off-nadir, up to 200 000 measurements are

recorded. Irradiances are sampled in 3° steps in the ±51° cross-scan from the nadir.
This means that the ground track is sampled 3-5 times every 7.95 seconds (Heath et
al., 1975), following which there is a 1 second period for retr'ace. The orbital period of

the Nimbus 7 spacecraft is 104 minutes, and so, successive cross-course scan lines are
displaced about 50 km apart along the orbital path. As the earth rotates underneath
the satellite, each sun-synchronous orbit is located 26°W of the preceding orbital path.
This scan geometry provides coverage over the entire earth in under one dav.

"

The optics diagram for the TOMS instrument is given in Figure 3.2. The scanning

mirror scans out to 51 0 across the orbital path. Backscattered ultra\'iolet radiation
enters the photomultiplier tube. The monochromator has a fixed grating and an array
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Cross curse mopping

50 X 5 km field of
view at nadir

250 X 250 km
field of view
at off nadir \

\

\

\

Figure 3.1: The viewing geometry of the TOMS inst.rument aboard the

:'\imbus 7 spacecraft. From Bodeker (1992).
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of exit slits. A rotating wavelength selector is used to guide the dispersed light to

the desired exit slit and on to the detector. The wavelength selector disc also has a
set of entrance slits for wavelength calibrations using a Hg calibration lamp. A set of

holes (exit slits for the 317.5 nm band) in the wayelength selector serw as a fixed exit

during wavelength calibration. The TOMS scanner is stepped up to six degrees over a

horizontal position during solar irradiance measurement to view the diffuser plate (not
shown in Figure 3.2). The cloud cover photometer is separate from the monochromator,
but uses the same chopper disc and monitors the same field of view.

3.3.3 TOMS data retrieval algorithm

The TOMS total ozone retrieval algorithm is a table look-up and interpolation process.

The pre-computed table contains backscattered radiance as a function of total ozone,
optical slant path length, surface pressure, surface reflectivity and latitude. Table

values are computed based on a set of assumed climatological ozone and temperature

profiles. The TOMS data retrieval algorithm has been updated with the release of each

new version of TOMS data. In addition, the diffuser plate is exposed and as a result

is subject to bombardment of by energetic particles which leads to degradation of the

plate's reflectivity. This results in an underestimation of ozone amounts and corrections

for this drift are incorporated in new data versions. In particular, a wavelength pair

technique, described below, was the major moti"ation for releasing version 6 data.

The wavelength pair justification method (PJM)

The main disadvantage of TOMS, or any other satellite, is the difficulty in maintaining

calibration over time. A method has been developed to determine the calibration drift

of the TOMS instrument (Herman et al.) 1991) based on a requirement of internal
consistency in ozone measured with different wavelength pairs. The method produces
a calibrated total ozone data set which is independent of the Dobson network. The re­
processed data, called version 6, were available since 1991 from National Space Science
Data Centre (NSSDC). Evaluation of the propagation of errors through the calibration
and analysis indicates that the ozone measurements are precise to ±1.3% (20") at the
end of the record relative to the beginning of the record (Herman et al., 1991). This

is confirmed by comparison to the \\Torld Standard Dobson Instrument (#83) dur­
ing satellite overpasses, and by comparison to a composite of stations in the Dobson
network (McPeters and J{omhyr) 1991).

Since different wavelengths used to measure ozone show different sensitivity to calibra­
tion error, the long term drift between total ozone measured at two different wavelength
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pairs was used to determine the relative calibration error in each pair. By assuming

that the sea surface reflectivity is stable in the long term, the less critical absolute
calibration of the longer reflectiyity wavelengths can be inferred. This approach is the
Pair Justification :rvlethod (PJlv1) and proyides long term calibration for TO\IS that is

accurate to about 1% in total ozone over a period of a decade.

The four shorter wavelengths monitored by TOMS (312.5 nm, 317.5 nm, 331.2 nm and

339.8 nm) are combined into pairs (Herman et al.. 1991), listed in Table 3.4. Ratios
of the radiances for each pair provide 'N values'. These N values are compared with the

table of theoretical N values in the TOMS total ozone retrieval algorithm, calculated

from apriori ozone and temperature profiles. :Measured N values can be converted

into total ozone amounts by interpolation between adjacent values in the table. Data

quality may be ensured by the requirement that calculations from each wavelength

pair yield the same total column ozone amount. Based on the need to minimize errors
in the reduction algorithm, the A and B' pairs were selected for total column ozone
estimation over most of the earth's surface (Herman et al.) 1991). However, under

large solar zenith angle conditions the C pair is preferential since at these slightly

longer wavelengths greater penetration into the atmosphere is achieved.

Errors in data retrieval

• Satellite attitude Errors have been identified in the computation of the Nimbus
7 spacecraft attitude. These errors affect the determination of the viewing geom­
etry associated with the TOMS instrument, but they are so small that significant

error in total ozone determination occurs only at the extreme off-nadir scan po­

sitions where any miscalculation of spacecraft roll angle affects the path length

determined for the backscattered radiation. The average equatorial cross-track

bias has been computed to be '"'-'2 DU, which added to computed sensitivities in
spacecraft roll angle determination, is used in version 6 to estimate a roll angle
correction to the original attitude determination. Therefore, attitude associated
errors in the version 6 product should be small.

• Climatology Due to the extreme conditions which have developed over the
Antarctic continent during the latter part of TO~1S lifetime, it has been necessary

to expand the set of standard profiles to improve the TOMS retrieval during
ozone hole conditions. The version .5 ozone profiles misrepresent the shape of
the typical ozone hole profile and over-predict the 'depth' of the ozone hole,
by 4-7 DU at 76° solar zenith angle and 4-10 DU at 86° solar zenith angle. The
version .5 temperature profiles are too warm and have the effect of over-predicting

the 'depth' of the ozone hole by 3-3 ..5DU at 76° solar zenith angle and 0.5-1.5
DU at 86°. In addition, the drift of the version .5 calibration also tends to over-
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wavelength pair (run) name seperation (nrn) toggling error (DU)

312.5/331.2 A 18.8 0.3

317.5/331.2 B 13.8 5.0

331.2/339.8 C 8.5 13.0
,

312.5/317.5 A 5.0

317.5/339.8 B' 22.3 3.0

Table 3.4: The wavelength pairs used in the determination of total ozone

by TO~\'1S. The impact of toggling on each pair is listed in the extreme
right column of the table.
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estimate the depth of the ozone hole by ,,-,6 Dr. The PJM in version 6 corrects the
calibration error. Furthermore, the version 6 look-up tables have been extended
to include typical ozone hole and temperature profiles, so that the errors outlined

above are minimized.

• Polar stratospheric clouds A significant error source, which remains in the

version 6 data set, is the effect of the presence of anomalously high clouds in the

Antarctic region. PSC's above the ozone maximum may cause an underestima­

tion of the TOMS retrieved total ozone at large solar zenith angles (X > 700
).

Preliminary modelling results indicate that NAT PSC's may produce an under­
estimation of up to 2% at solar zenith angles greater than 80 0

• Larger errors (up
to 6%) may be introduced by water ice PSC's, especially those formed by lee

waves. Errors due to PSC's have not been corrected in version 6 however, they

tend to be localized in time and space.

• Synchronization Starting in early 1984, the TOMS instrument began to develop

lack of synchronization between its wavelength selection/chopper wheel and the

photon counting electronics (Fleig et al., 1986). This condition is identified by a
threshold sensor as 'out of sync', and all of the TOMS data flagged in this way are

removed from the data .set. The rate of rejection is very low, and so no significant
effect on TOMS data is predicted. However, after 1984 the TO:\1S instrument

was found to operate in two distinct modes, one of which is normal and the

other appears to be associated with a sub-threshold, non-sync condition, termed

toggling. This condition occurs sporadically on short time scales (less than one

day) and results in a calibration error of the earth's albedo, as determined by

TOMS. No attempt has been made in the version 6 algorithm to correct individual

measurements for this effect. However, some wavelengths are more seriously

affected by toggling than others. The toggling induced errors on the different
wavelength pairs A, B, C, B' are listed on the extreme right of Table 3.4. The
B' pair, last entry in Table 3.4, is less affected than the B pair used in version
5, and so the B' pair is used in the version 6 processing. The reader's attention
is drawn to the relatively large error (13 DU) on the C pair used in total ozone
estimation during high solar zenith angle conditions.

• Large solar zenith angles Comparisons of total ozone measured by the Systeme
d'Analyse par Observations Zenithales (SAOZ) instrument at Dumont d'Urville,
Antarctica and TOMS reveal some discrepancies at large solar zenith angles
(Pommereau et al., 1989). A TOMS error of this type is caused by sensitivity of
the TOMS algorithm to profile shape at large solar zenith angles were penetration

to the ground is not good (R:lenk et al., 1982). Zenith angle dependent problems

in the TOMS data should be confined to the region where measurements are

made at solar zenith angles greater than 80 0 for moderate to large total column
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ozone amounts. These errors are estimated using sensitivities derived from ra­

diative tra.nsfer calculations and measurements of the actual ozone profile from
Solar Backscatter Ultra\'iolet (SBD\!) and balloonsonde. At the maximum re­

trieval solar zenith angle of 88°: these calculations indicate that 10\1S long term

ozone depletions are overestimated by 5% per decade (Wellemeyer et al.) 1993).

However, the differential impact of the profile shape error at the \'arious TOMS
wavelength pairs indicates that profile shape information is present in the T011S

measurements at high solar zenith angles (Wellemeyer et al.) 1993). This infor­
mation can be used to improve the TOMS retrieval algorithm at high latitude

leading to, perhaps, a version 7 data set.

3.3.4 Data quality

The primary means of quality control of the TOMS data set is by means of comparison

with a network of 39 ground-based Dobson spectrophotometers. Such a comparison in

1984 revealed that the precision of TOMS data retrievals to be better than 2% (Bhartia

et al.) 1984). Fleig et al. (1986) reported that TOMS version 5 data indicated no
detectable degradation (r.m.s. error less than 1%) when compared with the Dobson

network. However, similar comparisons revealed that by 1988 the TOMS data had

declined by 3% with respect to the Dobson network (Heath) 1988; Reinsel et al.} 1988).

This calibration drift is attributed to the degradation of the diffuser plate. The PJM
corrected for this and the version 6 data was released. Analysis indicates that version

6 ozone measurements are precise to ± 1.3% over the lifetime of the TO:\1S instrument

(Herman et al.) 1991). McPeters and I<omhyr (1991) have confirmed that the version

6 data is stable with respect to the world standard Dobson spectrophotometer.

3.4 The GOES satellite system

The Geostationary Operational Environmental satellites (GOES-I, GOES-2, etc. ) all
carry on board the Space Environment Monitor (SEM) instrument package. The SEM
has magnetometer, energetic particle, and soft X-ray detectors, each of these will be
described, in turn, in subsequent sub-sections. Two of the GOES spacecraft usually
operate simultaneously in earth's equatorial plane. They travel in geosynchronous orbit
(6.67 Rs ) and are generally located at or between 75° and 135°\"'. This trajectory allows
the detectors an unobstructed view of the sun for all but the few dozen hours per year
when the earth eclipses the sun.

The data are transmitted via direct telemetry to the Space Environment Laboratory

157



Data Acquisition and Display System (SELDADS) in Boulder, Colorado. and are avail­

able through the Solar-Terrestrial Physics Di\'ision of the National Geophysical Data

Centre in Boulder, kno\\'n internationally as World Data Centre A for Solar-Terrestrial

Physics.

The time of these observations has not been corrected for the down-link and prepro­

cessing delays. The Space Environment Laboratory has not made an accurate deter­

mination of this delay, but it may be assumed to be within the range 1-5 seconds.

Figures 4.3, 4.12, 4.13, 4.14 and 4.15 are plots, for selected periods, of the data provided

by these instruments aboard the GOES-6 satellite.

3.4.1 The magnetometer

A twin-fluxgate spinning sensor allows earth's magnetic field to be described by three

mutually perpendicular components: Hp, He and Hn. Hp is parallel to the satellite spin

axis, which is in turn perpendicular to the satellite's orbital plane. He lies parallel to

the satellite-earth centre line and points earthward. Hn is perpendicular to both Hp
and He, and points eastward for GOES-6 and -7. Field strength changes as small as

0.2 nT can be measured.

The magnetometer samples the field every 0.75 seconds. Four of these values constitute

a frame and are sent to the ground station together. The high and low values in the

frame are discarded, and the average of the two remaining values is recorded. No

record is kept of which of the four values are used in the archive and therefore some

uncertainty exists in the exact time of the recorded observation.

3.4.2 The X-ray sensor (XRS)

Ion chamber detectors provide entire sun X-ray fluxes for the 0.5-4 Aand 1-8 Awavelength
bands. These observations provide a sensitive means of d~tecting the start of solar
flares. Two bands are measured to allow the hardness of the solar spectrum to be
estimated.

X-ray photons pass through a collimator, which defines the view aperture, followed by

a thin metallic window, which defines the low energy threshold, before entering the

ion chamber. The XRS viewing direction is in the meridian of the spacecraft spin

axis. Dynamic positioning of the XRS elevation pro\'ides for maintaining the sun in

the swept field. The X-ray emission of the sun is determined once during each spin.
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The spin period is 0.6 ~econds and the data for both bands are given in W cm- 2
S-l.

3.4.3 The energetic particle sensor (EPS)

Solid-state detectors with pulse-height discrimination measure proton~ alpha particle~

and electron fluxes. The field of view of the EPS is perpendicular to the GOES spin
axis which is approximately aligned with earth's rotation axis. Since the satellite spin

period (0.6 seconds) is much shorter than the accumulation times, the EPS provides

a spin-averaged estimate of the local high pitch angle particle fluxes. The integral

electron channel data are given for an energy threshold of > 2 MeV with units of
counts cm- 2 S-l ster- 1 . Proton channels detect protons in the following categories, > 1

MeV~ >5 MeV, >10 MeV, >30 MeV, >50 MeV, >100 MeV.

Because the spacecraft travel in a geostationary orbit, the electron and the lowest
energy threshold (> 1 MeV) proton channels are responding primarily to trapped outer­

zone particles. The >.S MeV proton channel may occasionally respond to trapped
particles as well, during magnetically disturbed conditions. The geomagnetic cut-off

at geostationary orbit is typically of the order of a few MeV as indicated by the lack of

trapped particle >5 MeV proton channel response except under disturbed conditions.

Therefore, the remaining, higher energy threshold, proton channels measure fluxes

originating outside the magnetosphere i.e solar and galactic cosmic particles.

Significant secondary responses have been found to exist in the particle data, i.e. re­

sponses from other particles and energies. However, the 5-minute averaged data, em­
ployed in the work in chapter 4~ have been corrected for these responses.

3.5 Daily solar flux values observed at Ottawa

Daily observations of the 2800 MHz (10.7 cm) radio emissions that originate from the
solar disk and from any active regions are made at the Algo'nquin Radio Observatory
(ARO) of the National Research Council of Canada in Ottawa (45.5°N;7,S.7°Vv), with a
reflector of 1.8 m diameter. These data are published regularly in the Solar-Geophysical

Data prompt reports. Kumerical values of flux in the tables are in units of 10-22 \V
m- 2 HZ-1 and refer to a single calibration made near local noon. \Vhen the flux

changes rapidly~ or when there is a burst in progress at that time, the reported value
is flagged and the best estimate of the undisturbed level~ provides the reference level
for measuring the burst intensity.

The observed flux values have variations resulting from the eccentric orbit of the earth
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III its annual path around the sun. Although these radio values are suitable to use

with observed ionospheric and other data, an a.djustment must be introduced when the

observations are used in studies of the absolute or intrinsic variation of the solar radio

flux. Therefore. the flux data that a,re adjusted to 1 ;\l' are used for the work presented

in chapter 5. The obsen'ations are made for a single north-south polarization but are

reduced under the assumption of two equal orthogonal polarizations.

A graph showing the monthly mean adjusted flux for the period 1947 to 1986 is shown

in Figure 3.3. The solar cycle number appears below the corresponding eleven year

interval. Relative errors over long periods are believed to be ±2%. The characteristics

of the observations are surveyed by Covington (1969). Values of the quiet sun for the

minima are around 60-70 \V m- 2 Hz- 1
. During solar maximum years the solar radio

flux is very variable, values over 300 'V m- 2 Hz- 1 correspond to exceptional solar

activity levels.

Experiments have indicated that a multiplying factor of 0.90 should be applied to

the reported flux values in order to derive the absolute flux values, the published

flux values are not corrected by this factor because of the number of computerized

data series listing these values. Maintaining homogeneity of the published series is

considered more important than having the absolute flux values published. A review

of the history of the absolute calibration of the Ottawa series, as well as a number

of other series of observations made within the microwave region, was prepared by H.

Tanaka of the Research Institute of Atmospherics, Nagoya University, as convener of a

'Norking Group of then Comm. 5 of URSI.
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3.6 Conclusion

The concepts of the chapter that are important in the 'York described in chapters 4
and 5 of this thesis are now summarized.

• The time and spatial resolution of the TOMS data is ideal for monitor­

ing short (days to months) or long (months to years) term ,"aria tions
in total ozone over large areas of the earth. In addition, simultaneous

observations over both polar regions during equinox pro\-ides a unique

opportunity to monitor responses over these regions to well defined events

e.g. SPE's. However, vertical ozone profile measurements would be very
important, if ayailable. The correction for calibration drift made to the

version 6 data allows us to use the TO:1\'IS data with confidence for the
evaluation of long term ozone variations, as is the case of the Fourier
analysis performed in chapter 5.

• The magnetometer, X-ray and energetic particle data from the GOES-6
and -7 spacecraft provide valuable parameters of conditions in the near­

earth environment during the SPE's that form the case studies in chapter

4. Unfortunately, the particle energy spectrum above the energy thresh­
old 100 MeV, which is crucial in estimating ozone loss during SPE's, is
unavailable.

• The solar radio flux data has been shown to correlate particularly well
with solar ultraviolet output and is often used as a proxy to characterize

the solar ultraviolet flux for computation of atmospheric effects (TValteT'­
scheid) 1989). Furthermore, it's accuracy over long periods is very good
and is estimated at about 2%.
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Chapter 4

Satellite observations of polar
ozone following solar proton events

4.1 Introduction

One of the most direct influences of solar activity on the near-earth space environment

occurs when intense solar flares produce very energetic (10 MeV to over 1 GeV) solar

particle emissions. The first observations of solar particles reaching the Earth's surface

were made by Forbush (1946).

The SPE's of 1989, and associated geomagnetic activity, represent some of the most

extreme recorded effects in the near-earth environment (Gomey, 1990). A power out­

age in eastern Canada caused by the extraordinary geomagnetic event in March 1989

affected approximately 6 million people for over 9 hours, underlining the practical im­

portance of these phenomena. The maximum in solar cycle 22 is one of the most

significant in the space age with a mean value of the 10.7 cm solar radio flux of 213.5
x 10-22 Vv m- 2 Hz-1 in 1989, its highest value since the International Geophysical Year

(IGY) 1957.

The frequency of occurrence of optical and X-ray flares, which are a prerequisite for

the production of SPE's, correlates with the 11 year solar cycle (Hirman et al., 1988).
SPE occurrence tends to peak within a period extending from two years before to

four years after the sunspot maximum, and is greatly diminished during the few years

surrounding sunspot minimum. In 1989, just prior to the solar maximum of solar cycle

22, twenty three SPE's were recorded, the most ever in a single year (Ranta et al.,

1993). Six of these events have proton (>10 ?\1eV) fluxes of >1000 particles cm- 2

S-1 ster-1
. These events are clearly visible as sharp peaks of proton flux in Figure 4.1.
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Onset day numbers are 67, 76, 224, 272, 292 and 334. The six SPE's in 1989, combined
with the August 1972 SPE represent the most severe events ever observed. Together,

their total proton fluences (time integrated flux) exceed the sum of all other events

which occurred over the last twenty years. For many years, until 1959, the August

1972 SPE's were considered as representative of a worst case.

The overall importance of an individual solar proton event depends on the maximum

flux intensity of the event (especially that of the higher energy protons which pene­

trate to lower altitudes where ozone is most abundant), and the length of the event

(which establishes the fluence). The middle panels of Figures 4.3, 4.12, 4.13, 4.14 and

4.15 show the time evolution of the 1989 SPE's observed by a geosynchronous satellite.
Details of the time evolution profile of each event depend on characteristics of the orig­

inating solar flare(s), the time scale associated with diffusion of the energetic particles

\\'ithin the solar corona, and the propagation of the particles within the interplanetary

medium, described in sub-section 2.8.2. Although energetic particles can be detected

for over a week during a SPE, the temporal response of the middle atmosphere will

be different, depending on the chemical lifetime of the species produced by the SPE.

SPE's produce, via processes described in sub-section 2.8.2, long-lived enhancements

of up to one year in NOx species which may result in ozone destruction. The chemical
lifetime of NOx (and all other species that can be photolyzed) depends on the amount

of solar irradiation it receives and will therefore be shorter in the summer season and

longer in winter. This effect is particularly important over the poles where solar ir­

radiation levels can vary from complete darkness to complete daylight conditions. In
addition, downward meridional circulation over the poles in winter will further extend

the chemical lifetime of the NO x enhancements (Figure 2.12 shows NOx chemical life­

times as a function of altitude) and transport to lower altitudes where ozone is more

abundant. Conversely, meridional circulation is directed upwards over the summer
pole, so reducing the ozone destruction potential of NOx species.

The IMF can only merge or connect with the geomagnetic field when it has a large
component in a direction opposite (i.e. south pointing) to that of the geomagnetic field
(see Figure 2.18 (a) and (b)). Thus, a southward IMF is a prerequisite for effective
deposition of charged particles over the polar caps. The sustained intervals of an IMF
with a significant southward component is well correlated with the onset of geomag­
netic storms (Gorney, 1990). The more intense the geomagnetic activity, the greater
the region over which the open field lines extend over the polar caps. Equatorward
extension of open field lines during periods of high geomagnetic activity can be visually

traced by monitoring latitudes at which discrete auroral forms appear. The open field
lines, which are connected to the IMF (as long as it is has a southward pointing compo­
nent) are frozen into the solar wind and carried along with it. Consequently the open

field lines are 'dragged' over the polar regions from the day side to the night side. This
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is schematically represented in Figure 2.18(b) by assuming that each open field line

represents successiye positions of that field line. Therefore, the greater the geomagnetic
acti,-ity, the greater the distortion of the geomagnetic field, such that open field lines

coyer a more extensi'"e area over the poles. This allows for particle deposition to lower

latitudes. Furthermore, this allows additional time for particle precipitation since the

open field lines have to be 'dragged' over an effectiyely larger polar cap. Geomagnetic

actiYity is therefore crucial in determining the effective precipitation of particles into

the polar atmospheres.

This chapter reports on total ozone observations following all major SPE's in 1989. The

two SPE's of March 1989 are analysed as case study 1 and the four SPE's occurring

during the last months of 1989 are examined as case study 2. In addition, the total

column ozone in the SPE of July 1982, following which measurements of NO enhance­

ments (AlcPeters) 1986) suggest that ozone loss occurred only over the southern polar

cap, the basis for case study 3. All ozone data are derived from the TO~1S instrument,
aboard the Nimbus 7 satellite, the format of which is described in Section 3.3. Case
studies 1 and 2 use version 5 of the TOMS data, as this was the current version at the

time the analysis was performed. Case study 3 employs the updated version 6 total

column ozone data.

In all the case studies, the method of detecting ozone response to SPE's is original and

new. A detailed description of the procedure is described in the following section. It is
the first time, to the best of our knowledge, that a quantitative measure of ozone mass

loss over a large area, following a SPE, has been determined. A region extending from
the pole down to 70° is selected, being the area over which most particle precipitation

occurs. This approach was utilized to average out any small scale, or localized, trans­
port and chemistry which may otherwise mask the ozone response to a SPE, as would

be the case for ground-based detection of ozone depletion during these events.

Wind and temperature data above Sanae, Antarctica are used to ascertain background

atmospheric conditions over the southern polar cap at the time of SPE onset. \iVhere
pertinent, temperature responses to SPE's are sought. Sanae, located at 70.3°S; 2.4°\iV
(geomagnetic latitude 60.1°S) is at the equatorward edge of the analysis region. In
addition it may be assumed to be, for the most part, located within the polar vortex.

The modelled ozone response to the SPE's in the latter months of 1989 has been calcu­
lated by others e.g. Reid et al. (1991) and Jackman et al. (1993) in sub-section 2.8.2.
These models are fundamental tools that can qualitatively predict ozone behaviour.

However, because of their incompleteness e.g. a lack of a complete set of chemical
reactions (especially relating to chlorine) and an incomplete description of polar dy­

namics in two-dimensional models, they cannot provide exact quantitative estimates.

Three-dimensional simulations provide a closer reproduction of the photochemical and

166



dynamical processes which influence ozone behaviour.

4.2 Data analysis of TOMS total column ozone

4.2.1 Introduction

The operation of the TOMS experiment aboard the sun-synchronous Nimbus 7 satellite

has been discussed in chapter 3. The obseryations of the TOMS instrument were

collected and processed by the NASA Goddard Space Flight Centre. The daily global

ozone data provided by NASA consist of an array of cells P long in latitude (180
latitude cells) and 1.25° wide in longitude (288 longitude cells), each providing a total

column ozone measurement in DU. The version 5 data exhibit a 3% decline with respect

to the Dobson network during the period 1979 to 1988. These data are utilized in some

of the case studies that follow in this chapter as this was the current version at the

time the analysis was performed. At this time the data were available from NSSDC

via a telephonic link. Following the development of a correction technique, version 6
data were provided with an estimated accuracy of 1.3% over 12 years, on a compact
disc prepared by NSSDC. These data are utilized in some of the case studies here and
in the long term analysis described in chapter 5.

4.2.2 Ozone mass calculation

This sub-section outlines the method employed to calculate the daily ozone mass over
the pole (90-70°) from TOMS total column ozone data. Calculations were performed

by a Pascal program, written by the author, that runs on an IBM 486 PC.

The Ideal Gas Law, expressed by equation (1.18), has been addressed in chapter 1 of
this thesis. This law may be applied to determine the density of ozone

pmm
p= RT' (4.1 )

where p is the density of ozone and R is the gas constant. The pressure (p) under
conditions of STP is 1 atm=1.01325 x 105 Pa and the temperature (1) is 273.15 K.
The molar mass (mm) of ozone is 47.997 x 10-3 kg mol-I. By substituting these values
into the Ideal Gas Law equation, the density of ozone is

p

p

1.0132.5 X 105 Pa x 47.997 x 10-3 kg mol- I

8.31441 J K-I moll x 273.15 K

2.1414 kg m- 3 .
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The Dobson unit corresponds to the height (matm cm) of the ozone column if all the

ozone \Yithin the column was at standard pressure and temperature. Therefore, \Ye can

define a new quantity, the spatial density (0-), such that

0- = total column ozone value (units matm cm) x p. (4.4)

The units of 0- are kg m- 2 • Therefore, once we have determined the spatial density of

ozone above a TOMS data cell we can calculate its ozone mass by multiplying it by

the area of that T011S cell. For convenient computing, the total ozone mass of a zonal

strip 10 wide is determined by adding the ozone mass contributions from each of the

288 TOM cells in that strip. The ozone mass of each zonal strip, of which there are 20
for the region 90-70° latitude, are then added.

The method for determining the spatial extent of each TOMS data cell is outlined

below. Figure 4.2 is a schematic diagram of the earth. The radius of the earth, R ttl is

marked together with the radial distance, r, at latitude cP. The arc length, 6s, of a ID

zonal band can be determined from Euclidean geometry viz.

where 6cP = 1° = 1;0 radians. The area of a zonal band (A) at latitude <p is

A = 2 7i r 6 s.

Substituting equation (4.5) into equation (4.6) we can write

The area of one TOMS cell (ATOMS) in this zonal strip is 2~8 and so

2R2
A - 7i ttl I

TOMS - 90 x 288 cOS9·

Finally, the ozone mass contained in one TOMS cell O'VhOMS) can be determined

(4.5)

(4.6)

(4.7)

(4.8)

MTOMS = total column ozone value (units matm cm) x p X ATOMS' (4.9)

In order to give the reader an appreciation of the typical ozone mass values, the total

ozone mass in the earth's atmosphere is estimated below. Assuming an a"verage total

column ozone value of 300 DU, the spatial density is

(4.10)
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Figure 4.2: A schematic diagram illustrating the geometry employed in

the ozone mass calculation. The radius of the earth is labelled Rffi at a

latitude <p. A curve segment (6s) extends lOin latitude.
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Therefore~ the global ozone mass (M) is

!vl

1\1

M

4/i x (6.37 X 106 m)2 x 2.1414 kg m- 3 x 300 X 1O-3atm X 1O- 2m

3.27 x 1012 kg.

The inability of the TOMS instrument to monitor ozone poleward of the day-night

terminator,'due to lack of irradiance, results in ozone data gaps over the polar regions

during the winter season. These data were estimated by assuming that the zonally

averaged ozone values poleward of the day-night terminator were equal to the average

value of those near to the terminator. This technique has been applied by Schoeberl

et al. (1989) to estimate polar ozone data during the dark winter period. However,

additional caution is required when applying this technique to northern polar data as

compared to southern polar data. There is a more frequent occurrence of large ozone

maxima and minima, due to planetary wave activity, in boreal polar ozone.

4.2.3 Percentage area determination

Another method of monitoring total column ozone over the entire polar cap is the

calculation of the area covered by selected total ozone contours, and expressing this as
a percentage of the total area down to 70 0 latitude. A Pascal program was written by

the author which allows the user to specify as many as 6 threshold total ozone values.
The program then assesses each TO~1S cell, determining whether its value is less than
or equal to the threshold. If it is, it calculates the spatial extent of that TOMS cell.
The areas of all TOMS cells with total column ozone values less than the threshold,

are then added. Finally, it is expressed as a percentage of the area 90-70 0 latitude.

In instances of the unavailability of ozone during winter periods, the program will not
assess these TOMS cells, but will subtract this TO:\1S cell area from the total area
90-70 0 latitude.

4.2.4 False colour maps

Computer software for the presentation of TO~IS false colour maps \\'as written by
G. E. Bodeker of the Space Physics Research Institute (SPRI) of the University of

Natal. Documentation of these programs may be found in Bodeker (1992). The soft­
ware, which utilizes Pascal Graphics routines, may be run on any PC that has a Video

Graphics Adapter (VGA) card. The false colour maps produced by this software cover
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the entire southern hemisphere (90-0 0 S) or, alternatively, the entire northern hemi­

sphere. Colours associated with a range of total ozone values are determined by the

software. Outlines of major landmasses are overlaid onto the colour-coded total ozone

levels. Important modifications by the authoL in order to customize the display of

TOMS data for work described in this thesis are listed below.

• An option which allows the user to interactively select a latitude range e.g. 50­

100 was included. In addition, the user can then input a 'zoom factor' which

determines the physical size of the map. Map outlines and coordinates are auto­

matically scaled. Examples of this include Figures 4.4 and 4.9 where a latitude

range 90-600 has been selected.

• All aspects of the colour bar can be specified by the user. This not only includes

colour choice but the size of the interval to be represented by each colour.

• The resolution of the map outlines was improved.

The TOMS false colour images were printed on a Hewlett-Packard SOOC paintjet

printer. Software that produces print-ready files was written by J. Doull of SPRI.

4.3 Case study 1: March 1989

4.3.1 Solar activity

Solar activity in March 1989 produced an historically 'great' magnetic storm (the

Kp geomagnetic index attained a maximum value of 9) accompanied by some of the

largest solar flares ever recorded. Solar particle flux and geomagnetic parameters were

disturbed for the whole of March, allowing access of high energy particles over a very
large area of the polar atmosphere for a very extended time period. Therefore data
for this period in March 1989 were selected in order to assess the relationship between
solar protons and ozone depletion.

Important solar parameters during the month of March period are summarized in Table
4.1. The March 1989 geomagnetic storm was preceded by a series of very intense solar

flares from NOAAjUSAF region 5395 viz. a 3BjX15 flare on March 6, a 4BjX4.0
flare on ?\1arch 9 and a 3BjX4.5 flare on March 10 (Solar Geophysical Data, 1989). In

addition, one or more flares were detected daily near or surpassing the Xl.O level from

~1arch ·3 until March 18 (Allen et al., 1989). Large fluxes of high energy (> 10 MeV)

protons resulted in two SPE's where up to 3.300 (onset 8 March) and 2000 (onset 17
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onset date maxk major flare proton flux fluence
of SPE p date class > 10 MeV > 30 MeV

08 March (>9) 9 06 March 3BjX15 3500 > 9.1 X106

09 March 4BjX4.0
10 March 3BjX4.5

17 March (> 13) 6 17 March 2B jX6.5 2000 > 9.6 X106

Table 4.1: The SPE's, and associated solar flares, during March 1989.
Data from Solar Geophysical Data (1989) and (1990) a).
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March) particles cm- 2 S-1 ster- 1 were reported by the GOES-I satellite. The duration,

in days, of these events is given in brackets in the leftmost colunm of Table 4.1, and

the estimated fluences (cm- 2 ) for these events appear in the rightmost column.

Figure 4.3 displays three data sets from the geosynchronous satellite GOES-6, located
at 6.6 R6" for the month of March. The following description of the structure of Figure

4.3 also applies to Figures 4.12, 4.13, 4.14 and 4.15. The top panel displays X-ray

emissions, originating from solar flares. On the right-hand side of thi5 panel are the

letters 'X" '~1' and'C', which correspond to the flare descriptions in sub-section 1.4.2.

Dates are marked within the top panel in which the extraordinary flares of 6,9 and 10 of

March are clearly visible. Furthermore, other 'X' flares which occurred can be identified

in the upper panel of Figure 4.3, indicating the extreme activity of the sun during this

period. The logarithm of the particle flux is plotted in the middle panel of Figure
4.3. Each curve represents binned counts of protons according to their detected energy

threshold. The lowest flux curve represents >100 MeV, successive curves represent

>60 MeV, >50MeV, >30MeV, >10MeV, >5 MeV and >1 MeV while the uppermost
curve represents the flux of electrons >2 MeV. Clearly, the middle panel reveals that

from about March 7 the flux of protons increases. On March 8 a SPE was officially

in progress. The proton flux continued at high levels through March 14 (sustained

by fresh injections from subsequent flares) with a maximum on March 13. Another

SPE was announced on March 17, whose particle source was the March 10 flare and

further maxima in the proton flux were measured by GOES-6 on March 18 and 19.

Examination of the spacing between proton flux profiles, particularly during the first
SPE, suggests that the spectra of these events cannot be accurately represented by
an exponential function (e.g. equation (2.47)) as is customary when calculating ion

pair production for these events. The proton flux profile for protons of energies> 100

MeV is not determined by the monitor aboard the satellite. This profile is deduced by
simple extrapolation of the exponential-rigidity relation. The ozone column depletion

is strongly influenced by the flux of protons with energies above the highest measured

threshold of 100 MeV so that if this were significantly harder than the spectrum between

60 and 100 MeV, the ozone column depletion would be considerably larger (Reid et al.,
1991). The bottom panel in Figure 4.3 shows the GOES-6 observation of the Earth's
magnetic field (H). The Hp component (approximately parallel to the earth's rotation
axis) is seen to be reversed many times during March, especially around the 13 and
14. Such negative values of Hp indicate that the magnetopause, typically located at
10 Re, moved inside the geostationary orbit (6.6 Rs). Such rare e\'ents are called
Geostationary Magnetopause Crossings (G!'\'1C) and are caused by extreme conditions

of solar wind pressure, coupled with a strongly southward IMF. This implies that

the area over which solar particles could be deposited was extensive ensuring effective
precipitation of the proton population on open field lines into the polar caps.
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Figure 1.3: X-ray (top panel), integrated particle flux (middle panel) and
magnetic components (bottom panel) observed by the SEM instrument
package a.board t.he GOES-6 spacecraft, for the period 5 to 26 March
1989,



4.3.2 Estimation of NO production

The method of determining odd nitrogen production by solar protons and the modelled

atmospheric response to several SPE's are addressed in sub-section 2.8.2. Ideally,

ionization rates should be determined in the same fashion for this case study, but we do

not have the relevant computer programs at this stage. Ion pair production calculations

have been preformed for this event (C. H. Jackman, private communication) but these

profiles do not correspond well with observations. Therefore some doubt may be cast

on the accuracy of the particle spectrum for this event. Nevertheless, the evidence

presented in chapter 2 demonstrates the importance of large SPE's when considering

NO x abundances. Crutzen et al. (1975) showed that 6 x 1015 molecules cm- 2 of nitric

oxide were produced during the SPE's of August 1972. This figure is comparable to

the total annual production due to oxidation of nitrous oxide (N20). Comparisons

with previous events should be viewed with caution as high solar activity levels can

produce, quite apart from solar protons, features of importance for ozone depletion.

Natural phenomena, such as SPE's, are not reproducible. Therefore, the results of this

case study are important, despite the unavailability of some parameters. Furthermore,

the SPE's appeared during equinox (March) which allowed the rare opportunity to

monitor the responses of both hemispheres in sunlight. For any other time of the year,

except September, there are large gaps in ozone data over one of the polar regions due

to lack of solar irradiance which is the basic requirement for TOMS measurements. It
has been calculated that proton flux into the two hemispheres should be roughly equal

(McPeters et al., 1981), so that symmetric ozone responses over the two hemispheres

might be expected. The favourable time of occurrence of the large SPE's in March
allows us to examine this claim.

4.3.3 Southern polar cap ozone response

To investigate any possible association between total column ozone and solar protons,
the satellite ozone data were processed from March 5, the day before the two SPEs,

through to March 31. In the results that follow, the total column ozone for March 5 is

used as a baseline from which to gauge any depletion effects from the SPEs beginning
on March 8. Figure 4.4 shows a selection of colour plots of total column ozone. over
an area extending from the south pole to 60 0 S, for March 5 (top), 14 (middle) and 21

(bottom). Each hue of the colour bar represents a range of 20 Dobson units, the lowest
range being 180 to 199 DU. Attention is drawn to the region down to latitude 70 0 S, in

which there is a marked increase after 5 March of the area covered by the deep blue

colour corresponding to decreasing total column ozone. The other days between 5 and

21 I\1arch were also analysed and are consistent with a gradual increase in the area of
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Figure 4.4: Colour plots of total column ozone from the south pole to

60 0 S. Upper panel, before solar activity (5 March); middle and lower

panels, during SPE's (14 and 21 March respectively). The colour bar

shows low total column ozone as blue, increasing through green and yel­

low to red. Each hue represents 20 DU. Latitudes SooS, 70 0 S and 600 S
are shown, together with an outline of Antarctica.
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ozone depletion.

This general decrease in total column ozone can be shown quantitatively by calculating

the area coyered by IDlY total column ozone and expressing this as a percentage of the

total area down to 70°5. These percentages are shown in Figure 4.5 for low total

column ozone in the ranges < 200 DU, 200-219 DU and 220-239 DU. The increase in
percentage area covered by low total ozone is sustained until the 26 March for the two

lowest total column ozone ranges. '\le have also calculated the total mass of ozone (at
STP), from the pole dDlm to 700 5, taking into account the cosine dependence of the
cell size of TOI\fS with latitude. The total mass decreased from 8.85 x 1010 kg on 5

March to 8.11 x 1010 kg on 21 March, representing a decrease of 7.4 x 109 kg, or about

9%. An average total mass of ozone down to 70 0 S has also been calculated for the

period 1 to 21 March in 1987 and 1988. These averages with standard deviations are,

respectively, 9.26 ± 0.24 x 1010 kg and 9.12 ± 0.29 x 1010 kg. The decrease of 7.4 x 109

kg is therefore 2 to 3 times the standard deviation during these quiet times, and the
observed decrease cannot be ascribed to natural variability.

Obsen'ations made from Sanae, Antarctica show that prior to the March 1989 SPE's,

the temperatures at the 30 mb level were above -50°C, as shown in Figure 4.6. On
no occasion did the temperature fall anywhere near to -78°C, which is the condition

required for the formation of polar stratospheric clouds (Toon and Turco: 1991). Sanae

was within the region oflow total column ozone on March 21, so the observed depletion

cannot be due to the presence of such clouds. Heterogeneous reactions on the surface

of ice particles in polar stratospheric clouds, with subsequent release of chlorine, can
therefore be ruled out as a possible source of ozone depletion. This supports the idea

that the depletion observed in March is due to solar protons. Temperatures at 30

mb altitude dropped throughout March, as shown in Figure 4.6, indicating the loss of
ozone at this level.

For comparison, we draw the reader's attention to the upper colour plot in Figure 4.19,

again from the south pole to 600 S, for the springtime ozone hole on 12 October 1989.

The colour bar is a little different from those of Figure 4.4 because we have used an
increased dynamic range of total column ozone values. By defining the region of ozone
depletion as that area where the total column ozone is < 240 DU (the blue shades of
Figures 4.4) and the upper plot of 4.19 we have estimated the mass of ozone per unit
area for 21 March 1989 and 12 October 1989. This was achieved by dividing the ozone
mass confined within the < 240 DU contour by the spatial extent covered by it. These
estimates are 4.6 x10-3 kg m- 2 for SPE-associated depletion and 3.6 x10- 3 kg m- 2

for the chlorine-catalysed depletion. Chlorine-catalysed depletion, however, occurs over

an area four times as great as that due to SPEs. NeYertheless, the influence of SPE's
should not be ignored in an assessment of the Earth's ozone budget.
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4.3.4 Comparison of northern and southern polar cap ozone

response

The northern hemisphere satellite ozone data "'ere also processed for the period March
5 to 31. Again we stress that March 5 is prior to the onset of a series of large solar flares

that occurred throughout March 1989. The initial flares on },1arch 6 \\"ere responsible

for the first SPE on March 8. March 5 can therefore be used as a baseline from which

to gauge any effects of 5PE's.

V\le haye calculated the total mass of ozone (at STP), from the south and north pole

down to a latitude of 70°, taking into account the cosine dependence of the cell size

of TO~1S with latitude. A profile of total ozone mass throughout "!\larch over the

southern polar cap is shown in Figure 4.7 for 1989 (thin broken line), 1988 (broad

broken line) and 1987 (thickest broken line). The months of {arch 1987 and 1988 may

be considered as 'solar quiet' as no large solar flares were recorded, and as such the

ozone levels during this time may be considered unaffected by solar protons. Following

the SPE onset (8 March 1989), total ozone masses during March 1989 exhibit small

variations, after which, there is consistent decline to a minimum of 8.11 xl 010 kg on

21 March 1989. This represents a large decrease of 7.4 x 109 kg or f'V9%. In contrast,

during the same period in 1988 and 1987 total ozone mass maxima are Yisible between

11 and 16 March. Although, by March 21 (1987, 1988) total ozone masses were down
4% and 3% on pre-event values, this represents a much smaller percentage ozone mass

loss than in 1989. Clearly, compared with 1987 and 1988, the depletion during 1989 is

unusual.

The mass of ozone for the same month in 1989, between north pole and lOON (thin solid

line), 1988 (broad solid line) and 1987 ( thickest solid line) are shown in Figure 4.8.

Variations, evident in each year, which show an increase of ozone in the earlier part

of March may be ascribed to sudden stratospheric \\"armings (SSW's). Observations

of SS\V's are described below. Such warmings must cause the total mass over the
northern polar cap in 1989 to increase from 1.52 X lOll kg on March .j to 1.56 X lOll

kg on ?\·larch 14 (see discussion below). Smoother curves in the latter part of March
reveal less dynamic activity. In Figure 4.8, the ozone mass (90-70 0 N) profile of 1989

exhibits a consistent loss in ozone mass, dropping to 1.44 X 1011 kg by ~'1arch 26 1989.

This represents a loss of 8.0 x 109 kg from March .j to 26. In 1988 and 1987 Figure 4.8

reveals no such loss, on the contrary, consistently increasing values are evident. Only

two other years (1987 a.nd 1988) of version 5 TO:\'15 data were accessible for comparison
with 1989.

Having established an approximate depletion symmetry (7.4 X 109 kg ozone mass loss

over the southern polar cap and 8.0 x109 kg for the north) we now draw attention to
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some temporal and spatial differences in the ozone distributions.

For purposes of interhemispheric comparison, the reader's attention is drawn to the
three colour plots in Figure 4.4 for 5, 14 and 21 March for the region extending from

the south pole to 60o S. The colour bar shows low total ozone as deep blue with total

ozone increasing through green, yellow the red. Each hue of the colour bar represents

a range of 20 DU, the lowest range being 180 to 199 DU. Vvithin the region down

to lOoS on !Vlarch 21 (bottom) there is a significant a.rea covered by deep blue colour

corresponding to decreased total column ozone. The same region on !'.Iarch 5 (top) is

characterized by green and pale blue tones i.e. total column ozone range of 240-320
DU. The days between March 5. and 21 were also analysed and are consistent with a

gradual increase in the area of ozone depletion.

In Figure 4.9 we show colour plots of the total column ozone distribution for March

14, 26 and 31 for an area covering the polar cap down to a latitude of 60 oN. In contrast

. to Figure 4.4 each hue in the colour bar now represents 40 DU and reflects the greater

dynamic range of ozone values in the northern hemisphere compared with those of

the southern hemisphere. Hence the colour bar in Figure 4.9 covers "alues from 300

to 659 DU and that in Figure 4.4 from 180 to 359 DU. The clear visual evidence of

systematic ozone depletion in Figure 4.4 is not evident in the colour plots of Figure
4.9. In fact there is an increase in total column ozone by March 14 as indicated by

the extended areas covered by green and the appearance of some yellow and red hues

on the uppermost colour plot of Figure 4.9. However these are replaced by light blue

hues by March 26 (middle plot of Figure 4.9) and several dark blue patches on a light

blue background appear by March 31 (lowermost plot of Figure 4.9). These losses were

sustained well into April and this is why we have shown the distribution on March 14,

26 and 31 over the north polar cap as opposed to March 5, 14 and 21 in Figure 4.4 for
the south polar cap.

As mentioned earlier, the temporal decreases in total column ozone over the polar

caps can be shown quantitatively by calculating, for selected days, the percentage area
covered by low total column ozone and expressing this as a percentage of the total
area down to a latitude of 70°. These percentages are shown in Figure 4.10 for low

total column ozone in the ranges < 460 DU (north polar cap) and < 260 DU (south
polar cap). These ranges are different since the background ozone levels in the north
polar cap greatly exceed those for the south polar cap. These upper limits were chosen
to include all blue hues in Figures 4.4 « 260 DU) and 4.9 « 460 Dl-). There is an
increase in the area cO\'ered by low total ozone over the southern polar cap (dashed
line in Figure 4.10), with some recovery to higher ozone ,!alues follO\\'ing ?\1arch 2l.

For the north polar cap (solid line in Figure 4.10) the area covered by the low range of

< 460 DU decreased until March 14, indicating an increase in north polar cap ozone.
However, following March 14 this trend is reversed and ozone values decrease. By
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Figure 4.9: Colour plot.s of total column ozone from the nort.h pole to

GooN. Upper panel for 14 lVlarclJ, middle panel for 26 IVlarclJ and bottom

panel for 31 March. All plots are subsequent. to SPE onset. Due to

increased dynamic ra.nge in total ozone over high nortlJPlTJ latitudes at

t.his time each hue of the colo1.11· bar represents Cl 40 DU range, unlike the

20 DU interval in Figure 4.4.
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:'larch 31 about 80% of the area from north pole to looN is coyered by ozone of <
460 DU compared to about 40% before the SPE. This contrasts a northern hemisphere

ten year average (1979-1988) where ozone yalues monotonically increased throughout

.\1arch (IVewman et al.) 1990).

In Figure 4.11 we show the ozone mass differences for both south (dashed line) and

north (solid line) polar caps, over an area extending to 70 0 S and 70 0 N respectively.

These differences are measured with respect to the ozone values on \1arch 5. Two
features can be clearly identified in Figure 4.11. Between March 5 and 14 the ozone

mass decreases over the south polar cap but, contrary to expectations following an

SPE, increases over the north polar cap. In addition, the depletion for the north polar

cap, after March 14, is more prolonged than that for the south polar cap.

The most important aspect of this work is the quantitative determination of the deple­

tion of ozone, over both polar caps, due to solar protons. Similarity of the magnitudes
of the depletion (not conspicuous from visual examination of the colour plots of satel­
lite ozone measurements) corroborates, at least for the present conditions, the often
assumed symmetry of precipitating solar protons (McPeters et al.) 1981) between the

two hemispheres. \\le now attempt to identify possible sources of the deviation, albeit
in some fine detail, from the observed symmetry in ozone depletion.

Contrasting background ozone values ("'250 DU for southern autumn polar regions

and ",450 DU for northern spring) may be ascribed to seasonal variations which are
governed by transport and chemical production and destruction (Perliski et al.) 1989).

During March 1989, the autumn stratosphere above the southern polar regions was

relatively unperturbed. Temperatures at the 30 mb level ('"'-'24 km altitude) recorded

at Sanae, Antarctica showed small fluctuations around -50°C, thus ruling out the pos­
sibility of PSC's. \\lind speeds at all altitudes were low (several m S-l). Hence, the

stratosphere was conducive to homogeneous gas phase chemical destruction, particu­
larly by nitric oxide produced by solar protons. The net effect was that the precipita­
tions of solar protons resulted in a well defined ozone depletion signature (dashed line
in Figure 4.11) over the southern polar cap.

Ozone distribution over the northern hemisphere at this time is quite different. Spring­
time ozone values exhibit large spatial and temporal variability, occasionally exceeding
600 DC, due to transport of ozone rich air from lower latitudes. At this time chlorine
chemistry, which destroys ozone, is proceeding. Hence, the ozone distribution is far

from quiescent and additional changes due to solar protons are not clearly apparent.
This could account for the depletion in Figure 4.9 being not nearly as well defined as
that for the south polar cap in Figure 4.4.
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Each year. in late "'inter, sudden stratospheric wannings (SSW's) are reported in
the northern hemisphere. Vertical propagation by planetary waves incites poleward

transport of both heat and ozone (Matsuno and ]\'akamum, 1979). In mid-February

1989 there was a major stratospheric warming event and around March 6 a second,
and final, SSVv event caused further increases in ozone and temperature (.Yeuber and

Kruger. 1990). This increase in ozone might well be responsible for the enhanced ozone

mass between :r..larch 5 and 14 in Figure 4.11. On the assumption that we expect the

same mass change due to the SPE in both polar caps, the SSW near :'1arch 6 would

be required to increase the total ozone mass by about 5.5 X 109 kg between March 6

and 14. This translates into the SS"T generating an ozone increase of about 5% over

the north polar cap.

Cold conditions over northern polar regions in January and February of 1989 were
favourable for the formation of PSC's over large areas (Kruger) 1990). PSC's provide

surfaces on which inert chlorine reservoirs i.e. ClON0 2 and HCl are converted into
reactive chlorine species. They also remove reactive nitrogen by absorption into, and
sedimentation of, ice particles containing nitrogen oxides (most commonly nitric acid).

This leaves the stratospheric air denitrified, and in doing so prevents reactive chlorine

from being reconverted into inert reservoirs of ClON02• A model (Isaksen et al.) 1990)
that allows for the effect of heterogeneous reactions on PSC's predicts ozone losses

in late :\1arch and might account for the prolongation of the north polar cap ozone

depletion which is borne out by the ever decreasing ozone mass values in Figure 4.11.

Conclusions regarding ozone depletion, obtained from visual inspection of satellite mea­

sured ozone distributions, such as those in Figures 4.4 and 4.9, can be misleading.

Determination of the total masses of ozone over the two polar caps, as we have done

here, is of prime importance and reveals similar large scale ozone mass loss over both
polar caps during March 1989.

4.4 Case study 2: Final months of 1989

4.4.1 Solar activity

Intense solar activity during 1989 prompted six major particle events, four of these
occurred between August and December. The ground level events (GLE's) in Septem­

ber and October caused several operational problems v"ith spacecraft in deep space,
in geosynchronous orbit, and in low earth orbit. These problems included enhanced
background noise in star trackers and rapid degradation of solar arrays (up to 5 years'

equivalent aging in less than one week). Further, significant radiation levels were mea-
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sured by dosimeters aboard transpolar airline flights at high altitudes.

Characteristics of the four events are summarized in Table 4.2. Each SPE produced

substantial fluxes of high energy protons, which were recorded by the GOES-7 satellite.
The onset dates and fluxes (particles cm- 2s-1ster- 1

), tabulated in Table 4.2 are 12

.-\ugust 9200, 29 September 4500,19 October 73000 and 30 November 7300. Maximum

,"alues of Kp (second column of Table 4.2) during the SPE's indicate that only the

August and October events were accompanied by intense geomagnetic activity, neither

being as severe as the ?\1arch event. The lower panels of Figures 4.12, 4.13, 4.14

and 4.15 which display geomagnetic field components for the four SPE's reveal an

enhanced, but steady geomagnetic field. Only during the October SPE are negative

values detected by GOES-6, implying a very distorted geomagnetic field which would

produce an extended region for particle precipitation. The time evolution of the particle
fl uxes of these events is displayed in the middle panels of Figures 4.12 (August event);

4.13 (September event); 4.14 (October event) and 4.15 (November event).

Inspection of the profiles of all four events reveals that maximum fluxes were registered

the day after onset and are therefore characterized by short rise times (especially the

September event). The event on September 29 represents the largest ground level
effect observed in over 30 years (Gamey, 1990). The solar region responsible for the
29 September event was NOAA region 5698 which rotated past the western limb of the
sun on 28 September. The GOES-6 spacecraft reported the onset of an intense X-ray

event at 1047 UT on 29 September, evident in the top panel of Figure 4.13. Humble

et al.) 1991 detected 0.5-15 GeV protons, inferred from responses of neutron monitors

in Australia. The most significant event is the SPE in October which has a flux of 73

000 (> 10 MeV) protons cm- 2
S-l ster- 1 . Riometer observations at Sanae (Stoker and

van Wyk, 1993) revealed linear increases in cosmic radio noise following these SPE's.

4.4.2 Modelled estimations and zn situ observations of NO
enhancements

The first in situ measurements of 0 concentration enhancements subsequent to a SPE
were achieved, following October 1989 SPE's, by Zadorozhny et al. (1992). The nitric
oxide profiles were measured by rockets launched from a Soviet research vessel from
·50-60°8. The NO concentration was measured by means of the photoionization method
based on the selective ionization of NO molecules by vacuum ultraviolet radiation with
the subsequent collection of the ions created. Results of these observations are given as
the solid profiles in Figure 4.16. The curves marked '2' and '3' are pre-event profiles

and the curve marked '7' was determined on 23 October 1989 at 59°S. The observed
\"0 increases (one to two orders of magnitude) are larger (,...",500%) than those esti-
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onset date maxk major flare proton flux proton fluence
of SPE p date class > 10 MeV > 30 MeV

12 August (3) 7- 12 August 2BjX2 9200 > 2.1 X 109

29 September (4) 4 29 September X9.8 4500 > 8.2 X 108

19 October (11) 8+ 19 October 4B/X13 73000 2.7 X 109

30 November (3) 4+ 30 November 3B/X2 7300 > 7.8 X 107

Table 4.2: The SPE's, and associated solar flares, during the final months

of 1989. Data from Solar Geophysical Data (1990, a, b, c, dj.
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Figure 4.14: X-ray (top panel), integrated particle flux (middle panel)

a.nd ma.gnet.ic components (bottom pa.nel) observed by the SEM inst.ru-

ment pa.cka.ge aboard the GOES-6 sp<lcecraft for the period 19 a.nd 20

Odober 1989.
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mated from ion-pair production rates by Re£d Et al. (1991) at 50-60°5. In particular,
measurements at lower altitudes (around 40 km) rneal significantly more NO produc­

tion C'" 1000%) than that predicted in Figure 2.21 (from Re£d et al., 1991) of '"100%,
possibly due to downward meridional circulation in "'inter over the southern polar re­

gions. Reid et al. (1991) forecast 55% column density enhancements in nitric oxide for

these four events for which their two-dimensional model predicts> 20% depletion in

upper stratospheric ozone at southern polar latitudes. Conjugate northern hemisphere

ozone losses were calculated to be only '"10%. We remind the reader that this model

only applies to quiescent atmospheric conditions and cannot simulate planetary wave

dynamics. Ja~kman et al. (1993) analyzed ozone data from the NOAA-ll SBUV/2

instrument and found evidence for long term ozone depletion following the SPE's in

both hemispheres. Furthermore, they detected a significantly larger ozone depletion

in the northern hemisphere than that in the south, contrasting to the prediction by
Re£d et al., 1991) that the largest depletions would be found in the southern polar

regions. In an attempt to achieve predictions that would match the observations more

closely Jackman et al. (1993) used a three-dimensional model which included plane­

tary wave activity during October/November. Results of this model, despite chemical
limitations with regard to chlorine chemistry, indicate that the southern hemisphere

response should indeed be significantly less than that of the north. These two models
are discussed, in more detail, in sub-section 2.8.2.

4.4.3 Southern polar cap ozone response

The impact of odd nitrogen enhancements on the spatial extent of low total column

ozone and of the total ozone mass, over a region extending from. 9W'8 to 70 0 S, is

determined for the period August to December 1989. The northern polar cap's response
was not measurable due to the lack of solar irradiance at this time of year. Comparisons

are made with a moderate solar activity baseline of previous years (1984 to 1988). The

effect, if any, of the SPE's on ozone during times of heterogeneous chlorine chemistry
and dynamic processes (important aspects of which are described in chapter 2) is
discussed.

This case study investigates a means by which odd nitrogen species, produced by
solar protons, could enhance or retard chlorine-catalysed ozone depletion in the austral
spnng.

TO\1S satellite ozone data were processed for the period from late Augmt (day number

240) 1989 to the end of that year. \\le have again calculated the total mass of ozone
(at SIP), taking into account the cosine dependence of the cell size of TOMS with

latitude, from the south pole to latitude 70 0 S. High zenith angles, as is the case for
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polar latitudes in winter, can result in measurement errors by TOi\IS. However, in
austral spring when ozone levels are very low (facilitating ultraviolet penetration),

these errors are minimized.

A plot of daily ozone mass, from 900S-700S, for day number 240 to 36·S (i.e from the

end of August to the end of the year) of 1989 is shown as a thin solid line in Figure

4.17. This time period, although excluding the immediate effects of the SPE on 12

August, was selected because all latitudes down to at least 80 0 S are illuminated. Arrows

indicate the onset of SPE's, the effects of which, since the lifetime of odd nitrogen in
the stratosphere is days to months (Reid et al... 1991), may be cumulative.

In order to assess any effect the SPE's may have had on ozone, a typical mass profile

for previous periods over which the chlorine-catalysed ozone hole appears, must be

computed. A baseline comprising of five years of daily ozone masses averaged over 1984,

1985, 1986, 1987 and 1988 (all solar quiet years) was evaluated. This is represented

by the thick line in Figure 4.17. The error bars represent the standard deviation, for

consecutive 20 day periods, of all the daily ozone masses over five years. These standard
deviations represent interannual differences in dynamics (e.g QBO and SS'V's) and

chemistry. Until day number 300 the 1989 ozone mass profile is always well below the

lower limit of these standard deviations. The interrupted line in Figure 4.17 represents

the ozone mass profile of 1987. This profile is included since 1987 is certainly the
'worst case' ozone hole prior to 1989. Radiative transfer computations indicated that

the 1987 Antarctic vortex approached radiative equilibrium, suggesting that dynamical

heat transport was very weak. Analysis of trace constituent data from aircraft also
indicates that mixing was very weak in 1987 (Hartmann et al., 1989). It is therefore

doubtful that the spatial extent of the pool of cold air in the vortex could increase

beyond that observed in 1987 through purely dynamical mechanisms (Toon and Turco,
1991).

The ozone mass reached all time low values of 4.7 x1010 kg in both 1987 and 1989

around mid-October (day numbers 270 - 285). These low ozone levels can be seen
visually in the upper colour plots in Figures 4.18 and 4.19 which show colour coded
total column ozone levels over Antarctica in October 1987 and 1989 respectively. The
spatial extent and depth of these two ozone holes, indicated by shades of blue, are
clearly very similar. In both 1987 and 1989, the pre\Oailing quiescent dynamics resulted
in an isolated vortex within which the ozone depletion occurred at a rate which was
chemically determined.

The year-ta-year variability of planetary wave acti\Oity in both hemispheres produces

a corresponding response in the strength and temperature of the polar vortex. These
year-ta-year fluctuations in the vortex strength and temperature appear to dominate

over the slow increase in available stratospheric chlorine in determining the year-to-
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Figure 4.18: Colour plots of total column ozone over Antarctica for 12

October 1987 (top) and 16 November 1987 (bottom). Blue colours rep­
resent low total column amounts. Each colour shade represents 40 DU.
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Figure 4.19: Colour plots of total column ozone over Antarctica for 12

October 1989 (top) and 16 November 1989 (bottom). Blue colours rep­
resent low total column amounts. Each colour shade represents 40 DU.
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year variability of the severity of the ozone hole. Studies indicate that year-to-year
variations in planetary wave activity generally folIO'\" the phase of the QBO (described
more fully in subsections 2.4.2 and 2.4.3) in the tropical winds of the lower stratosphere,
with more activity during easterly phase years. The ozone hole tends to exhibit the

same \'ariability (Garcia and Solomon) 1981). For example, in the QBO westerly year

of 1987: the ozone destruction in the Antarctic lower stratosphere was almost complete
(Hofmann et al.) 1989). In the QBO easterly year of 1988, the planetary wave activity

was high, polar temperatures were warm, and the zonal mean vortex winds \yere weak.

In October 1988 the ozone depletion was much less than in 1987 (Schoeberl et al., 1989).
The sensiti,iity of the ozone hole to dynamical activity is not unexpected because slight

modulation of the vortex temperatures by planetary waves could greatly modulate the
regional coverage of PSC's. Indeed, any planetary wave activity at all will tend to

weaken the ozone depletion by raising the vortex temperatures (Poole et al.) 1989).

Cooling associated with ozone depletion may serve to further prolong the longevity
of the vortex. The 1989 austral ozone depletion occurred under the easterly phase

QBO conditions, yet the mid-latitude stratosphere was relatively quiet in the early

spring and polar temperatures were colder than average (Stolarski et al.) 1990), and

so corresponded on the surface more to a westerly condition. Thus the high latitude
response to the tropical QBO is less than straightforward.

Ozone masses are most variable at the time of vortex breakup (the commencement of

which may vary from year to year), reflected in the high standard deviations, from day

number 300 to 340, throughout October and November in Figure 4.17. Two distinct

differences between the 1989 ozone mass profile (thin line) and the 5 year average profile

(thick line) are evident. Between day numbers 260 and 305 (end of October) the 1989

ozone hole is considerably deeper than the average profile. A mass difference of 2.2

x 1010 kg around day 280 is over twice the standard deviation. In addition there is

a further deviation between the lines corresponding to 1989 and the five year average
in Figure 4.17 from day number 305 to the end of the year. Ozone masses during
December 1989 do not recover to the average five year value. A difference of up to
1.9 ± 1.7 x 1010 kg, around day number 333, is evident in this period. Although, as
already noted, the polar ozone mass of 1989 (thin solid line) corresponds well with that
of 1987 (thin dashed line) during late September and early October, large differences
are noticeable for late October and early !\ovember. This is the time of the vortex
breakup which leads to warmer temperatures (leading to evaporation of PSC's) and
mixing of lower latitude, ozone rich air.

Colour coded temperature profiles above Sanae for 1987 are given in Figure 4.20 (some
data were unavailable) and those for 1989 in Figure 4.21. The coldest temperatures are

represented by blue shades. At altitudes of '"'-'50 mb, the three darkest blues represent

a high probability of PSC formation. The pattern of warming associated with the
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vortex breakdown illustrated by the appearance of green, and then red. shades around

day number 280 is fairly similar in 1987 and 1989. This suggests that the 1987-1989
difference in the recovery of the ozone hole may not be solely dynamical. Additional

::\Ox at this time may, instea.d of leading to homogeneous gas phase destruction of
ozone, lead to the increased rate of the confinement of liberated chlorine radicals into

inert reservoirs such as CION0 2. Although the models of Reid et al. and Jackman et

al. do not include chlorine and bromine chemistry, Jackman et al. (1993) postulate

that its inclusion would lead to reducing ozone's sensitivity to NO y at a time when

CION02 can build up in low sun conditions.

Clearly, since background chemical and dynamical characteristics are crucial in deter­

mining the ozone response to NOx enhancement, the period from August to December

should be divided into intervals of similar atmospheric conditions. Thus, the possible
effect of the first two of the SPE's (day numbers 224 and 272) which were coincident

with dark conditions and PSC formation will be discussed separately to the final two
SPE's (day numbers 292 and 334) which occurred during the vortex breakup and sunlit

conditions. The effect of the first two SPE's is considered below and is followed by

discussion of the possible ozone response to the last two SPE's.

During the winter and spring PSC's (see section 2.5), which form in the extreme cold

of the Antarctic middle atmosphere, are surfaces for the heterogeneous conversion of
passive chlorine reservoirs into reactive chlorine species. The vast majority of PSC's

observed are not pure water ice or nacreous clouds since they have extinctions less
than 1O-2 /km (Hamill et al., 1986). They probably consist of a frozen form of nitric

acid with three water molecules (HN03 .3H20) called nitric acid trihydrate (NAT).

These clouds form at a higher temperature (-78°C) than their nacreous counterparts

(-83°C). The formation of NAT PSC's results in a highly denitrified stratosphere as

the reactive nitrogen, which can trap chlorine into a reservoir molecule CION02 , is

converted into nitric acid. During this time period there is still significant radiative

cooling, leading to a descent of air in the polar vortex, thus increasing NO x abundances
at 16 to 32 km (Callis and Natarajan, 1986) as they are transported to altitudes where
PSC's are present.

Peter et al., 1991 have modelled the effect that odd nitrogen from exhaust gases of 600
high-flying aircraft may have on NAT PSC formation probabilities. Since increased
concentrations of odd nitrogen lead to a higher saturation temperature (in their case
an increment of 5°C), PSC's are able to form at higher temperatures. They predict a
doubling in occurrence of NAT PSC's and an e\"en stronger increase of ice condensing
on l\AT particles for northern polar latitudes. Coincidentally, the mass of odd nitrogen

produced by the aircraft is similar to that deposited by a large SPE. The purpose of

this work is to ascertain what effect odd nitrogen species may have when added directly
to low altitudes in the polar stratosphere (thousands of protons with energies> 100
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MeV reaching 30 km and below were detected) during the occurrence of the ozone hole.

A study by Steele et al. (1983) showed that PSC observations are highly correlated

with low temperatures. Cloud is continuous in regions where temperatures are around

or below -83°C (Toon and Tu reo, 1991)~ inferring that the primary prerequisite for
PSC formation is temperature. Assuming that ~AT PSC's may form at temperatures

of -7SoC, the Antarctic ozone depletion is principally confined to the region inside

the polar vortex where the lower stratospheric temperatures remain below about ­

78°C for several months and PSC's are frequently observed (Toon and Tu TCO, 1991).

The physical size of the ozone hole appears to be largely determined by the spatial

extent of the cold temperature region, which in turn controls the area of potential PSC
formation. \file infer from temperature data for Sanae (700S, 2°\iV) , Antarctica in Figure

4.21 that days of possible PSC formation are from day number 155 to 290 in 1989 as

indicated by the darker shades of blue at approximately 50 hPa. The corresponding
time interval of possible PSC formation in 1989 is marked by a horizontal arrow in
Figure 4.17. Of course, the underlying assumption here is that Sanae, being located on

the periphery of the area under consideration viz 900S-700S, represents an upper limit

of prevailing temperatures over the south polar cap. The effect on the northern polar

ozone might be quite different as moonlight observations suggest that denitrification is
a much smaller effect there (Gernandt, private communication).

In order to quantify any effects on ozone concentrations due to additional NAT PSC's
we calculated the extent in area of low ozone, < 250 DU (used to define the ozone hole

by Proffitt et al. (1989), a) within the latitude regions 900S-700S and 800S-700S. The

difference in the area covered by the < 250 DU contour in 1989 and the area covered

by this contour during five year average (1988~ 1987, 1986, 1985 and 1984) are shown

as thick (solid and broken) lines in Figure 4.22. Solid lines represent area difference
calculated within the latitude zone 900S-700S and the broken line 800S-700S.

A noticeable feature of the thick lines in Figure 4.22 is that they are very similar in

variance and magnitude, from which we may infer that any changes in area are largely
in the zonal band 800S-700S. This is what \\'e might expect since lower stratospheric
ozone poleward of 80 0 S is almost totally absent throughout the ozone hole period
(Stolarski et al., 1990) and the processing by PSC's is therefore saturated. These very
low total column values indicate only residual tropospheric and upper stratospheric
ozone (Stolarski et al., 1990). The increase in area of the < 250 DU contour between
80 0 S and 70 0 S in 1989~ compared with the mean of previous years, varies between 1.3
and 6.0 x 106 km2

, well outside any error that maybe incurred by the difference in data
verSIOns.

To confirm this increase, a similar analysis between 1989 and 1987 (thin broken and

solid lines in Figure 4.22) was performed. Again, the solid line is for the region 90 0 S-
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lOOS and the broken for 800S-700S, which once again match each other in variance and
magnitude. Areas of increased ozone depletion can be up to 2.632 X 106 km2

• The
accuracy of the results ("" 103 km2

) is limited only by the TOMS polar latitude cell

size since version 5 TO.\lS data were used for both 1987 and 1989 data.

The effect of the final two SPE's in 1989 (day numbers 292 and 334) is hard to quantify

as vortex erosion in the last two weeks of October 1989 (Stolarski et al., 1990) implies

high ozone temporal and spatial variations. Howe\'er, the thin lines in Figure 4.22

(which show differences between the previous \wrst case hole of 1987 and 1989) show
a negative change for this time of year, indicating the more rapid recovery of the 1989

ozone hole. The 1989 ozone hole (defined as areas over which total ozone < 250 DU)
was 3.47 x 106 km2 smaller at the end of October than that of 1987. The rapid ozone

hole dissolution in 1989, as compared with 1987: is clearly obvious when inspecting the

1989 and 1987 mass profiles following day number 300 in Figure 4.17. This can also be

detected by on inspection of the colour plots in the lower panels of Figures 4.18 and

4.19. Since dynamics were similar for these two years, it seems likely that differences

in ozone recovery may be attributed to chemical factors. The increased abundances of

NOx produced by the SPE's in October and November, may have contributed to the
1989 ozone hole's relative quick healing by effectively tying up the chlorine radicals into
ClON02 reservoirs. This has been suggested by Jackman et al. (1993) in speculating
the effect of the inclusion chlorine chemistry in their three-dimensional modelling of

the October 1989 SPE.

In summary, an increase in the spatial extent of the 1989 ozone hole compared to

previous years, even 1987, was detected. The enhancement of NOx concentrations

due to SPE's, occurring simultaneously with the ozone hole, may be seen as a likely

source to increase the probability of NAT PSC formation, and so enhancing chlorine
catalysed ozone destruction. However, the addition of NOx may, in some instances,

result in larger ice particles rather than increasing the area of coverage of PSC's and

additional odd nitrogen will have no effect in regions where processing of ozone is
complete. Analysis of total ozone data later in the year suggests that the further
.\'Ox enhancements produced by SPE's during the breakup of the polar vortex and
subsequent warming of the polar region, could lead to rapid repair of the 1989 ozone
hole as they are able to nullify active chlorine radicals.
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4.5 Case study 3: July 1982

4.5.1 Solar data and subsequent satellite NO observations

Solar parameters for the July 1982 SPE are set ouL in the same format as the SPE's

in the previous case studies, in Table 4.3. The GOES-7 measured proton (> 10

?\1eV) flux of 2900 particles cm-2 S-l ster-\ makes it the largest SPE of solar cycle 21.

Geomagnetic conditions were extreme, with the Kp index attaining a maximum value

of 9.

McPeters (1986) used the SBUV instrument aboard Nimbus 7 to measure NO con­
centrations following this SPE. The SBUV scans, once every 24 days, all wavelengths

in the interval 160 to 400 nm, with a resolution of 0.2 nm. This facilitates accurate

measurement of the vibrational emission spectrum of nitric oxide. The (10), (01) and

(02) r bands appear at 215, 236 and 246 nm respectively. Results from this analy­
sis are plotted as the cumulative amount of NO above 1 mb (1014 molecules cm-2

)

for the 20 July 1982, a week following the SPE, as the dot-dash-dot curve in Figure

4.23. For comparison, data from the 25 July 1981 (solid curve) and the 15 July 1983

(dashed curve) which represent solar quiet conditions are also shown in Figure 4.23.

Measurements at high southern latitudes indicate that there was far more NO over this

region in 1982 than in either the previous or following years. An increase amounting

to 5 x1014 molecules cm- 2 above 50 km was detected by analysis by McPeters (1986)
of the spectrum recorded by the SBUV instrument over southern polar regions. This

translates, by theoretical calculation, to "-'7 x 1014 molecules cm- 2 in the area above

60 0 S. The NO enhancements following the SPE were still detectable on September 6.
In the northern hemisphere, on the other hand, there is no evidence, as shown in Figure

4.23, of prolonged NO increments. The interhemispheric difference in :\"0 production

subsequent to the SPE may be attributed to seasonal differences. The chemical lifetime

of NO near the austral winter pole is extended due to lack of solar irradiation, whereas
its lifetime is considerably shortened over the summer pole.

4.5.2 Southern polar cap ozone response

Again, we calculate the total ozone mass within 90-700 S which is plotted in Figure
4.24. The 1982 ozone mass profile is represented by a solid curve, the 1981 by the

dot-dash-dot curve and the 1980 by the dotted curve. The vertical arrow marks the
SPE onseL No ozone masses can be estimated before day number 214 (beginning of
August) since there is no solar illumination above 70 0 S. The ozone mass profiles extend

well past the last detection of :\"0 enhancements on September 6 (day number 250)
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onset date max k major flare proton flux proton fluence
of SPE p date class > 10 MeV > 30 MeV

11 July (>4) 9 09 July 3BjX9 2900 > 2.2 X 107

Table 4.3: The SPE, and associated solar flare, during July 1982. Data
from Solar Geophysical Data (1985).
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1981 (solid curve) and 1983 (dashed curve). From McPeters (1986).
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to allow assessment of the SPE within the context of the development of the ozone

hole. The ozone mass loss that is common to all years, during the period up to day
260 can be ascribed to the natural austral ,,-inter decline Dobson (1966) O\-er austral

polar latitudes, as discussed in section 2.2. Continuing ozone decline after day 260 in

each year is due to chlorine catalysed depletion.

\\le now address any differences between the ozone mass profile of 1982 and those of

previous years. Since we are unable to estimate the ozone mass before the SPE we

calculate the. amount of maximum ozone loss in 1982 compared to a 1980/81 average.

By day 234 (12 August) 1982 there was 9.2 x10 9 kg less ozone than the 1980/81

average. An average total mass of ozone down to 70 0 S has also been calculated over

the interval from day number 214 to day number 245 in 1980 and 1981. These averages

with standard deviations are, respectively~ 9.98 ± 0.38 x 1010 kg and 10.24 ± 0.39
x1010 kg. The additional ozone loss in 1982 is two to three times standard deviation

during the solar quiet years, implying that the observed decrease is not due to natural
variability of ozone at this time of year. Colour plots of total column ozone for day
number 234 of 1980 are shown in the upper image of Figure 4.25 and day number 235

of 1982 in the lower image. Comparison, by visual inspection (which is deemed to be

representative of the ozone amounts for the dynamically quiet month of July) of these

plots, suggests that there are indeed lower ozone levels over Antarctic regions following

the July 1982 SPE. Prevailing winter conditions imply a longer chemical lifetime of

NO and downward transport to lower altitudes. HO\,-ever, without sunlight there is no

mechanism for NO gas phase destruction of ozone so that any ozone loss associated

with a SPE over the southern polar cap would not be expected until some illumination

returns there. Therefore it may be likely that this ozone depletion cannot be attributed
to a gas phase mechanism but, as in case study 2, the additional NO x may rather be

effective by increasing the probability of NAT PSC formation. Chemistry at this time

of year has proved to be very sensitive to dynamics_ During August-September the

QBO was in the west phase for 1980 and 1982 and the east phase for 1981 (Lait et
al., 1989) inferring similar dynamic conditions for 19S0 and 1982. Comparison of only
1982 and 1980 mass profiles reveals that 1982 is still significantly lower. However,
small differences in the QBO between these two years could account for decline rate
deviations in September.

4.5.3 Northern polar cap ozone response

Ozone masses calculated over 90-70 0 Nare shown in Figure 4.26. The horizontal scale
is different to that of Figure 4.24, showing only the calculated ozone masses until mid­

September. The decline in ozone mass, common to each year, over this period may be
attributed to summer ozone decline over northern polar cap, as discussed in section 2.2.
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Figure 4.25: Colour plots of total column ozone over Antarctica for 21

August 1980(top) and 22 August 1982 (bottom). Each colour represents

20 DU.
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Clearly~ there is no marked difference between the decline rate of ozone masses between
1982 (solid curve) and previous years. The a.bsence of additional ozone depletion in
1982, that rrilght be associated with a SPE, is corroborated by the NO observations of
McPtters (1986) which indicate that there were no measurable NO enhancements over

high northern latitudes. The interhemispheric asymmetry of the ozone loss is similar

to that following the SPE of August 1972, indicating that atmospheric conditions are

of prime importance when evaluating ozone loss resulting from SPE's.

4.6 Summary

For all three case studies, techniques were employed to estimate, quantitatively, the

ozone loss over the entire polar cap region (90- (00
) following large SPE's.

The results of the analysis of the TOMS data during March 1989, which allowed an

assessment of the simultaneous ozone response over both polar caps show:

• over the region 90-700 sirrillar ozone mass depletions of 7.4 xl 09 kg for

the south polar cap and 8.0 x 109 kg for the north polar cap, indicating
some degree of symmetry for this event.

• there was deviation, albeit in detail, from the observed ozone depletion.
The possible source of this is the contrasting autumn conditions over

the south polar cap with the spring conditions prevalent in the north.

Springtime ozone values exhibit large spatial and temporal variability
due largely to planetary wave dynarrilcs at this time. Meanwhile, autumn

conditions are relatively quiescent over the austral pole.

Due to lack of solar irradiance only the southern polar cap ozone response was observ­

able following the SPE's in the latter months of 1989. Great caution was exercised.
when interpreting the analysis of total ozone as the SPE's were concurrent with the
complex dynamics and chemistry that accompany the formation and dissolution of the
ozone hole. However, results suggest that:
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• the SPE's in August and September enhanced the NAT PSC formation
within the zonal strip 80 to 70 0 S. Total ozone < 250 DU covered a greater
area (up to 2.63 million km2 ) than the pre\'ious 'worst case' ozone hole

of 1987

• the SPE's in October and November retarded the chlorine radical de­
struction of ozone (as proposed by lad-man et al. (1993)) by providing

large quantities of NO x which are able to react with chlorine monoxide

and result in the formation of the inert reservoir CION02 · The 1989

. ozone hole was 3.47 x 106 km2 smaller than that of 1987 by the end of

October.

Total ozone mass observations following the July 1982 SPE agree with satellite obser­

vations of NO by McPeters (1986). Ozone mass profiles during the period follmving

the SPE reveal:

• an ozone mass depletion of 9.2 x109 kg by August 12 over the austral

winter polar cap compared with previous years. The mechanism of this

depletion is uncertain. Although gas phase NOx destruction cannot be

completely ruled out as solar irradiation returns to the polar regions in
August, it is thought more likely that this depletion could be ascribed

to increased NAT PSC formation.

• no ozone mass loss was detected which substantiates the absence of NOx

enhancements in satellite observations of NO. Odd nitrogen chemical

lifetimes are thought to be too short in summer polar cap to be effective

in ozone depletion.

It is clear from these case studies that the ozone response can not be determined simply
by a knowledge of the particle profile of an SPE and subsequent ion pair production

estimates. Although important, these studies show that the prevailing dynamics (espe­
cially planetary wave and QBO effects), meridional circulation patterns, photochem­
istry and competing heterogeneous chlorine chemistry can play the most crucial role in
ultimately determining the quantitative ozone loss following a SPE. This is reflected
by the inability of some models (in particular two-dimensional versions) to accurately
predict these depletions.

4.7 Suggestions for future work

Computer simulations, performed by other authors, of the ozone response to SPE's
have been discussed in chapter 2 of this thesis. We do not have such a model. Clearly,
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it would be very beneficial if the author could gain some experience in performing such

calculations.

The analysis performed in the case studies in this chapter calculates the ozone response

to SPE's within a spatial extent defined by geographic latitude. However, spatial

constraints such as geomagnetic latitude or potential vorticity contours, could have

been applied. Clearly, it would be advantageous to determine whether these alternative

spatial coordinates could provide further, and maybe different, information on the

relationship between enhanced NO x levels, due to SPE's, and ozone.

Satellite vertical profile ozone data would be very "aluable in assessing the effects of

SPE's. The SBUV experiment failed in February 1987 (Miller, 1989). The Strato­

spheric Aerosol and Gas Experiment (SAGE II) aboard the Earth Radiation Budget

Satellite (ERBS) employs the solar occulation technique to determine ozone vertical

profiles between altitudes of 10 and 65 km. This satellite has a highly precessing 55°
inclined orbit (McCormick et al., 1989) providing observations of limited spatial extent
each day. Although it does, on occasion, make observations near 80°, during periods
of SPE's in 1989, the satellite was over middle or low latitudes.

Atmospheric parameters (temperature and wind speed) were observed at Sanae during

the SPE's, and were used to establish prevailing conditions over the southern polar cap

at these times. Hmvever, since Sanae is located on the periphery of the analysis region,
it would be advantageous to have further data at higher latitudes. These data were
not immediately available.

SPRI has installed a Systeme d'Analyse par Obsen'ations Zenithales (SAOZ) spec­
trometer at Sanae, Antarctica (70.3°S;2.4°W). The ground-based ozone response, if
any, during future SPE's will be monitored by this instrument.
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Chapter 5

Long term variations in total ozone

over Antarctica

5.1 Introduction

The purpose of this study is to investigate the long term (months to years) variations

in the austral polar ozone field. In order to achieve this, a data set is required that

offers long periods of uninterrupted measurements and has extensive coverage over

the southern polar cap. Continuous total ozone measurements, extending over many

years, are relatively rare, especially over Antarctica. The first Antarctic ozone measur­
ing stations were established during the International Geophysical Year (IGY), 1957

(MacDowall, 1960). Single station measurements are strongly influenced by regional

weather systems and so, exhibit large fluctuations. Therefore, ground-based measure­
ments are not ideally suited for the detection of the more subtle long term influences

(Diitsch, 1979). The TOMS instrument, aboard the Nimbus 7 satellite, has monitored
global ozone on a daily basis throughout the period from November 1978 to May 1993.

This constitutes the longest, uninterrupted satellite ozone data set. The acquisition
and format of TOMS total ozone data is described in chapter 3 of this thesis. These
data are therefore unique in that they permit detection of long term oscillations of the
large scale structure of total ozone over Antarctica, not just above one station. The
area of interest chosen for this thesis is the southern polar cap (90-70 0 5). In order to
provide one value per day to represent the amount of ozone over the south pole, the
ozone mass was calculated by the method described in section 4.2.

An eleyen year data set, 1981 through to 1991, was selected from the TOI\15 version 6
data records. It was fortuitous that this interval incorporates two stronO" solar maximao ,

providing the strongest possible solar cycle signal in the polar ozone data. Furthermore,
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some of the largest SPE's ever recorded occurred over this p,eriod. The analysis of

some of these SPE events was described in chapter 4. Dynamical conditions were also
pronounced in this interval which includes two strong ENSO events.

A Fast Fourier Transform (FFT) was applied, using a Hewlett-Packard 9000 mainframe
computer, to the diurnal polar ozone mass "alues, derived from the TOMS instrument,
in order to determine the principal periodicities of Antarctic total column ozone.

Solar radio (10.7 cm) flux data were selected as a yardstick for solar ultraviolet forc­

ing during the eleven year interval. These data correlate particularly well with solar
extreme ultraviolet output, and are often used as a proxy to characterize the solar
extreme ultraviolet flux for computation of atmospheric effects (Walterscheid, 1989).

An in-depth review of the data acquisition and format of the solar radio flux data can
be found in chapter 3. A FFT was applied to this data in exactly the same manner as
it was applied to the ozone data. This procedure is described in section 5.3.

Interpretation of the resulting spectra requires some caution, as the data sets extend

over only one solar cycle. In addition, a plausible mechanism must be demonstrated
when assessing the significance of the frequency spikes. The current understanding of
these mechanisms has been outlined in chapters 1 and 2 of this thesis. They will be

highlighted again in sub-section 5.4.1 entitled 'Interpretation and discussion of signifi­
cant peaks' in this chapter.

Although the FFT was only applied to the southern polar cap ozone data in the work
of this thesis it can, of course, be applied in the same way to northern high latitude
ozone data. However, the burden in terms of computer time did not allow for the
inclusion of the northern hemisphere long term variation study in this thesis. This is

intended to be a future project by the author. The southern hemisphere was chosen
in preference to the northern hemisphere as it was thought that solar effects would be
more dominant there due to the reduced amount of mixing associated with planetary
wave activity. Labitzke and van Loon (1988) found that the effect of solar activity
on ozone may be influenced by the phase of the QBO. This result implies a complex
picture of solar-ozone relations which is confirmed by the rourier analysis performed
here.
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5.2 Fourier theory

5.2.1 Groundwork

The application of a Fourier transform to any waveform identifies the unique set of sine
functions which, when combined, can recreate the original waveform. \Iathematically,

this relationship is stated as

H(f) = 1: h(t)e- i2
r.f

t dt, (5.1 )

where h(t) is the waveform to be decomposed into a sum of sine functions, H(f) is
the Fourier transform of h(t), and i = yCT. The Fourier transform, or - i transform,
is a frequency domain representation of a function h( t). Throughout this chapter, a
lower case symbol will represent a function of time while its Fourier transform will be
represented by the corresponding upper case symbol: which is a function of frequency.

In general, the Fourier transform of a function is complex

H(f) = R(f) +i I(f) = IH(f) I eiB(f) , (5.2)

where R(f) is the real part of the Fourier transform: I(f) is the imaginary part of the
Fourier transform, IH(f) I is the amplitude such that

IH(f) 1= JR2(f) +12(f)

and O(f) is the phase angle given by

O(f) = tan- 1 [I(f)] .
R(f)

The inverse Fourier, or +i, transform is defined as

(5.3)

(5.4)

(5.5)

Inverse transformation determines a function of time from its Fourier transform. If two
functions h(t) and H(f) are related by the equations (.j.1) and (5.5), they are termed a
Fourier transform pair. This relationship is denoted by a double arrow.- .

h(t) {:;> H(f).

5.2.2 Some useful transform pairs

(5.6)

The most frequently encountered transform pairs are illustrated in Figure 5.1. Functions
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(5.7)

that are time dependent are sketched on the left side of Figure 5.1, and the - i Fourier
transform of each function is plotted on the right side. Each transform pair will be
addressed, starting with the uppermost pair and proceeding down to the last.

• dc function
The de function h(t) = K, where K is a constant, transforms to a frequency spike

of amplitude K at f=O. A frequency spike is defined so that its integral is equal

to its amplitude i.e. it is infinitely narrow. When the spike's amplitude, and so
area, is of unitary value the spike is termed a 8, or impulse, function.

• cosine function
The cosine function A cos (27!'fot ) is plotted on the left and it's associated Fourier

transform consisting of two 8 functions, at fo and -fo, corresponding to the fre­

quency of the cosine function. Each 8 function has an amplitude t. This trans­
form is called an even impulse pair.

• sine function
The Fourier transform of Asin(27l'fot) is an odd impulse pair. The impulse at -fo
has an amplitude t, while that at fo has an amplitude -to

• shah function III(t)
The shah function, plotted on the left side of the fourth panel, is composed

of a row of unit amplitude impulses occurring at an interval T. This function

transforms to a row of impulses of amplitude t spaced at f frequency intervals.

• top hat function ll(t)
The top hat function has a value of A for [I t I :s; To] and 0 elsewhere so that
the 'top hat' has a width of 2To and a height A. It transforms to a sine function
where

. (2 f ) - 2 AT sin(27!'Tof)smc 71' at - 0 .
27!'Tof

By inspection, the sine function has an amplitude of 2 A To at f=O and has zero
\'alue at the frequency node points f = 2 ~ • This transform implies that a squareo .
wave can be constructed by simply adding many cosine functions, each having
their own characteristic amplitude, frequency and phase. The sharp edges of
the top hat function are represented by the high frequency components of the
transform.

• Chinese hat function A(t)

A Chinese hat function, which has a triangular shape, is plotted on the right

side of the sixth panel, in Figure 5.1. It's transform is the sinc2 function with

frequency nodes at f = 2 ~o and a maximum amplitude of 4 A2 T6 at f=O.
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• exponential function
This function consists of an exponential function~ h(t) = ~ e- f and its mirror

image in the t=O axis. The transform ofthis function is H(f) = o:2+~:2 f2 is plotted

on the left side of the penultimate panel.

• Gaussian function 1

A typical Gaussian function of amplitude [;.] 2" at t=O is transformed in the last

panel of Figure 5.1.

These transform pairs have been derived by application of the Fourier integral equation

(5.1) to a function of time h(t). However, it is not necessary to resort to mathematical

integration each time a schematic transformation is required. By knowing these fun­

damental transforms and, by applying certain properties of the Fourier transform, it is

usually easy to estimate even the most complicated of transforms, as illustrated in the

following sub-section.

5.2.3 Fourier transform properties

For completeness, the fundamental properties of the Fourier transform are mathemat­

ically derived here. However, it is not easy to conceptualize the properties in this

format, and so, each property will be illustrated by a graphical example.

Linearity

If x(t) and y(t) have the Fourier transforms X(f) and Y(f) respectively, then the Fourier
transform of x(t) + y(t) is

so that

i: [x(t) + y(t)] e-i2
1l"ft dt i: x(t) e-

i2rit dt +i: y(t) e- i2dt dt

X(f) +Y(f)

x(t) +y(t) {:} X(f) +Y(f). (5.8)

To illustrate this concept, consider the determination of the Fourier transform of an

infinite cosine function, frequency fo, with an offset of K. This function is sketched in

the lower left corner of Figure 5.2. Obviously, this function is a composite waveform,

made up of the functions x(t) = K and y(t) = cos(27rfot). The transforms of both
x(t) and y(t), which have been graphically determined in the previous sub-section, are
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shown in the top and middle panels respectiyely of Figure 5.2. Applying the linearity

theorem, x(t) + y(t) = X(f) + Y(f), we can determine the Fourier transform of the
offset cosine function by simply adding the t\yO kno\\"D transforms. This result, which is

shown on the right side of the final panel, comprises an impulse function of amplitude

K at f=O and an even impulse pair of amplitude ~ at frequencies fa and -fa·

Symmetry

If h(t) and H(f) are a transform pair then

H(t) {:? h(-f). (5.9)

This symmetry property is established by replacing t with -t in equation (5.5) so that

h(-t) = 1: H(f)e-
i2rit

df

and then, by interchanging t with f,

h(--,-f) = 1: H(t) e- i2rit dt.

(5.10)

(5.11)

This theorem ensures that once we have computed 'one way' of the Fourier transform,

that the determination of the inverse transform is trivial. A function such as II( t),

where h(f) = h(-f), the transform pair then becomes H(t) {:? h(f) and so, both the

direct and inverse transform pairs are identical, as illustrated in Figure 5.3.

Time scaling

If the Fourier transform of h(t) is H(f) then the transform of h(kt), where k is a real

constant > 0, can be determined by substitution of t' = kt into the Fourier integral
equation

(5.12)

A more general form of the time scaling transform pair, which includes values of k <
0, is

(5.13)

An illustration of the application of time scaling theorem to II( t) is given in Figure

5.4. The top panel depicts the standard transform pair. The middle panel shows

a time scale expansion by a factor of 2 applied so that h(&) = A for [I t I:S 2To].
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The Fourier transform of h( ~), shown on its right, is compressed compared with the

standard transform shown above it, with frequency nodes at 4 ~o. Associated with the
frequency compression is an amplitude enhancement so that the amplitude, at f=O,

is doubled to 4ATo. Despite an alteration in the time scale, the integral of the time

function, h(t), must remain unaltered. The lowest panel displays the transform pair

where the top hat function has a time scale that is expanded four fold.

Caution must be exercised when applying the time scaling theorem to impulses since

they are defined to be infinitely narrow and so,

(5.14)

Frequency scaling

If the inverse Fourier transform of H(f) is h(t), the inverse Fourier transform of H(kf)

where k is a real constant, is given by

(5.15)

The frequency scaling theorem can be mathematically established in a similar way to

that of its time counterpart derived above, by substitution of f' = kf.

The effect of frequency scaling on the Fourier transform of the top hat function is

illustrated in Figure 5.5. Once again, the top panel depicts the standard transform

pair. In the middle panel the frequency scale has been expanded by a factor of 2. This
implies a top hat function whose width is halved and whose height is therefore doubled.

Of course, by expanding the frequency by a factor of 4, depicted in the last panel, the

inverse transform is a top hat function that is a quarter of the width and four times
larger than the original function.

Time shifting

If a function h(t) is shifted by a constant amount, t' its Fourier integral can be evaluated
by letting s = t - t'. The time shifted Fourier transform pair becomes

j
oo ,

-00 h(t - t ) e- i
2r.ft dt = j

oo ,

-x h(s) e-
i2d

(sH) ds

I Jooe-
i2dt

-00 h(s) e-i21Cfs ds

e- i2dt' H(f).

(.j.16)
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Or, in a more concise notation

h(t - t') <=? H(f) e-i2dt '. (5.17)

Time shifting results in a change of phase angle ~ B(f) = tan-1 [~W)], so that the real,
R(f), and imaginary, I(f), parts of the Fourier transform must be plotted to illustrate

its effects. The magnitude of the Fourier transform~ IH(f)l, remains unchanged. Figure
5.6 shows four transform pairs where the time functions have the form h(t - nt'). In

the top panel n=O, n=l in the second, n=2 in the third and, n=4 in the last panel.

The cosine function on the left side of ea.ch panel has an amplitude of 2A and a period

of St'. Time shifting h(t) alters the amplitudes of the impulse pairs in the real and

imaginary parts of the frequency domain. However, the sum of their amplitudes is

always j2AI. Attention is drawn to the third panel where h(t) is a sine function with a

transform that is purely imaginary. On the other hand, the first and last panel which
depict cosine curves, have transforms that are purely real.

Frequency shifting

If H(f) is shifted by a constant frequency fa, by the symmetry theorem, its inverse
transform must be multiplied by ei27l' tfO and so,

h(t) ei2
7l'tfo <=? h(f - fa). (5.18)

This property can be derived in a similar fashion to its time counterpart, by substituting
s = f - fa.

A transform pair of an arbitrary function h(t) is plotted in the top panel of Figure 5.7.

In order to shift the frequency spectrum, H(f), by fa as shown in the middle panel, it

is necessary to multiply h(t) by a cosine function whose frequency is fa. This process,
called modulation, will be addressed in more detail in the next sub-section.

Oddness and evenness

The importance of symmetry in Fourier theory has already been suggested. However,
more alertness is required to ensure full exploitation of symmetry properties in Fourier
transforms.

A function e(t) such that e(-t) = e(t) is a symmetrical, or even, function. A function
o(t) such that o(-t) = -o(t) is an anti-symmetrical, or odd, function. The sum of even
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and odd functions is, in general, neither even nor odd. Any function h( t) can be split

unambiguously into odd and even parts

h(t) = e(t) +o(t) (5.19)

where e( t) and o( t) are, in general, complex. The even part of any function is the mean

of the function and its reflection in the vertical axis while the odd part is the mean of

the function and its negative reflection i.e.

e( t) ~ [h(t) + h( -t)] (5.20)

o( t) = ~ [h(t) - h( -t)]. (5.21 )

Time shifting can alter the magnitude of odd and even components. Figure 5.6 illus­

trates how a purely even function, such as 2A cos (2Jrft ), can be converted to a purely

odd function, 2Asin(2Jrft), by a time shift of -~.

The Fourier integral, defined by equation (5.1), may be expressed

H(f) = I: [e(t) +o(t)] [cos(2Jrft) -i sin(2Jrft)] dt

smce
e- I27fft = cos(27ift) - i sin(2Jrft),

H(f) becomes

H(f) = 2 /co e(t) cos(27ift) dt - 2i (CO o(t) sin(2Jrft) dt.
.10 la

(5.22)

(5.23)

(5.24)

Time functions of differing symmetry and reality are shown on the left side of Figure 5.8

and. on the right, the symmetry and reality of their corresponding Fourier transforms .

.\rguments from symmetry show that the integral of odd functions vanish and so,

inspection of equation (5.24) reveals that if a time function is even, its transform is

eyen and its reality does not change. Whereas, if it is odd, its transform is odd and its

reality changes. Of particular importance to the work presented in this chapter. is that
CL real and asymmetrical function (penultimate pair in Figure 5.8) has a transform that
is Hermitian i.e. the spectrum is composed of an even real part and an odd imaginary
part.

5.2.4 Convolution

The convolution of two functions x(t) and h( t) is

x(t) * h(t) = I: x(r) h(t - T) dr.
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Figure 5.8: The symmetry properties of a function and its Fourier trans­
form. From Bracewell, 1978.
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This mathematical operation is extremely difficult to visualize, but is much clearer

when illustrated graphically. Figure 5.9 summarizes the steps of this graphical tech­
nique. To evaluate equation (5.25), functions X(7) and h(t - 7) are required. The

functions h(7) = e-' in Figure 5.9(a) and X(7) = 1 in (b) are simply x(t) and h(t)
respectively, where the variable t has been replaced by the variable 7. The first step

is to fold, or take the mirror image, of h(7) to obtain h(-7) as illustrated in (c). Next,
shift h(-7) by the amount t as shown in (d). Then multiply the functions h(t-7) and

X(7) shown in (e). Finally, integrate under the multiplied function. The yalue of this

integration is represented by the dot in (f). To obtain the curve in (f) the integral must
be evaluated for all values of t.

The simplest type of convolution integral to evaluate is one in which either x(t) or h(t)

is an impulse function. To illustrate this point, let h(t) be an even impulse pair of unit

magnitude at T and -T, depicted in Figure 5.10(a). Let x(t) = A for [a 2: t 2: 0]
shown in (b) of this figure. By performing the technique outlined above, it is clear that

x(t) is replicated each time it encounters a 8 function and so, the 8 function is often
referred to as the replicating symbol.

Possibly one of the most important tools in modern scientific analysis, is the relation­

ship between convolution and its Fourier transform. The relationship is stated in the
convolution theorem which provides complete freedom to determine the convolution
mathematically, or visually, in the time domain by simple multiplication of the corre­

sponding spectra in the frequency domain. That is, if h(t) has the Fourier transform

H(f) and x(t) the transform X(f) then

h(t) * x(t) {:? H(f) X(f).

Equivalently, the frequency convolution theorem states

h(t) x(t) {:? H(f) * X(f).

(5.26)

(5.27)

Some examples follow which illustrate the power and simplicity of these theorems.

Figure 5.11 illustrates how convolution of two top hat functions in the time domain,
shown at the top of this figure, is equivalent to the multiplication the two sine functions
in the frequency domain. Therefore, the Fourier transform of the Chinese hat function
can be easily determined without resorting to mathematical integration.

The frequency convolution theorem is illustrated in Figure 5.12. In order to determine

the Fourier transform of a cosine function that is time limited between -To and To,

depicted in the middle graph of this figure, we note that this function is achieved by

multiplying an infinite cosine function with an appropriate top hat function. Therefore,
the transform must be equivalent to the convolution of the spectra of an infinite cosine

function (an even impulse pair) with that of the top hat function (a sine function).
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This result is plotted in the lower graph in the middle of Figure 5.12. This example
illustrates the consequences of transforming a function that is finite in time, the result

of which is the presence of high frequency ripples on the spectrum.

A special case of the frequency convolution theorem is modulation, a concept which has
already been alluded to in the sub-section on frequency shifting. If h(t) has the Fourier

transform H(f), then the multiplication of h(t) by a cosine function, is equivalent to

the convolution of the spectrum H(f) with the appropriate impulse pair i.e.

1 1
h(t) cos(27lfot) <=? "2 H(f - fa) + "2 H(f + fa). (5.28)

The modulation of h(t) on a higher carrier frequency fa is illustrated in the middle

panel of Figure 5.7. The modulated spectrum is clearly the result of a convolution of

H(f) with an impulse pair which is the Fourier transform of cos(2dot).

5.2.5 Correlation

The correlation of two functions x(t) and h(t) is defined by

(5.29)

A graphical comparison between correlation and convolution is given in Figure 5.13.
The steps to be preformed to convolve two functions are shown on the left and to

correlate on the right. The difference is that folding is not necessary when performing

a correlation. In addition, the function h(7) is displaced by -t in order to form the

function h(t+7) for correlation whereas h(-7) is displaced by t to form the function
h(t-7) for convolution.

Once again, correlation in the time domain is related to multiplication in the frequency
domain. The correlation theorem states that

h(t)*x(t) <=? H(f)X"(f),

where X*(f) is the complex conjugate of X(f).

5.2.6 The Discrete Fourier Transform (DFT)

(5.30)

In developing the background Fourier theory: functions that are infinite and continuous

in both the time and frequency domains have been used. In practice, Fourier transforms
are applied to finite data sets. In addition, the data are usually sampled or discrete.
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How does a discrete transform relate to the continuous Fourier transform? To answer
this question, the development of a DFT is graphically illustrated in Figure 5.14. A
discrete, or sampled. function is the product of a continuous function h(t), in Figure

5.1-i(a). and the sequence of impulses, called the sampling function 6(t), in Figure

5.14(b). The notation 6(t) implies an infinite sequence of unit impulses separated by

a sampling interval T. The Fourier transforms ofh(t) and 6(t) are H(f) and 6(f) shown

in Figures 5.14(c) and (d) respectively. In order to derive the Fourier transform of the

sampled waveform "'e apply the frequency convolution theorem. The product h(t )6(t)
is equi\'alent to the convolution of H(f) with 6(f), illustrated in Figure 5.14(c). The

reader's attention is drawn to the periodic, or repetitive, nature of H(f)*6(f), which

is directly attributed to the sampling of h(t). A discrete waveform implies a periodic

transform in which one period is equal, within a constant, to the Fourier transform

of the continuous function h(t). However, this statement can only be valid if the

sampling interval T is sufficiently small. The result of T being too large is graphically

illustrated in Figure 5.15. A larger sampling interval T implies that the impulses in the

frequency sampling spectrum, which are spaced at intervals of 1, move closer together.
This results in successive spectra, H(f), overlapping and allows low frequencies to

masquerade as high frequencies. This distortion of the desired Fourier transform is

called aliasing. Careful inspection of Figures 5.15(c) and (d) reveals that convolution

overlap will not occur if the separation of the impulses in 6(f) is increased so that

(5.31)

where fe is the highest frequency component of H(f). The sampling theorem states

that 'a function whose Fourier transform is zero for IH(f)1 > fe is fully specified by

\'alues spaced at equal intervals not exceeding 2~c save for any harmonic term with
zeros at the sampling points' (BracewellJ 1978). The minimum sampling frequency,
that prevents aliasing, is also known as the Nyquist sampling frequency.

The graphical development of a Fourier transform of a function that is both discrete and

finite, is illustrated in Figure 5.16. Once again, the continuous function h(t), Figure
5.16(a), is sampled by multiplication with a row of impulses denoted by 6 0 (t), in

Figure 5.16(b). This process is equivalent to the convolution of H(f) with 6 0 (£) shown
on the right side of Figure 5.16(c). The reader's attention is drawn to the aliasing
that is apparent here, as is the case in most applications. In order to make h(t) finite,
it is multiplied with a top hat function, of width To. This process is imitated in the
frequency domain by the convolution of a sinc function, having central lobe of width

i o ' with the spectrum H(f)*60 (f). This process induces a ripple on the spectrum,
depicted in 'Figure 5.16(e), due to the effect of the high frequency side lobes in the sinc

function. This effect, called leakage, is inherent in all Fourier transforms of truncated
functions. To reduce this effect, the width ofIT(t), shown in Figure 5.16(d), is expanded

which leads to a corresponding contraction of its sinc function. In the limit the sinc,
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function will approximate an impulse function: with minimal side lobes resulting in
nominal ripple, or error, on the spectrum of h(t). In applications, it is therefore
desira.ble to choose the widest truncation function possible. The modified transform
pair depicted in Figure 5.16(e) is still not acceptable since the frequency transform is
continuous. In computer applications, only sample yalues of the frequency transform

can be computed. Modification of the frequency transform is therefore necessary and

is achieved by multiplying it with the frequency sampling function 6 1 (f) which has a

frequency sampling interval of i
o

' The discrete frequency domain implies a periodic

time domain. The original time function h(t) and the original Fourier transform H(f)

are both approximated by N samples, as illustrated in Figure 5.16(g). These N samples

define the discrete Fourier transform pair.

The mathematical version of the DFT can be intuitively defined from the Fourier

integration applied to a continuous function. For example, the J sign in equation (5.1)

can exchanged for L sign. In addition, the continuous function h(t) in equation (5.1)

can be replaced by a series of points xo(k). The Discrete Fourier Transform (DFT) is

then be defined as (Brigham, 1974)

N-1

X(n) = L xo(k) wnJ',
k=O

where

n = 0,1,2, ....N - 1

and Hlnk is the complex number

W
_i2"

= eN.

The mathematical derivation of these equations is given in Brigham (1974).

In general, xo(k) may be a complex number i.e.

xo(k) = ro(k) + iio(k).

(5.32)

However, the Fourier analysis performed in this thesis is applied to a function that is
purely real. There is, of course, an associated reverse DFT, not shown here as it is
obsolete for the 'one way' application in the work outlined later in this chapter.

5.2.7 The Fast Fourier Transform (FFT)

The number of calculations in a DFT govern the amount of time required by a com­

puter to determine a Fourier transform. Since a DFT applied to a data set of reasonable

length requires many, many computations it is clear that an impracticable amount of
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computer time would be required. For years this was the stumbling block for the nu­

merical calculation of transforms. A more efficient method was required: motivating

Cooley and Tukey (1965) to develop the Fast Fourier Transform. The procedure em­

ployed that can reduce the number of calculations: is outlined below by an example for

which the number of samples (N) is 4. A rigorous proof of the FFT algorithm can be

found on page 176 of Brigham (1974)·

The DFT equation (5.32) may be written in the alternate form

X(O)

X(l)

X(2)

X(3)

xo(O)lVO +Xo(l)lVO +xo(2)lVO +xo(3)lVO

xo(O)Hl° +xo(1)W1 +xo(2)H/2 +xo(3)H/3

xo(O)WO +xo(1)H12 +xo(2)lV4 +xo(3)lV6

xo(O)lVO +xo(1)lV3 +xo(2)H/6 + xo(3)lV9
•

(5.33)

(5.34)

(5.35)

(5.36)

This set of equations may expressed as a set of matrices

[

X(O) ] [ 1V
o

X(l) 1Vo

X(2) - H/o

X(3) 1Vo

or, by a compact matrix notation

1VO 1~/0 H/o

Wl 1V2 1V3

1V2 H/4 1V6

W3 1V6 H/9

XO(O)I
xo(1)

xo(2)

xo(3)

(5.37)

X(n) = W nk
. xo(k). (5.38)

Examination of equation (5.37) reveals that since W, and in some instances xo(k),

are complex, N2 complex multiplications followed by N(::"J-l) complex additions are

required to calculate the transform. Since the number multiplications (N2 ), are largely

responsible for the amount of computation time required, a DFT will, obviously, require

an enormous amount of computer time.

The first step, leading to significant reduction in the number of multiplications, is the

choice of the number (N) of sample points Xo (k) according to the relation

N = 2",

where I is a positive integer. This DFT example has I = 2, and so N = 4. Equation
(5.37) can be re-written as

X(O) ]
X(1)
X(2)
X(3)

1 1 1 1

1 W 1 W 2 1V3

1 1V2 1Vo W 2

1 W 3 1V2 W 1
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xo(l)
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xo(3)

(5.39)



smce
H/nk = H;nkmod (1\). (5.40)

where [nk mod (N)] is the remainder upon division of nk by N. lVo is not reduced

to unity in order to develop a generalized result. The matrix in equation (5.39) is

factorized so that

[

X(O)IX(2)
X(l)
X(3)

1 H10

1 H12

o 0
o 0

1 0 lVo 0

0 1 0 H/o

1 0 H;2 0

0 1 0 W"2
[

xo(O) ]
xo(l)
xo(2) .

xo(3)

(5.41 )

Each row in a matrix that contains lV elements, has only two non-zero elements.

The reader's attention is drawn to the interchanged rows in X(n), apparent in the

leftmost matrix of equation (5.41). This 'scrambled: vector may be attributed to the

factorization process and is denoted by

X(n) =
X(O)IX(2)
X(l) .

X(3)

(5.42)

The calculation of X (n) by equation (5.41) requires substantially less calculations.

This is illustrated below. By application of the rightmost lV matrix in equation (5.41)

to Xo (k) an intermediate matrix Xl (k) is formed

Xl (0)
xI(l)

Xl (2)
xI(3)

10H7°0
o 1 0 lVo

1 0 lr2 0
o 1 0 W 2

xo(O)I
xo(1)
xo(2) .

xo(3)

(5.43)

Element Xl (0) is computed by one complex multiplication and one complex addition

(5.44)

Since lVo = -W 2
, element Xl (1) can likewise be determined by one complex multipli­

cation and one complex addition

xo(O) +W 2 xo(2)

xo(O) - lVo xo(2).

(5.45)

(5.46)

The complex multiplication has already been preformed in determining Xl (0) above and

so only one complex addition is required to compute Xl (2). By the same reasoning, Xl (3)

can also be computed from only one complex addition. Therefore, the intermediate
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vector Xl (k) is determined by four complex additions and two complex multiplications.

The leftmost lV matrix in equation (5.41) is applied to xl(k)

[

X(O)
X(2)
X(l)
X(3)

o ]o
1V l

\113

Xl (0)
Xl(l)
Xl (2)
xl(3)

(5.47)

The term X2(0) is determined by onecomplex multiplication and one complex addition

VIZ.

(5.48)

The determination of x2(2) also requires one complex multiplication and one complex

addition. Element x2(1) is computed by one addition since WO = _W2 and, by similar

reasoning, x2(3) can be determined by one complex addition.

Therefore, computation of X(n) with N=4 by means of equation (5.41) requires only

four complex multiplications and eight complex additions. VVhereas, computation of

X(n) by equation (5.39) requires sixteen complex multiplications and twelve complex

additions. The matrix factorization process introduces zeros into the fadored matrices

and, as a result, reduces the required number of operations.

In summary, by letting the number of samples N = 2" the FFT algorithm can then

factorize the N x N matrix into I matrices, each N x N, such that the factorized

matrices have the property of reducing the amount of mathematical operations to be

preformed. The FFT computes N2" complex multiplications and N I complex additions,

whereas theunfactorized method requires N2 complex multiplications and N(N-1) com­

plex additions. If we assume that computing time is proportional to the number of

multiplications, then the approximate ratio of direct to FFT computing time is

N2 2N
N" --.
2". I

(5.49)

The comparison of the number of calculations, and so the computing time, as a function

of the number of sample points is graphed in Figure 5.17. This graph illustrates the

efficiency of the FFT algorithm. It is particularly effective for a large numbers of

sample points. For the case N = 106 samples, an FFT can be preformed in roughly 30

seconds of CPU time on a 1 MHz computer whereas a DFT would take approximately
two weeks!

A more concise way of representing the mathematical operations of a FFT, is the

signal flow graph, illustrated in Figure 5.18 for)J = 4 samples. The data vector xo(k)
is represented by the vertical column of nodes on the left side in Figure 5.18. Each

computational array corresponds to a factorized matrix so that I vertical arrays of
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N points are required. The middle vertical array is the vector xI(k), computed in
equation (5.43). The rightmost computational array corresponds to the vector x2(k) =

X(n). The signal flow graph may be interpreted in the following manner. Each node
is entered by two solid lines, or transmission paths, from previous nodes. The path

transmits or carries a quantity from a node in one array, multiples the quantity by WP,
and inputs the result into the node of the next array. The factor WP appears near

the arrowhead of the transmission path, its absence implies p = O. Results entering a
node from two transmission paths are added together. To illustrate this interpretation,

consider the node Xl (1) in the middle computation array of Figure 5.18. The rules

outlined above imply that

The necessity of these flow graphs, which allow clear illustration of the computational
process, becomes obvious when considering large numbers of sampling points. Figure

5.19 is the signal flow graph for N = 16. Inspection of Figure 5.19 reveals that in
each array there are always two nodes whose input transmission paths stern from the

same pair of nodes in the previous array, i.e. the array to the left. Two such nodes are
referred to as a dual node pair, some examples of which are labelled in Figure 5.19.
Since the determination of any dual node pair is independent of all the other nodes,

it is possible to perform in-place computation. For example, in Figure 5.19, XI(O) and

Xl (8) can be simultaneously computed from xo(O) and xo(8) and the results can be
returned to the storage locations previously occupied by xo(O) and xo(8). Computer
memory requirements can therefore be limited to the storage space of the input arrays.

The form of the Fourier algorithm discussed here implies that the input data is in

sequential order, while the output data, which is written over the input data, in not
ordered. To unscramble the output data the technique of bit reversal is applied. The
output number n is converted to a binary number and the order of the bits (l's and
o's) of the binary number is then reversed. This is illustrated in Figure 5.20 where
N, number of samples, is 16. The thirteen output, 1101, in X(n), left hand column is
converted to 1011 which is the eleventh output of X(n). By this method the output is
sequentially ordered. It is completely legitimate to rearrange the signal flow chart in
Figure 5.20 so that the input data is scrambled, or bit reversed, resulting in an output
that is sequential.

Although the Cooley-Tukey form of the FFT has been outlined in this thesis, there exist
many variations of the FFT algorithm which are, in a sense, canonic. Each particular
algorithm variation is formulated to exploit a particular property of the data being
transformed and the computer being used to perform the computation. Most of these
variants are based on the Cooley-Tukey or the Sande-Tukey algorithms. The FFT

algorithm used in this analysis of long term variations in total column ozone can be
found on page 394 of Press et al. (1987).
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Fourier analysis is a very powerful tool however, unless careful attention is paid to

correct data preparation and interpretation of the resulting spectrum, erroneous results

are obtained. For this reason, we have outlined the necessary Fourier theory that
enables the reader to gain an appreciation of the many pitfalls that must be carefully

negotiated.

5.3 Data preparation and subsequent

Fourier analysis

Daily total column ozone mass values, of the region 90-700 S, were calculated from

the TOMS total column ozone data for each day in the eleven year interval 1981 to
1991. The technique employed to determine ozone mass values is described in section

4.2. A measurement of the ozone mass over the polar cap every day provides a means
by which influences on an extensive area of ozone can be assessed. The inability of

the TOMS instrument to monitor ozone poleward of the day-night terminator, due

to lack of irradiance, results in ozone data gaps over the polar regions during the
winter season. These annual data gaps were deemed to have serious consequences
on the spectrum resulting from a FFT of the data and so, the missing data were

estimated. Two methods of data approximation were employed. If the terminator

was within the region of ozone mass determination (2700 S) then, the zonally averaged
ozone values poleward of the day-night terminator were assumed to be equal to the

average value of those nearest to the terminator. This technique has been applied by
Schoeberl et al. (1989) to estimate polar ozone data during the dark winter period.
When no data were available in the latitude zone 90-70°, the data gap in each year was

estimated by a high order polynomial fit. A least squares regression algorithm from
a software graphical analysis package, Graftool, was used to provide a best curve fit.

Figure 5.21 illustrates the application of this curve fitting algorithm to the 1987 ozone

mass data. The theoretically determined polynomial, used to estimate the missing

data between day numbers 131 and 213, is without micro-structure that corresponds
to short term variations of polar ozone mass. The approximated ozone mass values
compare favourably with those derived from ground-based measurements within the
polar cap. For example, ozonesonde measurements during winter at Halley, Antarctica
(76°S;27°Vl) (Gardiner and Farman, 1988) translate to polar ozone masses that are
never more than 5% higher then the estimated values. Of course, the assumption here
is that the Halley total ozone data is representative of the entire polar cap.

Eleven years of daily data corresponds to

(9 years x 365 days) + (2 years x 366 days) = 4017 data records.
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The necessary condition for the application of a FFT is that the data series must have

N data records, or points, such that

2')' = N. (5.51)

Therefore, the data sequence must be padded with zero values to nearest value of N

that satisfies the equation above, which in this case is

212 = 4096. (5.52)

Therefore, only 79 zero values must be appended to the data sequence. Zero padding

is equivalent to multiplying the sampled ozone mass function by a top hat function. In

this case, very little zero padding was necessary, implying a very wide top hat function.
Figure 5.4 illustrates that by expanding the width of the top hat function, the sinc

transform contracts, and so approximates a 8 function with nominal high frequency side

lobes. Consequently, an almost 'ripple-free' spectrum is obtained. Although thirteen

years of TOMS data were available, which corresponds to 4748 data records, this would
require 3444 zero padding records to achieve the nearest power of two i.e.

213 = 8192. (5.53)

The resultant narrow top hat function would represent considerable ripple on the spec­
trum. For this reason eleven, and not thirteen, years of data were chosen as

the interval on which to perform a FFT.

Ozone mass values, tailored to FFT requirements, are plotted in Figure 5.22. Each
year of ozone mass data is contained within one grid width. Data for 1981 is plotted

on the left side of the graph, followed by subsequent years, with 1991 data plotted on

the extreme right side. On the extreme right, values drop off the scale, indicating the
amount of zero padding. Inspection of Figure 5.22 reveals some defined periodicities.
In addition, the seasonal dip to extremely low ozone mass values, representing the
chlorine-catalyzed Antarctic ozone hole, is clearly visible throughout this eleven year
period.

A time series of daily readings of solar radio flux (10.7 cm) at Ottawa, over the same
interval from 1981 to 1991, was also prepared. Solar radio flux values were read from a
compact disc, prepared by NOAA, on which many solar parameters over this extended
period are recorded. There were no missing solar radio flux data in this eleven year
period. A detailed discussion of the format of these data appears in section 3.5. Once
again, 4017 data records were padded with zero values to 4096 data points. The time
series of these data is shown in Figure 5.23. Conventionally, 90 x 10-22 Vv m- 2 Hz-1

defines a quiet sun characteristic of the solar minimum years 1985, 1986 and 1987,
a value of 150 x 10-22 corresponds to moderate activity and values higher than 220

x 10-22 represent active conditions. The solar cycle signature is obvious in Figure
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5.23, the maximum of solar cycle 21 occurring over the early 1980's and that of solar
cycle 22 beginning in the late 1980's. Figure 5.23 reveals that relatively little variation

in the solar flux data occurs during solar minima, whereas considerable fluctuation,

corresponding to the presence of large solar flares, are characteristic of years during

solar maximum periods.

All programs to prepare the data for the FFT, to call the FFT algorithm and to

provide plot ready data files were written, in Fortran for the Hewlett-Packard 9000
mainframe computer, by the author. A schematic representation of the procedure

for obtaining the spectrum of the daily ozone mass and solar flux data is given in

Figure 5.24. Program names are boxed. Firstly, an array of 4096 real values (ozone

mass or solar radio flux) with zero padding already appended, is the input to the

program dcout.f. This program removes the 'dc', or component of zero frequency,

from the data. If not removed, the Fourier transform would have a very broad 'dc'

spike that would interfere with other low frequency peaks. Therefore, the 'dc' value
of the time sampled data is calculated and subtracted, carefully avoiding the zero
padding records. This program returns the data, minus the zero frequency component,

to the input array. This data array is then passed to the program drivefft.f which
creates another array, again of length 4096, with zero values in each element. This

second array represents the imaginary component of the time sampled data. The two

arrays are combined by dovetailing their values so that a new array, complex(8192),

is created whose first value is the real part of the first day in 1981 data and, whose
second value represents the imaginary part of the first day in 1981 data. The value

stored in complex(3) is the real part of the second days data and so on. The program
drivefft.f then calls the procedure fourl.f. This procedure, from Press et al. (1987),

is a Fortran version of a Fast Fourier Transform algorithm which scrambles the order

of the input data by bit reversal, described in sub-section 5.2.7, before computing
the FFT. The frequency data points of the calculated Fourier spectrum are returned

to the input array, complex(8192), i.e. it performs in place calculation. The real
component of the f=O frequency spike is stored in complex(l), while the imaginary
part of the f=O frequency spike is stored in complex(2). As the 'dc' was removed from

the data by dcout.f, the values stored in complex(1) and (2) are very nearly zero.
Hence, the real value of the nth frequency component is stored in the (n+1) position
of the output array. Imaginary and real parts of the Fourier transform are then an
input for two programs. The program magn.f determines the amplitude of the Fourier
transform given by equation (5.3), while the program pha.f calculates the phase as
given by equation (5.4). Finally, in order to provide an easy method of determining
large periodicities in the Fourier spectrum, a program spike.f was written by the
author whereby peaks are sought that exceed a user defined threshold. The reader is

reminded that when providing the intuitive development of the DFT, Figure 5.16, a

sampled time function implied a periodic frequency spectrum. This characteristic of
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Figure 5.24: A schematic diagram outlining the computational procedure

required to determine the Fourier transform of a real function of eleven
years of diurnal data.
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the DFT is illustrated in panel (c) of this figure. The frequency spectrum is folded
about A, where T is the sampling period. Therefore, it is only necessary for spike.f to

search and identify peaks with a frequency record number < 2048. This implies that

the smallest periodicity that can be identified is one cycle every two days. Therefore a

diurnal peak cannot be identified.

5.4 The Fourier spectrum of polar ozone mass

The amplitude of the Fourier transform, as determined by magn.f, of the eleven year

data set of polar ozone mass is plotted in Figure 5.25. The folded nature of the
spectrum, described in the previous section, is evident. Ground-based observations of

total column ozone reveal that, on some occasions, ozone variations associated with
weather systems occur within half a day (J(rueger, 1989). Since the sampling period
of the ozone mass data is once per day, there will be some, small amount of aliasing
at higher frequencies. However, inspection of Figure 5.25 reveals that the large, and

therefore important, peaks in the spectrum are lower than the frequency record number

500 and therefore any distortion by aliasing can be effectively discounted.
This analysis is confined to long term effects on polar ozone and is therefore not affected

by aliasing. A low frequency window (n:S;100) is plotted in Figure 5.26 (see below for
the meaning of frequency record number n). The program spike.f identified the
peaks that are labelled in Figure 5.26 as being over an amplitude threshold of 3x 1012

magnitude. By inspection of Figure 5.26 these peaks are very much larger than any that

might be attributed to noise so that statistical analysis of the peaks is not necessary
here. The peaks are denoted by letters, a to m, the significance of each peak will be
discussed in the following section.

The reader is reminded of the discrete nature of the spectra which implies that only

Fourier spectrum amplitudes corresponding to integral frequency record numbers (n)
may be considered. The frequency record number (n), plotted against peak magnitude
in Figure 5.26, is interpreted in the following manner,

and so,

n
212 = x cycles day-1

n x 365.25 days -1
212 = x cycles year .
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5.4.1 Interpretation and discussion of significant peaks

The amplitude of the Fourier transform of austral polar ozone mass (Figure 5.26)
reveals that long term oscillations are primarily responsible for determining the amount

of ozone over the. southern polar cap at any particular time. The current understanding

of the physical mechanisms, behind each of these long term oscillations, is highlighted

below. However, a more comprehensive review of them can be found in chapter 2 of

this thesis. Once again, we stress that the interpretation of this spectrum applies only

to the polar ozone distribution during the interval 1981 to 1991. Important factors in
the interannual variability of ozone at high latitudes remain unexplained (Zerefos et

al.) 1992) and therefore peaks (amplitudes> 3xI012
) will only be cited, and labelled

in Figure 5.26, for which a plausible agency can be identified. Other influences e.g.

volcanic emissions have not been considered here.

Interannual peaks

• Peak a, frequency record number n = 1, corresponds to 0.09 cycles year- 1 (equa­

tion 5.55), or, one cycle every 11 years. This peak may be interpreted to be the
effect of the solar cycle on polar ozone.

• Peak b, frequency record number n = 2, corresponds to 0.18 cycles year-I, or,

one cycle every 5.6 years which is the period of the first harmonic of solar cycle.

Modern photochemical theory provides three possible mechanisms by which interan­

nual solar variability can affect ozone. These are changes in solar ultraviolet irradiance,
proton precipitation and electron precipitation. Each of these aspects of solar variabil­
ity is discussed below.

Large variations are observed in the ultraviolet and extreme ultraviolet portions of the
solar spectrum. These wavelengths control the stratospheric and mesospheric temper­

ature (A <310 nm), and the photochemistry of the middle atmosphere. In the middle
atmosphere, the variability of the emission of electromagnetic radiation from the sun
can have two direct consequences. Firstly, this variation can produce a change in the
atmospheric heating rate by molecular oxygen and ozone. The resulting temperature
variation is fairly small for altitudes below 90 km, where the major heating is provided
by ozone absorption in the Hartley band (near 250 nm), since the amplitude ofthe solar
flux variation at these wavelengths is quite small. The change of temperature is also
dependent on the ozone-temperature feedback discussed in sub-section 2.8.3. Model
calculations e.g. Garcia et al. (1984) indicate a maximum stratospheric change of 2 to
3 K near the stratopause. Temperature variations can, in turn, produce perturbations
in dynamics.

265



The second effect that must be considered is the modification to the rates of photodis­
sociation and photoionization of atmospheric constituents, particularly in the upper
atmosphere, where the short wavelength radiation exhibiting the largest solar variabil­
ity can be found. The variability of the shorter wavelengths of extreme ultraviolet

radiation (including the Lyman a line) is about a factor of 2 over the course of the

eleven year solar cycle. The Lyman a penetrates deeply into the upper mesosphere, and

is largely responsible for the photodissociation of water vapour and methane at those
altitudes, producing short lived odd hydrogen radicals that destroy odd oxygen. Lyman
a also controls the rate of photoionization of NO in the D-region. Extreme ultraviolet

radiation also produces nitric oxide in the thermosphere, which can be transported

down into the mesosphere and stratosphere. Therefore, a change in the chemistry of

the thermosphere and upper mesosphere in connection with the eleven year solar cy­
cle is predicted (Garcia et al., 1984). The possible propagation effects into the lower

atmosphere will be examined in more detail later in this sub-section.

The radiation in the Schumann-Runge bands can penetrate to the stratopause, and
its variability can therefore influence the entire middle atmosphere. The rate of pho­

todissociation of molecular oxygen in the ,(0-0) and ,(1-0) bands can vary by 15-20%

over the solar cycle. The variability of the Hertzberg continuum, which penetrates into

the stratosphere, is weaker. Since an important part of the photodissociation in this
spectral region comes from the atmospheric window near 200 nm, an upper limit of

15% variation of the photodissociation rate is adopted in the Hertzberg continuum.

This number applies both to the photodissociation of molecular oxygen and to source

gases, N20, CFCh, etc., thus controlling the variability of odd oxygen, odd nitrogen
and odd chlorine production. The concentration of ozone is a function of the ratio
of two photolysis rates, J02 and J03 . Both of these tend to increase along with solar
activity, thus tending to cancel one another. However, J0

3
depends primarily on solar

radiation at wavelengths near 250 nm, where variability is much smaller, while J02 is
determined by wavelengths less than 240 nm, whose variation with solar activity is

much larger. The net effect should be a small increase in ozone, although temperature
and dynamical feedbacks should also be considered. These increases apply only to low

and middle latitudes where chemical production is a dominant process. Brasseur et al.

(1988) calculated that a solar cycle total ozone change of "'1.6% for a solar ultraviolet
flux change of 9% near 205 nm.

High solar activity levels are also accompanied by increased injection of energetic par­
ticles, during SPE's and auroral activity. These events increase atmospheric ionization
and produce Joule heating and chemical perturbations. SPE's can influence the chem­

istry of the whole of the middle atmosphere whereas the effect of auroral particles is
limited to the thermosphere. However, there is a possibility to influence lower levels
by long range transport (Solomon and Garcia, 1984). The long term effects of parti-
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cle precipitation on the budget of atmospheric NO x must be considered. Crutzen et

al. (1975) suggested that the production of NO x in particle precipitation events could
be an important part of the budget of odd nitrogen in the middle atmosphere, since
the odd nitrogen input provided by a single SPE can be as large as that produced by

oxidation of atmospheric N2 0 in an entire year for latitu~e poleward of 50°. These

concepts were explored in a budget analysis in Figure 2.28 by Jackman et al. (1990).

Orsini and Frederick (1982) presented a one-dimensional model study of the impact

of the SPE related NO x production on NO densities in the mesosphere, and found it
to be an important source. Thorne (1980) determined that relativistic electrons were
also important in NO x production in the mesosphere. Solomon et al. (1982) found

that the production of NOx in aurorae near 100 km could also provide an important

source in the mesosphere and stratosphere as a result of large scale transport.

The mechanisms outlined above are addressed in more detail in sub-section 2.8.3 of
this thesis.

In order to estimate the potential response of ozone to solar variations, photochemical
model simulations are performed. The results of the two-dimensional model of Garcia et

al. (1984) are given in Figures 2.25,2.26 and 2.27. This figures illustrate the predicted

perturbation of temperature, NOx and ozone respectively in the middle atmosphere
at all latitudes. The model predicts increased production of odd nitrogen at polar

latitudes over the solar maximum. In addition, substantial increases are predicted at

low altitudes here as a result of downward transport during the polar night. As a

result of the NOx enhancements, in a region which is largely controlled by chemical
destruction and dynamics, calculated ozone reductions of up to 40% are predicted at
an altitude of 40 km during springtime over the poles. Other aspects of these figures
are addressed in detail in sub-section 2.8.3.

• Peak c, frequency record number n = 3, corresponds to 0.27 cycles year-I, or,

one cycle every 3.7 years. This peak represents the quasi-four year period of
ENSO.

The ENSO phenomenon is a quasi-four year oscillation in the tropical troposphere,
although its extremes can be detected in the extratropics and the stratosphere. The
primary manifestation of the southern oscillation is a seesaw in atmospheric pressure
between the south-east Pacific and the Indian Ocean between Australia and Africa.
Shiotani (1992) has shown that mean zonal ozone values are strongly anti-correlated

with the east-west gradient and therefore exhibit a quasi-four year oscillation. Zerefos

et al. (1992) demonstrated with data from 28 Dobson stations, that large ENSO events
are followed by low total ozone at middle, and even high, latitudes.
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• Peak cl frequency record number n = 5, corresponds to 0.45 cycles year-I, or,
one cycle every 2.2 years. This interval corresponds to the average period of the

oscillation in the 50 mb zonal wind in the tropics, referred to as the QBO.

, The 26-30 month (ZereJos et al.) 1992) oscillation of zonal winds in the equatorial
stratosphere affects zonal mean ozone values at tropical latitudes «15°) resulting in
one hemisphere that is positively correlated with the QBO coefficient, while the other is
negatively correlated. The low latitude total ozone QBO is driven by vertical advection

of ozone by mean meridional circulation induced by the zonal wind QBO. During
intervals of westerly wind shear with increasing altitude at the equator, downwelling

tends to occur bringing ozone from the middle stratosphere to the lower stratosphere

where ozone lifetime is longer. The reverse occurs at adjacent low latitudes where

upwelling dominates.

Dunkerton et al. (1988) have noted that mid-winter major warmings appear to be

modulated by the QBO. Their study indicates that the polar QBO arises indirectly from
changes in eddy activity. They suggest that the link is the increase in eddy activity,
which increases the temperature within the polar vortex through the transport of heat

from mid-latitudes, during the east phase of the QBO. In addition, strong eddy mixing

disturbs the integrity of the polar air mass through injection of high NO x mid-latitude

air, reducing the level of active chlorine. Both the depth of the ozone hole and the rate
of the September decline show an apparent QBO signal (Garcia and, Solomon) 1987;
Lait et al.) 1989). For example, in 1985 and 1987 (westerly phase QBO years) a strong
polar vortex and cold lower stratosphere persisted well into the spring. Both of these
years showed a rapid September decline of total ozone which resulted in extreme low

October total ozone amounts. In contrast, during 1986 and 1988 (easterly phase QBO
years) the lower stratosphere was significantly more disturbed by planetary waves.
The result was a warmer, weaker polar vortex and a smaller ozone depletion. Finally,

a study of the QBO modulation of Antarctic ozone depletion has been performed by

Lait et al. (1989) using a 9 year TOMS data set. Their results confirm the findings of
Garcia and Solomon (1987).

To conclude the discussion on interannual variations in ozone, related work by other
authors is summarized below. Interannual periodicities in the TOMS data set have
been estimated by regression analysis (Stolarski et al.) 1991). The regression model
has the form, with constants,

03(t) = 11 + Q . trend + f3 . QBO + I . solar + noise. (5.56)

Fitting the statistical model of equation (5.56) to a period of TOMS data extending
from November 1978 to May 1990 between 65°S and 65°N it was estimated that the
influence of the solar cycle was 3.7 ± 0.6 DU per 100 units of solar radio flux. Since
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the solar radio flux typically varies by more than 130 units from solar maximum to

minimum, the implied total ozone change is 1.5 to 1.8%. This is in approximate accord
with model predictions e.g. Brasseur et al. (1988). This figure is a global average
and the solar coefficient has different values over different latitude ranges. The QBO

influence was quantified as -0.4 ± 0.1 DU per 10 knots of the 30 mb Singapore wind.

A similar regressional model has been applied to 13.2 year of TOMS data by Hood and

McCormack (1992). The existence of a solar cycle component is indicated by empirical

studies of model residuals and by the approximate agreement of the derived global
mean solar coefficient amplitude with photochemical calculations. Initial estimates for

the latitude dependence of the solar coefficient b in equation (5.56)) suggest higher

amplitudes with increasing latitude. The southern polar cap in spring was found to have

the largest solar cycle component. If the solar variability is omitted in the regression
model, the residual exhibits a variation that approximately follows the solar cycle.

Shiotani (1992) has analyzed 11 years of TOMS at tropical latitudes from which he
determined annual, QBO and ENSO signals in the equatorial ozone field.

From analysis of total ozone from a network of 28 Dobson stations, during the interval

1957 to 1991, ZereJos et al. (1992) determined that the quasi-four year oscillation

associated with the ENSO phenomenon can be detected at middle and high latitudes.

Seasonal peaks

• Peak e, frequency record number n = 11, corresponds to 0.98 cycles year-I. This
peak represents the annual variation in ozone over Antarctica.

• Peak f, frequency record number n = 22, corresponds to 1.9 cycles year-I. This

may be interpreted as the first harmonic of annual variation, or semi-annual
variation.

• Peak g, frequency number n = 33, corresponds to 2.9 cycles year- I which is the
second harmonic of annual variation.

• Peak h, frequency record number n = 44, corresponds to 3.9 cycles year- I which
is the third harmonic of the annual variation.

Perliski and London (1989) have observed annual and semi-annual oscillations in a
nine year vertical profile ozone data set from the SBUV instrument, aboard Nimbus 7.
At high latitudes three main regions of maximum annual amplitude were located near
40, 7 and 1.5 mb, each separated by a region of minimum amplitude called a transition
zone. In the transition zones, where the phase of the annual variation changes most
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rapidly with height, the semi-annual oscillation accounts for most of the observed long­
term ozone variance. The largest maximum in the semi-annual amplitude is located
near 2 mb in the high latitude stratosphere. Perliski et al. (1989) have compared these

measurements with a two-dimensional photochemical model. The observed SBUV data
and modelled predictions for the amplitudes of the. annual and semi-annual variations

are depicted in Figures 2.2 and 2.3 respectively. The reader is reminded that no

polar ozone (>65°) observations were available. Model predictions, however, cover all

latitudes. This model simulates the processes believed to be responsible for the seasonal

variations of ozone. These processes are seasonal changes in odd oxygen production

rates, temperature dependent ozone destruction rates, and transport. At high latitudes

and low altitudes, modelled ozone abundances increase in the winter due to poleward

transport and decrease in the summer due to chemical destruction. However, at higher
altitudes the annual ozone variation is largely due to the annual variation in the odd
oxygen production rate. The seasonal variation of ozone as a function of latitude is

plotted in Figure 1.25, which shows clearly that seasonal variations are largest in the

polar regions. Polar semi-annual ozone oscillations are due to the modulation of the

radiatively driven odd oxygen production rate by the temperature dependent chemical

destruction processes (Perliski et al., 1989). The amplitudes of the modelled annual

variation (Figures 2.2) is almost twice that of the semi-annual variation (Figure 2.3)

at polar latitudes. However, the amplitude of the peak corresponding to the semi­
annual oscillation (peak f in Figure 5.26) in the Fourier spectrum of the austral polar

ozone mass is one and a half times larger than that of the annual variation (peak e
in Figure 5.26). The semi-annual amplitude increment is a direct consequence of the

presence of the Antarctic ozone hole at a time in the year when ozone values would

have previously maximized. This enhanced semi-annual variation over the austral pole

has also been found by regression analysis of the TOMS data (private communication,

G. E. Bodeker), and so it is not peculiar to this analysis method. In addition, the
slight over-estimation of ozone mass values during the polar night (section 5.3) could
also contribute in strengthening the semi-annual signal.

Other authors e.g. Varotsos et al. (1992) have determined annual and semi-annual
waves in global ozone from SBUV vertical ozone profiles. Stolarski et al. (1991) applied
a model to eleven years of TOMS data to remove seasonal variations in order to detect
global ozone loss from anthropogenic sources. After the evaluation of the statistical
structure of the noise on the data, a regression analysis estimated the annual variation
and its three harmonics, 6 month, 4 month and 3 month. In addition, the solar cycle,
QBO and linear trend signals were determined.
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Modulated peaks

When a slow varying function, h(t), is modulated onto a higher carrier frequency, fa,

the resulting transform is

1 1
h(t) cos(2?rfot) <=? 2: H(f - fa) + 2: H(f + fa). (5.57)

Modulation is a special case of the frequency convolution theorem which states that

the spectrum of two time domain functions which are multiplied together, can be

determined by convolving the individual spectra. This process results in two peaks,

one at fa + f and another at fa - f. For more detail on the modulation process, see

sub-section 5.2.4.

By inspection of Figure 5.26 it is clear that the annual peak (marked peak e) is flanked,
at an equal distance, on either side by peaks i and j. Peak j is at frequency record

number n = 14, or n = 11 (annual peak) + 3 (ENSO peak). Similarly, peak i which is

at frequency record number 8 which is n = 11 - 3. Therefore the ENSO signal in polar

ozone is modulated onto the annual variation. Similarly, Peaks d and k correspond

to the modulation of the QBO (n = 5) onto the annual variation. The width of peak
e, corresponding to the annual oscillation, prevents the detection of the presence of a
modulated solar cycle on the seasonal variation.

Furthermore, the semi-annual variation (peak f) is clearly modulated by the QBO,

represented by, peaks k and m. The presence of the Antarctic ozone hole is directly

responsible for enhancing the magnitude of the semi-annual variation of austral polar
ozone, therefore modulation of peak f suggests that the QBO modulates the chlorine

catalyzed ozone depletion over Antarctica. Unfortunately, both the modulation of

ENSO and the solar cycle on the semi-annual oscillation cannot be resolved.

It has been proposed by other authors that the QBO may be modified by either the
solar cycle (Labitzke and van Loon) 1988; Bojkov et al.) 1990; Angell) 1989) and/or
a quasi-four year oscillation (Hasebe) 1983; Schuster et al.) 1989). However, as is the
case with the analysis outlined in this chapter, definitive proof requires a much longer
data set before the modulation can be resolved.

Finally, the modulation of the QBO on seasonal variations at equatorial latitudes has
been detected in the TOMS data by Shiotani (1992). Hood and McCormack (1992)

noted that the QBO regression coefficient of total ozone at high latitudes has a seasonal
dependence. The coefficient is very much enhanced over the austral pole during the
months of September, October and November.
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Other peaks

Variations in the ultraviolet region (120 to 210 nm) of the solar spectrum over the 27
day solar rotation period have been observed (Rottman, 1983), and so a corresponding
peak in the Fourier polar ozone mass spectrum was sought. The 27 day periodicity

corresponds to frequency record number

n X 365.25

212

n

13.53 cycles year-1

152.

(5.58)

(5.59)

Figure 5.27 is a plot of the frequency window extending from frequency record number
140 to 160. The peak magnitudes in Figure 5.27 are two magnitudes smaller than those
corresponding to the interannual periodicities in Figure 5.26 which reflects the weak
influences on polar ozone at higher frequencies. The peak corresponding to n = 152

is not statistically significant. Ozone variations with a 27 day period have never been

detected in total ozone measurements, although they are presents in vertical profile

ozone observations (Brasseur et al., 1981). This result is therefore consistent with

observations.

5.5 The Fourier spectrum of solar radio flux

The 10.7 cm solar radio flux has been found to be closely related to solar ultraviolet

variations at wavelengths that are photochemically important for ozone and odd ni­

trogen production in the upper stratosphere (Donnelly, 1991). Therefore, the Ottawa

10.7 cm radio flux was used as a proxy to solar activity during the eleven year inter­
val from 1981 to 1991. This implies that solar cycle forcing occurs primarily in the
form of ultraviolet variations and so the possible middle atmospheric chemical effects
of charged particle precipitation are excluded in this particular analysis.

The first one hundred frequency record numbers of the Fourier spectrum of the eleven

years of solar radio flux data are plotted in Figure 5.28. The only prominent peak
in the spectrum is at frequency record number n=1 corresponding to the solar cycle,
which is marked as peak s in Figure 5.28.

5.5.1 Relationship between the two spectra

Cross-correlation between the solar radio flux spectrum and the ozone mass produces

a spectrum with one large peak at frequency record number n=l, corresponding to the
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solar cycle. The phase of each solar cycle peak (n = 1 in each spectrum) was calculated
by the Fortran program pha.f using equation (5.4). The phase of the solar cycle peak
in the ozone mass spectrum was 67° while its phase in the solar radio flux spectrum was

-25°. The phase difference between the solar cycle peak in the solar radio spectrum and

the polar ozone mass spectrum was therefore 92°. In other words; the ozone minimum

lags, as predicted by the two-dimensional model of Garcia et al. (1984), the solar radio

fl ux maximum by 92°. This phase difference corresponds to a time lag in polar ozone
of rv2.8 years, for this eleven year period. This is the first time, to our knowledge, that
the solar cycle phase lag of polar ozone has been determined by Fourier analysis. The

maximum of solar cycle 22 was achieved in the first months of 1990 (Solar geophysical

data) 1990) a), and so a a polar ozone minimum would be predicted in 1987. Garcia

et al. (1984) predict that the solar cycle effect is most pronounced in spring, after the

additional NOx has been transported down to altitudes where ozone is most abundant.

The lowest total ozone levels achieved in this eleven year period over Antarctica were

recorded in 1987 (Stolarski et al.) 1990). This result is evident in Figure 5.22 were

austral polar ozone mass values are plotted for 1981 through to 1991. The seasonal
ozone decline corresponding to the springtime ozone hole achieves lower and lower
values until 1987, after which there is a marginal improvement.

The analysis of ground-based total ozone and 100 mb temperature data over a 30 year
interval has yielded some provisional evidence for a solar modulation of the Antarctic

ozone in the southern hemisphere spring (Angell) 1988).

Lag correlation coefficients have been determined from ground-based measurements

by other authors. For example, a lag of 3 years was determined from Arosa data by
London and Oltmans (1973).

5.6 Sources of error

The TOMS algorithm has been shown to be sensitive to profile shape at large solar
zenith angles where penetration to the ground is not good (Klenk et al.) 1982). There­
fore, the TOMS measurements have their greatest error at zenith angles greater than
80° i.e. data taken near the terminator. Stolarski et al. (1990) put an upper limit

of 12% error in version 5 of the TOMS observations. The version 6 data, used in
this analysis, are considered to be more accurate. A more detailed discussion on the
accuracy of the TOMS instrument can be found in section 3.3.

The TOMS instrument determines ozone amounts by the backscattered ultraviolet
method. Therefore, no measurements can be made during the polar winters. The data
during this period were estimated by methods outlined in sub-section 5.3. Ground-
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based total ozone measurements at Halley, over the same interval, suggest that the
polar ozone mass values were over-estimated by "'5%. Errors in the winter polar ozone

mass would certainly affect the relative amplitudes of the seasonal peaks in the ozone

spectrum.

Although double precision definitions were used when computing the FFT, rounding
errors by the Hewlett-Packard mainframe cannot be discounted.

As previously indicated, the frequency spectrum computations are limited to integer

multiples of the frequency sampling interval. The 'picket fence' effect prevents the

determination of frequency spikes that occur between the multiple frequency intervals.

For example, we cannot determine the spike in the ozone mass spectrum that corre­

sponds exactly to 1 cycle year-1 since this corresponds to frequency record number

n

n

1 X 212

365.25

11.2.

(5.60)

(5.61)

An effective solution is to vary the total number of time samples, by appending zero
values to the front, or end, of the time sampled array. This process artificially alters

the frequency multiple size so that peaks corresponding to 'new' periodicities can be
viewed, effectively allowing one to 'look in between' the pickets.

Some aliasing in the spectra was known to occur. However, this has no effect on the

low frequency end of the spectra from which interesting peaks were sited and discussed.

The leakage is small as very little zero padding was required. Therefore, the ripple
effect on the spectra was negligible.

5.7 Summary

There are only a few analyses of the large scale structure of total ozone to determine
long term oscillations. This may be attributed to the unavailability of appropriate
data. The results of the Fourier analysis of diurnal ozone mass during the eleven year
period between 1981 and 1991 over Antarctica show:
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• peaks associated with the solar cycle, ENSO, QBO, annual and semi­
annual oscillations. In addition, the second and third harmonics of the

annual signal.

• modulation of interannual variations on annual and semi-annual peaks

is evident.

• comparison of the phase of the solar cycle peak in the solar radio flux
spectrum with that of the polar ozone mass spectrum reveals, for this

eleven year period, that the solar cycle periodicity in austral polar ozone

lags solar cycle forcing by ",-,2.8 years.

• the polar ozone spectrum indicates that complex relationships exist be­

tween solar and dynamics effects.

5.8 Proposals for future work

To conclude this final chapter, suggestions for further work with this technique are

proposed.

1. The polar ozone phase lag following strong ENSO events could be determined

by comparison of the polar ozone spectrum with a FFT of eleven years of

diurnal 30 mb zonal wind values at Singapore.

2. A Fourier analysis, identical to that performed in this work, of northern polar
ozone would be valuable. The comparison of the peak amplitudes in the two

polar ozone spectra would enable interhemispheric differences to be quantified.

This result would reveal the relative importance of the different long term

processes governing polar ozone over each polar cap. In particular, this study

could give further, and verify existing, evidence as to why chlorine catalyzed
depletion is less effective over northern polar regions.

3. The analysis described in this chapter could provide a valuable baseline. Com­
parison with similar analyses performed in the future could provide clues as
to which processes are most responsible for the rapidly changing polar ozone
distribution.
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