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ABSTRACT

O
Observations have been made at Sanae (gm. lat. -53,71 ) on

occurring auroral forms, (diffuse and pulsating aurora), and

simultaneous occurring VLF phenomena, (whistlers and auroral hiss).

Two studies are presented in this thesis.

(a) A comparison of the positions of auroral forms and the

positions of field lines, along which whistlers propagate,

is made and it is found that:

(i)

(i1)

Dif fuse aurora occurs on closed field lines and
indirect evidence shows that this is also the
case for pulsating aurora.

For two periods of data the separation of diffuse
aurora from the plasmapause ranges from < 0,9 L
to < 0,2 L but during a third period, the diffuse
aurora lies, at least partially, within the

plasmasphere.

(b) An investigation into the association between pulsating

aurora and pulsating auroral hiss is made and it is

shown that:

(1)

(ii)

A common identical pulsation periocd of 0,75 s and

high coherency exists between the light intensity

of an auroral patch and the intensity of the associated
pulsating auroral hiss. This suggests a wave-particle
interaction as a common modulation mechanism.
Cyclotron instability (gyroresonance) or Cerenkov
radiation mechanisms occurring iﬁ the equatorial
plane do not account for the time delays, typically
between 0,90 s and 0,157 s, found to be present between

the two phenomena, where the incident auroral electrons,



responsible for the auroral patch light intensity,
are observed to arrive before the auroral hiss

emissions.

The results of the analysis in (a) are reported in The Journal

of Atmospheric and Terrestrial Physics, 39, 1429, 1977.
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CHAPTER ONE

INTRODUCTION

1k Perspective

Long recognised as contributing significantly to knowledge
of the sun-earth environment are high latitude polar observations.
Attention was focused on the Arctic regions when international
scientific cooperation brought about the First and Second Polar
years of 1832-33 and 1932-33 respectively. A much broader
international research programme, the International Geophysical Year
of 1957-58, concentrated on scientific research in the Antarctic.
At present, Antarctic research is being carried out at about 30
scientific stations manned by ten countries. The International
Magnetospheric Study planned for 1976-78, has as its chief objective
coordinated international observations from groundbased facilities,
balloons, aircraft, rockets and spacecraft, leading to a guantitative
understanding of the dynamic processes operating on plasmas in the

geomagnetic field.

5 b Sanae, Antarctica

Sanae, the main South African Antarctic station, is located near
the optimum position for the observation of plasmapause-associated events
directly overhead. The field observations of very low freauency (VLF)
phenomena and aurora for this thesis were made at this station, which

is a member of the 'L = 4 chain of stations'.

The L = 4 chain includes:



Kerguelen L = 3,70
Siple L = 3,89
Sanae L = 3,98
Halley Bay L = 4,22
General BelgranoL = 4,61

A map showing the position of these stations is given in
Figure 1.1, and a summary of the coordinates and other ta for Sanae,

relevant to this thesis, is given in Table 1.1.

1.3 Scope of the present work

This thesis is divided into two portions. The first deals with
the analysis and interpretation of simultaneous observations of
whistlers and auroral forms, and the second portion is an investigation
into the simultaneous occurrence of pulsating aurora and pulsating

auroral hiss.

A broad review of magnetospheric processes and morphology, and
detailed reviews of the plasmapause, auroral oval, hiss and pulsating
aurora are given in order to provide a background for the interpretation
of the data analysed in this thesis. The Video Analyser, an instrument
used in the analysis of the auroral data, is described in detail. Data
from three nights of simultaneously observed aurora, as imaged by a TV
system, and whistlers are analysed, and a comparison of the positions
of auroral forms and field lines along which the observed whistlers
propagated, 1s made. Diffuse aurora is found to occur on closed field
lines and indirect evidence shows that this is also the case for
pulsating aurora. For two periods of data the separation of diffuse
aurora from the plasmapause ranges from < 0,9 L to < 0,2 L but during

third period diffuse aurora lies, at least partially, within the plasma-
sphere. Further, there is presented an investigation into the association

between pulsating aurora and pulsating auroral hiss. The common identical



Figure 1.1
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Sketch map of Antarctica showihg the location
of the L = 4 chain of stations



SANAE

Geographic Co-ordinates:

Geomagnetlc Co-ordinates:

Geom. Conjugate Geog. Co-ord:

S

Long Bast 357,65

Lat -63'71
Long East 44,53

Lat 53,42
long East 316,54

L - value
Invariant Latitude
Geocentric Dip
Altitude (Metres)

3,98
59,90
-62,56

53

World Data Centre A for Solar and Terrestrial
Physics Report UAG 38 -~ December, 1974.

Table 1.1 Data for SANAE




pulsation period of 0,75 s and high coherency between the two phenomena
suggest a wave-particle interaction as a modulation mechanism. Time
delays, typically between 0,090 s and 0,157 s where the auroral electrons
responsible for the auroral patch light intensity, are observed to
arrive before the auroral hiss emissions at the point of observation,

are not explained by a cyclotron imstability (gyroresonance) or

Cerenkov radiation mechanisms occurring in the equatorial plane.



CHAPTER TWO

THE MAGNETOSPHERE

2+1 INTRODUCTION

The magnetosphere may be described as that region of space
surrounding the earth where physical processes are dominated by the
geomagnetic field. The ionosphere is customarily set as the lower
limit and is usually treated separately. Plasmas of solar and
terrestrial origin fill the magnetosphere. The former streaming
through interplanetary space can enter the magnetosphere,while the
latter diffuses upwards from the ionosphere at polar latitudes. The
geomagnetic field dominates the magnetospheric plasmas and is the

determining factor in its behaviour.

The role played by the magnetosphere in the earth's environment
is a protective and significant one. It shields earth from high levels
of interplanetary radiation but supports belts of trapped radiation
particles. Radio communications may be disrupted for days by magneto-
spheric processes which on the other hand help to maintain the winter
polar ionosphere. The understanding of the physical processes involved
in the magnetosphere is still in an early stage although much progress
has been made in determining the general topology of the magnetosphere

during the last fifteen years.

Regions of the magnetosphere project along field lines onto the
ionosphere below. Thus the upper atmosphere may be regarded as a fixed
viewing screen on which processes occuring further out in the magnetosphere
may be monitored as the earth rotates underneath. Continuous ground-
based observations can therefore form a valuable complement to im situ

satellite observations which are of a low frequency synoptic nature.



Because various regions of the magnetosphere and the physical
processes occurring therein are interdependant, it is impossible to
study any magnetospheric phenomenon in isolation. Thus a broad review
of magnetospheric processes is appropriate and this is presented as a

background for later sections of this thesis.

2.2 INTERACTION BETWEEN THE SOLAR WIND AND THE MAGNETOSPHERE

An interplanetary magnetic field is carried by plasma of solar
origin streaming outwards from the sun. This plasma stream, the solar
wind (PARKER, 1958), undergoes perturbations analogous to gqusts. Solar
wind velocity exceeds both the thermal and Alfvén velocities so that a

shock front is established in front of the obstacle, such as the geomagnetic

field.

2.2.1 Models of the magnetosphere

Consider the superposition of a homogeneous interplanetary magnetic

field on the geomagnetic dipole. Two cases are possible.

The case where the interplanetary field is directed northwards
leads to the situation illustrated in Figure 2.1(a) where the magnetosphere
is closed. No flux linkage occurs between the geomagnetic and the
interplanetary magnetic fields. A southward directed interplanetary field
gives rise to an open magnetosphere in which high latitude flux linkage
takes place between the superimposed fields (Figure 2.1(b)). Satellite
observations near the earth's orbit show that the average direction of
the interplanetary magnetic field is in the ecliptic plane 45° tangent
to the earth's orbit. However, there afe large temporal and spatial

variations and the instantaneous magnetic field can have many directions,

(FALTHAMMAR, 1973). .

Various open and closed models of the magnetosphere have been



(b)

Figure 2.1(a) Superposition of a N-directed
interplanetary magnetic field on the
geomagnetic dipole results in a
closed magnetosphere
(b) Superposition of a S-directed
interplanetary magnetic field on the
_ geomagnetic dipole results in a
magnetosphere open at high latitudes
(BLOCK, 1972)



proposed but, as PAULIKAS (1974) pointed out, it should be borne in

mind that these models are abstractions meant to illustrate and
illuminate limiting, extreme cases of topology. AXFORD and HINES

(1961) and MICHEL and DESSLER (1965) proposed closed models,

(Figures 2.2(a) and (b)), which require that plasmas from the solar

wind diffuse across the field lines into the magnetospheric tail from
where they propagate towards the polar cap. Open models such as

those proposed by MORFELL and QUENBY (1971) and VAN ALLEN et al
(1971), (Figures 2.3(a) and (b)), provide direct entry for the solar

wind plasmas into the magnetosphere along magnetic field lines between
the geomagnetic tail region and the interplanetary magnetic field. A
different temporal development is thus expected to be exhibited by

solar plasma gaining entry by diffusion into a closed magnetosphere

than that exhibited by plasma entering the open magnetosphere.
Comparisons of the closed and open mcodels, on the basis of the

behaviour of particle fluxes over the polar caps, have been presented in
the literature. VAN ALLEN et al (1971) concluded from an energetic
solar particle event that the composite evidence favoured an open
magnetosphere. It was pointed out by RUSSELL (1975) that the open model
provided explanations for the observed control of magnetospheric current
systems by the interplanetary magnetic field, and it also explained

all the phases of the magnetospheric substorms. The closed model,
however, seems to be a good representation of the magnetosphere during
quiet steady state solar conditions. Perhaps the real state of the

magnetosphere is that it is partly closed and partly open.

2.3 CONFIGURATION OF THE MAGNETOSPHERE

A noon-midnight meridian section of the magnetosphere is given
in Figure 2.4. The solar wind, which is super-Alfvénic forms a shock
front where the presence of the geomagnetic dipole causes a transition

to sub-Alfvénic, subsonic flow. Behind the bow shock is a turbulent
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(a)

(b) @

Figure 2.2 Closed models proposed for the magnetosphere.
(a) is after AXFORD and HINES (1961)
(b) is after MICHEL and DESSLER (1965)
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Figure 2.3 Open models proposed for the magnetosphere.
{a) is after MORFILL and QUENBY (1971)

(b) is after VAN ALLEN et al (1971)
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Figure 2.4 Noon-midnight meridian cross-section of the
magnetosphere (ROSENBAUER et al, :1975)
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region, the magnetosheath, which envelops the magnetosphere on the
dayside and along the flanks. The magnetopause or demarcation
between the geomagnetic field and the interplanetary magnetic field,
is a well determined boundary of the magnetosphere on the dayside.
Where the interplanetary magnetic field and gecmagnetic field merge
along the flanks the magnetopause is more diffuse. The geometric
dimensions of the magnetosphere, as determined from satellite
measurements, is given in Table 2.1. RE is the unit of length and is
the earth's radius, approximately 6400 km. An indication of the

senstivity of the magnetosphere to changing solar conditions, is

given by variations, percentage wise, in parentheses.

2.3.1 Magnetospheric current systems

Extensive current systems resulting from the plasma flow within
the magnetosphere modify the geomagnetic dipole field to produce the
magnetic field configuration of Fiqure 2.4. The lack of well
determined details prevent the complete understanding of all the
currents responsible for this configuration but four main current
systems (ROEDERER, 1974) may be distinguished as illustrated in
Figure 2.5.

Dayside magnetopause currents make up a system which varies
greatly with time in response to the changing interplanetary magnetic
fields just beyond the magnetopause. The sharp confinement of the
magnetosphere is due to these currents which flow tangentially along
the magnetopause in all directions. There is, however, an average
flow directed from dawn to dusk on the dayside near the equatorial
plane. The return circuit is though to be along the flanks, closing
over the lobes.

The neutral sheet current divides the magnetotail into two lobes

of oppositely directed magnetic fields as shown in Figure 2.5. The



15.

\ X

9. 9.9.0.0. ¢
9.9.9. 0.0
AR

3

S

nDARY OF

w
7
>
b1
a
o \
[ \\\\
w T u
s . by
$ & Bad
| a5 =
Q Z2>0 %
83 8
8o &
@ =

Figure 2.5 Magnetospheric current systems
cutaway model {HEIKKILA, 1972)

MAGNETOPAUSE
CURRENTS

OUTER LOOP CURRENT

BOUNDARY LAYER

MIDNIGHT SOUTH
BOUNDARY OF

shown on a

PLASMASPHERE

OVAL



16.

Distance to magnetopause subsolar point 10 ( 6-15) RE
Distance to shock front 14 (10-20) RE
Length of magnetotail 1 000 RE
Distance to magnetopause at dawn and

dusk meridians 16 RE

N-S thickness of tail at 20 RE 40 RE

E-W thickness of tail at 20 RE 50 RE
Distance to centre of ring current 4-7 RE
Distance to plasmapause 4 (3-8) R

E
Plasma sheet inner boundary at
midnight 5-10 RE

Thickness of plasma mantle > 4 RE

Table 2.1 Magnetospheric geometric
data, from BLOCK (1973) and
ROSENBAUER et al (1975)
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direction of this current is dawn-to-dusk which is sustained by
drifting plasma sheet particles, closing on the north and south tail

lcbes.

The ring current is a third current system and flows from east
to west around the earth. It is centred on the magnetic equator at
a radius of 4-7 RE' Sustained by low energy particles trapped in the
geomagnetic field, this current causes the geomagnetic field to be

compressed inside the ring current and inflated outside it.

left are the currents which make up the fourth current system
which include the ionospheric currents (the auroral and equatorial
electrojets), currents flowing along the polar cusp field lines in
both directionssand telluric currents induced in the earth's crust by

magne tospheric processes.

2.3.2 Electric fields of the magnetosphere

Indirect techniques such as the study of energetic particle
motions and convection of natural plasmas, have, until recently, been
relied upon as measuring methods of the magnetospheric electric fields.
Satellite probes confirm in general the existence of relatively
weak electric fields of the order of me_l as measured by the above

techniques.

There are distinct correlations between some features exhibited
by the electric field and the interplanetary magnetic field. It has
been found that different types of detailed variations in the
distribution of electric field intensities over the polar cap region
correlate closely with select directions of the interplanetary magnetic

field, (HEPPNER, 1972}. ROEDERER (1974) pointed out that the interplanetary
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field could represent the external 'driving mechanisim' of the magneto-
spheric electric field. However,there is almost certainly a secondary
steady-state source for the electric field possibly in a viscous

interaction between the magnetopause and the solar wind.

The configuration of the twilight meridian of the electric field
with respect to an external observer is shown in Figure 2.6. There
are three main distinct regions. The plasmasphere is a region where
the electric field is directed radially inwards accounting for the
corotation of plasma with the earth. The second region, the dawn-to-
dusk electric field, is a zone where closed field lines outside the
plasmasphere carry an electric field and the field is directed equator-
wards on the dawn side and polewards on the dusk side. The third region
is that of the polar cap with an electric field across open magnetic
field lines. The direction is dawn-to-dusk as shown in Figure 2.6.
Because of the high conductivity along field lines in the magnetosphere,

the electric field is everywhere perpendicular to the magnetic field.

The noon-midnight meridian presents a less regular and more
complex situation. Multiple field reversals have been detected and the
midnight region shows electric field variations extremely sensitive to

magnetospheric conditions.

Figure 2.7 shows typical plasma convection paths in the
equatorial plane (KAVANAGH et al). All magnetic field lines passing
through a given convection curve define an equipotential surface. The
plasmapauge defines a sharp boundary between closed and open convection
paths at a position between 3 RE and 7 RE around the earth. The
convection results in a general sunward movement of plasma from the
magnetotail along open paths and a corotational flow around the earth

along the closed equipotentials.
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Figure 2.7 The equatorial flow paths within the
magnetosphere of magnetic tubes of force
containing thermal plasma. The dashed
lines indicate convectional flow, the
dotted lines corotational flow

(CHAPPELL, 1972)
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2.4 PLASMA POPULATIONS IN THE MAGNETOSPHERE

Within the magnetosphere charged particles are to be found in
three main regions with electron energies varying from the thermal
range (eV) up to several MeV. Proton energies extend to several hundred
MeV. Although there is a general spread of lower energy particles
throughout the magnetosphere, certain natural limiting boundaries can

be defined.

The high energy population is concentrated in the radiation belts,
a doughnut shaped zone symmetrical about the equatorial plane. A second
zone is the plasmasphere which constitutes a near-earth doughnut shaped
reservoir of thermal electroﬁs and protons subject to the corotational
convection pattern discussed earlier and illustrated in Figure 2.7.
The plasmasphere exhibits a drop in particle density at its boundaries,
termed the plasmapause. Densities within the plasmasphere are of the
order of 10% e @3 (102 ef cm3) and just beyond the plasmapause they fall
to 10° e m™ 1 et cw3). The plasmasphere and plasmapause are subject to

a detailed discussion in Chapter Three of this thesis.

2.4.1 The plasma sheet

The third main reservoir of plasma is the plasma sheet, depicted in
Figure 2.4 as the region marked B. It surrounds the earth on the night side
and fills the distant magnetospheric tail separating the N and S lobes.
It is a region of hot plasma where the energy density remains approximately
constant in quiet magnetospheric conditions, (HONES et al,1971). Plasma
sheet characteristics at 18 RE are well documented with the aid of Vela
satellites. Particle density is 300 te- 18P particles m 3. Electron
energies range from 100 - 500 eV and protons from 1 - 5 KeV. BAME et al
(1967) found that the- plasma sheet stretches across the tail from the

dawn-to-dusk flanks with a thickness in the midnight meridian at 17 RE
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of 4 - 6 RE' At the flanks the thickness is increased by a factor of
two as shown in a cross-sectional view of the magnetotail looking
towards the earth, Figure 2.8. BAME et al (1967) also found the plasma
sheet to be frequently in motion either by 'flapping' or by pulsations

as the thickness varied.

During the development of magnetospheric substorms, which are
the manifestations of stored magnetic energy suddenly released in the
form of particle energy, a plasma decrease in the magnetotail at
18 R was detected by HONES et al (1967). HONES et al (1971) noted
evidence that thinning of the plasma sheet could be a direct consequence
of a southward turning of the interplanetary magnetic field. AUBREY
and (McPHERRON(1971) investigated the relationship between the
confiquration of the magnetotail, substorm activitx,and changes in solar
wind parameters. From a broad coverage of satellite data, they concluded
that a change from a N-directed interplanetary magnetic field to S-
directed one caused a thinning of the plasma sheet. The change back to
N-directed field caused the plasma sheet only in the outer magnetosphere
to thicken. They concluded a substorm expansion phase was necessary to

expand the plasma sheet in the inner magnetosphere.

The average plasma sheet configuration near 60 RE was observed
by MENG and MIHALOV (1972) and the shape was found to be similar to
that at 18 RE' The plasma sheet thickness at 60 RE,however, was found
by RICH et al (1973) to be half that at 18 Rp and energy density to

be down by a factor of five.

A schematic representation of the average plasma distribution in
the equatorial plane was presented by ATKINSON (1971), and is reproduced
in Figure 2.9. There is a well defined tongue of plasma flowing sunwards
around the evening flank towards noon.l The inner edge of the plasma

sheet is well separated from the boundary of the plasmasphere in the
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Figure 2.9 Schematic representation of the average plasma
distrilution in the equatorial plane. Note the
morning-evening asymmetry of the plasma sheet
and the tongue extending into the afternoon

sector
(BURROWS and McDIARMID, 1972)
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evening sector. CHASE (1969) presented evidence that the plasma sheet

is the source of auroral electrons, in a comparison of high resolution
energy measurements of particles precipitating in the auroral zones

and particle energies in the magnetotail. The boundaries of the plasma
sheet are important in determining the latitude limits of auroral
precipitation. BURROWS and McDIARMID (1972) point out that the properties

of the inner edge of the plasma sheet are very variable.

FRANK (1971) discusses the relationship of the plasma sheet,
ring current, trapping boundary and plasmapause near the magnetic
equator and local midnight. His findings are summarised in Figure 2.10.
The earthward edge of the plasma sheet is located in the post-midnight
sector such that its inner boundary is coincident with the plasmapause
position. These two features are usually separated by 1 - 3 RE by
the electron trough in the pre-midnight sector. During polar magnetic
substorms the electron trough region disappears and the structure in
the pre-midnight sector becomes similar to that of the post-midnight
sector. The earthward edge of the plasma sheet was defined by FRANK
(1971) to be the region where there is an exponential decrease of electron

energy density with decreasing L-value.

2.4.2 The origin of the plasma sheet

Several hypotheses on the origin of the plasma sheet have been
presented. EASTWOOD (1973) advanced a current sheet acceleration
hypothesis involving polar wind particles as the source of the plasma
sheet. The reconnection hypothestis of AXFORD (1967, 1969), the cusp
entry hypothesis of FRANK (1971) and HILL and DESSLER (1971), and the
magnetopause diffuston hypothesis of AXFORD (1970), involve the
penetration of solar wind particles into the magnetotail to form the
plasma sheet. HILL (4974) evaluated the importance of the various
hypotheses on the basis that a complete theory for the formation of the

plasma sheet must be consistent with the following constraints:
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(1) A small fraction (10-3) of the incident solar wind flux is
captured.
(ii) Injected particles are accelerated by a factor of 10.

(iii) The injection mechanism is highly selective in energy and/or
pitch angle.

(iv) The plasma sheet has no gross dawn-to-dusk assymetry.

(v) The plasma sheet is probably threaded by closed field lines

during quiet times.

He concluded that diffusion at the dayside magnetopause (especially in

the cusp) is the priméry mechanism for injection of solar wind particles

to form the plasma sheet, and that the polar wind contribution is
insignificant. Static magnetic field drifts determine the plasma/

magnetic configuration of the tail. The cross-tail electric field
generated by magnetopause diffusion and magnetic field lines merging in the
tail results in adiabatic acceleration and thus determines the energy

distribution in the plasma sheet.

AKASOFU (1974) discussed briefly the merging of the geomagnetic
field lines with the interplanetary magnetic field on the dayside.
Figure 2.11 shows a schematic diagram of the merging process and
subsequent convection of the merged field lines to the tail.
Reconnection in the magnetotail traps solar wind plasma in the plasma
sheet as can be seen in the diagram. The association of the plasma sheet
with diffuse and discrete auroras is discussed separately in the auroral

sections of Chapter Three.

2e5 MAGNETOSPHERIC SUBSTORMS

RODERER (1974) pointed out that a substorm is the single most
important perturbation event in the magnetosphere. Accumulated magnetic

energy in the tail is suddenly released and dissipated in the form of
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Figure 2.11 Schematic diagram showing merging with
the interplanetary field in the midday
sector of the magnetosphere, and
reconnection in the magnetotail

(AKASOFU, 1974)
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particle energy. LUI et al (1975) investigated the response of the
plasma sheet at v 18 RE to sudden southward turnings of the inter-
planetary magnetic field. They concluded that the onset of a substorm
is associated with a large decrease of pressure in the magnetotail,
the so-called thinning of the plasma sheet. However,they found that
the sudden southward turning of the interplanetary magnetic field
alone does not significantly reduce plasma pressure in the plasma

sheet.

2.5.1 The phases of a substorm

ROEDERER (1974) summarised the course of a substorm which proceeds

in several phases:

(i) A growth phase features a gradual compression of the dayside
magnetosphere, a lowering of the dayside cusp latitudes and an
increase of the area and magnetic flux encompassed by the polar
caps. The magnetic field intensity in the tail increases
and the plasma sheet thins, as a result of a transfer of
magnetic flux tubes from the dayside magnetosphere to the tail.
The resultant accumulating magnetic energy in the tail may
be dissipated continuously, but a certain not well established
point may be reached where the expansive phase may be
triggered by an event such as the southward turning of the
interplanetary magnetic field.

(ii) The expansive phase includes many effects observable on the
ground. The neutral sheet starts collapsing possibly because
its current system is redirected along magnetic field lines.

The plasma sheet begins to thicken again and the polar electrojet
starts flowing in the ionosphere of the auroral zones. It seems
that the dawn=to-dusk electric field in the distant magnetosphere
becomes enhanced, resulting in the energisation of plasma sheet
particles which are precipitated during auroral displays, or

injected into the radiation belts.
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The recovery phase sets in while the plasma sheet and magpetic
field gradually attain a quiet time configuration. It appears,
though, that the magnetosphere never fully attains a quiet time
configuration, but is always in a state of recovery between
substorms. These substorms may occur as isolated events as

far apart as several days or they may happen in rapid sequence

as often as several an hour.
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CHAPTER THREE

WHISTLERS, AURORA AND VLF HISS.

DIAGNOSTIC AIDS IN THE STUDY OF MAGNETOSPHERIC DYNAMICS.

3.1 INTRODUCTION

The plasmasheet and the plasmasphere constitute two important
reservoirs of magnetospheric plasma. A relationship between the
inner boundary of the plasmasheet and the boundary of the plasmasphere,
i.e. the plasmapause, has been indicated by measurements made by
satellites. Simultaneous ground-based observations of the vlasmapause
by means of whistlers, and the inner boundary of the plasmasheet as
indicated by diffuse aurora, provides a valuable complement to the

satellite work.

Another study that has been the subject of intense research, both
experimental and theoretical, is the investigation into the processes
by which auroral particles are precipitated into the ionosphere. A
modulation of intensity is often found to be superimposed on the gross
features of a precipitation event and an integral part of the search for
the precipitation process has revolved around trying to locate the
source of the modulation. An investigation into simultaneously occurring
phenomena such as pulsating aurora and VLF hiss, which are both believed
to be manifestations of the modulation processes of precipitating particles,
can help locate the source of modulation and also clarify what processes

are involved.

This chapter is a review of whistlers, aurora (particularly
diffuse and pulsating aurora), and VLF hiss. Emphasis has been given to
these aspects which are of particular importance for the work to be

described later in this thesis.
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Bl WHISTLERS AND THE PLASMASPHERE

The earth is surrounded by a region of dense thermal plasma
of terrestrial origin trapped in near corotation. This region, the
plasmasphere, is one where electron densities are of the order of
108 to lO9 el m_3. A magnetic field aligned surface, the plasmapause,
separates the plasmasphere from a sparsely populated outer region,
the plasma trough, where densities of 106 to lO7 el m_3 may be
expected. STOREY (1953) and HELLIWELL et al (1956) pioneered the
use of whistling atmospherics as a means of studying the electron
density of the plasmasphere. GRINGAUZ (1963) discovered the plasmapause
from satellite observations and CARPENTER (1963) presented a classic

paper showing whistler evidence for the plasmapause.
3.2.1 Whistlers

Whistlers are bursts of very low frequency (VLF) electromagnetic
energy, which may be received on wide band audio amplifiers. They
consist of gliding tones smoothly varying in frequency over a range
from 30 kHz at maximum to a minimum of 300 Hz. A typical whistler
lasts for one or two seconds and has a maximum amplitude at between
4 and 5 kHz. Usually generated by lightning discharges, whistlers
resulting from nuclear explosions have been detected. A lightning stroke
is the source of a wide spectrum of electromagnetic energy as an impulse
in which all the frequency components present are generated simultaneously.
Such impulses cause the typical atmospherics of short wave radio

communication, but also present is energy in the VLF or audio spectrum.

Some of the energy is able to propagate around the earth in the
earth-ionosphere waveguide, so that it may be received at a distant
ground station as a weak, slightly delayed impulse. This is shown in
Figure 3.1 where the idealised spectra of the impulses at source point
A and conjugate point B are arrowed on the frequency-time insets, or

spectrograms .



33.

E~-layer

Frequency

Frequency

Figure 3.1 Field line path followed by a ducted whistler
originating at A. Inset diagrams show idealised
spectra of whistler echo trains at conjugate
points A and B

(EELLIWELL, 1965)
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Part of the VLF energy penetrates the ionosphere somewhere in
the vicinity of the discharge. Field-aligned enhancements of
ionisation provide ducts along which the energy propagates in the
whistler mode to the conjugate point (SMITH, 1961). Part of the energy
can leak out of the ionosphere where it is recorded on a spectrogram
at Station B as whistler 1 in Figure 3.1. If some of the energy is
reflected back along the duct it may be recorded at A as a two-hop
whistler, 2. 1In this manner whistler echo trains e.g. 1,3,5... or
2,4,6.... in the diagram may result from a single discharge, the signal

becoming more dispersed with each traverse.

The VLF radio waves characteristic of whistlers, propagate along

field aligned ducts with a group velocity Vg given by

1

3
2c f? (&, - f)/2

Vg = fH fo (1)
where C = velocity of light in vacuum

f = wave frequency

fH = gyrofrequency

fo = plasma frequency = 9 VN whgn fo is given in kHz

N = electron density in el cm

The maximum value of Vg occurs for f = fH/4 and Vg becomes zero for
f =0and £ = fH' However, SMITH (1961) showed that the upper cut-off
frequency for whistler propagation is approximately fH/2, determined

by trapping conditions of whistler energy in ducts.

HELLIWELL (1965) gave a detailed theory of whistlers. The

difference in time between the originating lightning discharge in one

hemisphere and the reception of a given frequency in the opposite

hemisphere is referred to as the propagation delay t(f). It is obtained
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by integrating l/Vg along the duct:

1
= + ds. 2
t (£) fpath (/v ) - ds (2)
£ f
1 o H
ytgy = “p2e 3 * ds. (3)
path f5 (£, - f)/é

The dependence of the group velocity on the wave frequency leads
to the dispersion of the impulsive originating signal into the pure

gliding tones characteristic of well defined whistlers.

Several ducts may be 'illuminated' by a single lightning discharge
to produce a multi-component whistler group as in Figure 3.2, which is a
spectrogram of a whistler recorded at SANAE. As shown in Figure 3.2,
a typical multi-component whistler group contains high latitude
components with noses, and lower latitude components without noses. Either
the noses of the lower latitude components lie above the whistler cut-off
frequency fH/2 or they fall out of the spectrogram range. As expected
from expression (3) the noses show a smooth fall-off in frequency <
with a smooth increase in propagation delay tn. As the propagation paths
become longer as for higher latitude ducts, so fn falls as fH falls in
association with weakening magnetic field strengths. Evaluation of the
whistler integral (3) requires the specification of an electron density
distribution model and a magnetic field model. These will be discussed

in 3.2.3.

3 2n2 Information obtained from Whistlers

The minimum magnetic field strength and the electron density
distribution along a whistler duct determine the shape of the
characteristic whistler spectrogram. A well-defined component provides

information such as the radial distance at which its path of propagation
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Figure 3.2 Spectrogram of a typical multicomponent whistler
recorded at SANAE
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intersects the equatorial plane, and the equatorial electron density
encountered. The minimum electron cyclotron frequency, a function of
minimum magnetic field intensity, determines the component's nose
frequency, (if a nose is present). The dispersion and delay of the
component are determined by the electron density distribution along

the path, and its length. The propagation delay is proportional to

the square root of the density weighted inversely as the square root

of the magnetic field. Thus the high electron densities occurring over
a short distance in the ionosphere,where the magnetic field is strong,

make only a small contribution to the propagation time.

The whistler properties most readily obtained from a spectrogram
such as that shown in Figure 3.2 are nose frequencies (where noses are
present), and propagation delays of the noses if the position of the
initiating impulse, Or causative sferic can be found. As can be seen
from the background of atmospherics in Figure 3.2 the identification of
the initiating sferic,if it is indeed recorded, may be difficult.
CARPENTER (1959) outlined a number of methods to determine the initiating
sferic from spectrograms. Frequently both the initiating sferic and the
nose are absent. Curve fitting techniques for deducing the initiating
sferic position and the nose frequency were presented by RYCROFT and
MATHUR (1973) and HO and BERNARD (1973), based on the whistler group
delay fitting formulae of DOWDEN and ALLCOCK (1971) and BERNARD (1973)

respectively.

A full discussion of these methods is beyond the scope of this
thesis and the reader is referred to WOODS (1974) and WALKER and DEANE

(1974) for critical reviews of methods of whistler analysis.
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35,3 Electron density distribution models

In the evaluation of the whistler integral of Section 3.2.1 it
is customary to assume a model for the distribution of electrons along
the ducts. ANGERAMI and CARPENTER (1966) made a study with the object
of finding models in accord with the experimental data then available.
They pointed out that the results were insensitive to the model chosen
in the case of equatorial profiles within the plasmasphere, but that
the investigation of the distribution of ionization near the plasmapause
required choice of the correct model. It was concluded that within the
plasmasphere a diffusive equilibrium model is appropriate and that
beyond the plasmapause a collisionless model with electron density

inversely proportional to RE~4 should be used.

PARKS (1972) provided a review of methods of determining
plasmaspheric parameters from nose whistlers. He derived formulae
for the calculation of whistler paths in terms of L-value, equatorial
electron density, electron density at 1000 km altitude, and total electron
content of a flux tube. He presented four diffusive equilibrium

models (allowing for different temperature and ion composition values),

a collisionless model and a hybrid model.

3.2.4 The effect of the ring current on whistler propagation

The earth's magnetic field may be approximated by that of a
centred dipole in the evaluation of the whistler integral relationship
(Section 3.2.1) for magnetically quiet periods. There is, however,

a departure from dipolar conditions during geomagnetic storms, due to
an enhanced ring current in the equatorial plane. Charged particles are
injected deep into the magnetosphere near the equatorial plane where
they become trapped apd drift around the earth as a ring current.

FRANK (1967) found that the protons in the 3-50 KeV range predominantly

contributed to the energy density of the ring current. During the main
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phase of a substorm the ring current is situated at between 3 and 4 RE
and is an order of magnitude more energetic than the quiet time ring

current situated at 6 to 7 RE'

SPREITER and BRIGGS (1962) considered the effect of the ring
current on whistler propagation, and in a theoretical study they showed
that the dispersion and time delay of high latitude whistlers would
be increased by an enhanced ring current. SAGREDO and BULLOUGH (1972)
found that both the nose frequency and the nose propagation delay of
a whistler component, change with changing ring current. They found
further, that the relationship between the whistler nose frequency,
the equatorial distance of its path of propagation,and the geomagnetic
latitude at which the field line is anchored,is altered by ring current
distortion of the magnetic field. Four cases equivalent to four

different values of magnetic depression, D ranging from -25 nT for

ST’
the first case to -128 nT for the fourth case, were considered at the
earth's magnetic equator. Reproduced in Figure 3.3 are graphs showing
nose frequency versus equatorial distance for the dipolar field case and
for the four levels of ring current distortion. The curves are for

the winter night ionosphere. The top graph shows the case of the
diffusive equilibrium model of electron distribution along a duct and
the bottom graph applies to the collisionless model. It may be seen
from Figure 3.3 that the effect of ring current distortion is maximum

at about 4,5 RE. The required correction for ring current distortion

corresponding to an observed value of D may be read off the

ST
appropriate curve of Figure 3.3.

MATHUR et al (1972) discussed the ring current effect on electron
density profiles derived from plasmapause whistlers. They concluded
that the effect is significant beyond the plasmapause, noticeable at
the plasmapause,and insignificant inside the plasmasphere. They pointed

out that when the ring current is taken into account, the electron density
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change at the plasmapause is increased. As corroborated by satellite
measurements, this makes the plasmapause even more proncunced during

storms.

The foregoing discussion may be summarised by repeating that,,
during geomagnetically disturbed times whistler results for propagation
path and electron density in the equatorial plane must be corrected
for the departure from geomagnetic dipole conditions. The maximum
correction to §ropagation path applies to paths in the vicinity of
4,5 RE' Electron density corrections are negligible within the plasmasphere

but significant beyond the plasmapause.

3.2.5 Morphology of the plasmasphere and plasmapause

It was believed prior to the early 1960's that the ionization
density in the magnetosphere fell off relatively smoothly with increasing
radial distance from the earth. 1In 1962 a report appeared describing
satellite measurements which detected a boundary to the 'ionized gas
envelope of the earth' (GRINGAUZ, 1963). Knee whistler evidence
(CARPENTER, 1962) indicates two separate regions in the near-earth
magnetosphere. The inner region, or plasmasphere, contains high density
thermal plasma. It is separated from the outer region or plasma trough,
where densities are from one to two orders of magnitude lower,.by a
magnetic field aligned density gradient, the plasmapause. In quiet
conditions the gradient is less steep (the density difference appears
over about 0,8 RE) than in conditions of high activity where the extent
of the plasmapause may be 0,1l RE as shown in Figure 3.4.

Whistler evidence (CARPENTER, 1966) and satellite measurements
(CHAPPELL, 1972) have established the plasmapause as a permanent feature
of the magnetosphere, with day-to-day repeatability. It forms a doughnut

shape shell which encircles the earth and is symmetrical with respect to
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Figure 3.4 A composite graph showing the reaction of
the plasmasphere in the nightside region
to changes in the level of magnetic
activity as measured by OGO 5. The
plasmapause steepens and moves to lower
L-values with increasing activity

(CHAPPELL, 1972)
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Figure 3.5 Equatorial cross-section of the plasmasphere:

Moderate steady state plasmapause Kp =2 -4 ( )

Plasmapause profile with decreasing activity (—-—-—)

Plasmapause profile with increasing activity (.:...)

pitl (CARPENTER, 1966)

Quiet time plasmapause with double bulge (—e—--)
(RABE and SCOURFIELD, 1975)
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the geomagnetic equatorial plane. The plasmasphere corotates with the
earth and undergoes positional changes according to local time, and
erosions and additions according to magnetic activity. 1In equatorial
plane cross-section as shown in Figure 3.5, the plasmasphere exhibits
a dawn to dusk assymetry in that it bulges outwards on the dusk side.
Figure 3.5 shows the average position oflthe plasmapause as determined
by whistlers (during a period of constant, steady magnetic agitation

when Kp varied from 2 to 4) as given by the solid line (CARPENTER, 1966).

The plasmapause (solid line in Figure 3.5) is observed to move
inwards during the period midnight to 0300 LT. The changing character
of whistler components indicates that whistler ducts also move inwards
suggesting a compression of the plasmasphere rather than an erosion of
plasma. During the 1800 LT sector CARPENTER (1966) found that the
observed outward movement of the plasmapause, to accommodate the dusk
bulge region shown in Figure 3.5, was caused not by the expansion of
the plasmasphere in that ducts convected outwards, but by the addition
of 'new' plasma which tacked on to the plasmasphere at the dusk sector.
Also illustrated in Figure 3.5 is the response of the plasmapause to
changes in magnetic activity. The dotted line shows the inward movement
of the plasmapause on a particular occasion involving increasing magnetic

agitation. The dashed line shows an example of decreasing agitation.

When magnetic activity increases, the plasmapause moves to lower
L-values, but retains a bulge region which rotates sunwards so that its
onset occurs well before 1800 LT (CARPENTER, 1970). With decreasing
magnetic activity the bulge region rotates towards the midnight sector
and becomes less pronounced. The plasmapause moves to higher I-values

and has been observed to extend almost symmetrically out to 6 or 7 RE.

CARPENTER (1966) found evidence for a double bulge, the first

occurring in the midday sector and the main one occurring in the evening



45.

sector. RABE and SCOURFIELD (1975) made a quiet time whistler study
of duct convection patterns following a period of moderate activity.
They found a double bulge, with the first bulge occurring in the dusk
sector, and the main one in the midnight sector, as indicated by the
dotted-and-dashed line of Figure 3.5. They also showed that their
bulge regions are not 'new' plasma, because whistler ducts convect

outwards in the bulge regions.

3.2.6 Satellite observations

CHAPPELL (1972) presented a comprehensive review of satellite
observations of the plasmapause. He found that the nightside region
between 2200 and 0600 LT is characterised by the close correlation
between plasmapause position and Kp. A number of typical plasmapause
profiles are plotted in Figure 3.4 for various levels of magnetic
activity. It may be seen that the plasmapause steepens and moves to

lower L-values with increasing activity.

Study of the dayside region (0600 - 1500 LT) gave the important
result that the plasmapause location in this local time sector depends
on the value of Kp during the formative period of the previous
night. Thus once a sector of plasmasphere has rotated past dawn, the
plasmapause location is fixed regardless of the subsequent development

of magnetic conditions.

In the dayside region, filling of plasmasphere flux tubes takes
place from the underlying ionosphere. CHAPPELL (1972) presented
evidence which was consistent with an upward flux of 3 X lOB ions cm—2 s_1
through the 1000 km level. This figure agrees with whistler observations
(PARKS, 1970) . CHAPPELL (1972) observed regions of detached plasma
throughout the dayside plasma trough, but most often in the afternoon

dusk sector. Most of the detached regions appeared after moderate to
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high magnetic activity.

Ion density profiles in the bulge region (1500 - 2000 LT)
were seen to exhibit an RE_4 dependence. With increasing magnetic
activity the bulge was observed to move inwards to lower L-values
and the plasma outside the bulge appeared to be depleted or 'peeled
away' during high K . In the following section some plasmapause

p
formation theories are considered.

3.2.7 Magnetospheric plasma convection models

Present theories on the formation of the plasmapause stem
from a magnetospheric convection model proposed by AXFORD and HINES
(1961) . They considered the possible bulk motion impressed on magneto-
spheric plasma by a viscous interaction with the solar wind at the
magnetospheric boundary. Their model is represented in Figure 3.6 which
shows a continuously circulating flow of plasma in a closed magnetosphere.
The flow pattern comprises an anti-sunwards movement inside the
boundaries of the magnetosphere and a sunwards movement through the
inner magnetosphere to complete the flow pattern. Imposing the effect
of the earth's rotation on the convection pattern of Figure 3.6,
several important features become apparent as shown in Figure 3.7.
The features to be noted are the boundary shell A, inside which no
traverse convection takes place, thersgion of stagnation B and the
bunching up of convection flow lines on the late night-to-dawn side
of the forbidden region A. This bunching opens out again towards the
afternoon sector. The existence of the plasmapause was not known when
this model was proposed and subsequently the forbidden region A become
identified with the plasmasphere and the stagnation region B with the
bulge region. Also consistent is the identification of the bunching
of convection lines with the diurnal post-midnight compression of the

Plasmasphere.
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SOLAR WIND

Figure 3.6 The motion imposed on the magnetospheric plasma
by a viscous interaction with the solar wind
(AXFORD and HINES, 1961)
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SOLAR WIND

Figure 3.7 When the effect of the earth's rotation is
impressed on the model of Figure 3.7, a
composite motion appears as above, with a
forbidden region A and a stagnation region B
(AXFORD and HINES, 1961)
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After the discovery of the plasmapause, NISHIDA (1966)
extended the model of AXFORD and HINES (196l) to explain its formation.
He assumed an open magnetosphere in which high latitude field lines,1
which are closed on the dayside, are swept back into the tail in the
late afternoon and reconnected in the post-midnight sector. An
importance consequence of this open model was that plasma could diffuse
along the open field lines, so depleting the inner regions of plasma.
The rate of replenishment of plasma from the ionosphere during the day
when these field lines were closed, would be insufficient to establish
the high density levels such as existed on field lines which had
remained closed for a week or more. An interpretation of the plasma-
pause was thus to be the boundary between field lines which remained
closed all the time and those field lines which, as part of the general

convection patterm, have recently come in from the tail.

The predicted behaviour of NISHIDA's plasmapause model and
CARPENTER's whistler results compare favourably, particularly as far
as response to Kp is concerned. ANGERAMI and CARPENTER {(1966) showed
that the plasmasphere to plasma trough electron density ratios varied
from a maximum of about 30 - 100 between 0100-0400 LT to a minimum of
about 10 on the dayside. This is consistent with a gradual filling
of plasma trough field lines during the day which had been open the

previous evening.

KAVANAGH et al (1968) presented a mathematical model of
magnetospheric convection in the equatorial plane. They superimposed
a large scale uniform electric field on the geomagnetic field to
represent sunwards plasma flow from the tail, and included a corotation
electric field in the plasmasphere. They arrived at a dawn-to-dusk
electric field of approximately 0,3 m Vm—l to form a forbidden zone,

(to sunward convection of thermal plasma), the size and shape of the



50.

plasmasphere. A qualitative agreement with this model was indicated
by CHAPPELL (1972). Figure 3.8 shows equatorial flow paths within
the magnetosphere. Dotted lines indicate convection paths around
shells of closed field lines within the plasmasphere, dominated by
corotation, and dashed lines show the flow directions of flux tubes
dominated by sunward convection. The flow lines are equivalent to
electric equipotential curves on the equatorial plane. All magnetic
field lines passing through a given curve define an equipotential
surface, so that the plasmapause separates the set of closed

equipotentials from the set of open equipotentials.

The flux tubes within the plasmasphere corotate concentrically
to about 2,5 RE as shown in Figure 3.9. Beyond 2,5 RE the bulge
region affects their course through the afternoon and dusk sectors so
that the flux tubes or ducts move to higher L-values with associated
volume increases. CHAPPELL (1972) showed that such behaviour, combined

with dayside filling from the ionosphere, should result in an RE
fall-off of plasma density in the plasmasphere beyond 2,5 RE in the
bulge sector. The experimental measurement of this profile in the
dusk sector,bgt not in other LT sectors,supports the model of KAVANAGH

et al (1968).

The sharp tip of the bulge as shown in Figure 3.8 is a stagnation
point where the convection and corotation fields cancel. It is likely
that a shear mechanism brings about a breakdown in strict corotation
along the plasmapause with the greatest shear effect caused in the bulge

at the stagnation point.

Because the convection electric field is enhanced with increasing
magnetic activity, the plasmapause moves inwards. The outer flux tubes
that were corotating under quiet condtions are therefore convected away

from the plasmasphere. CHAPPELL (1972) detected regions of detached
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The equatorial flow paths within the
magnetosphere of magnetic tubes of force
contdining thermal plasma. The dashed
lines indicate convectional flow, the
dotted lines corotational flow
(CHAPPELL, 1972)
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The motion of the flux tubes inside the
plasmasphere. The distance between dots
gives the approximate drift distance of
the flux tube in one hour. The expansion
in the dusk reglon transforms the sharp
profile at L = 3 and L = 6,5 in region B
(CHAPPELL, 1972)
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plasma that appeared to have been 'peeled away' from the plasmasphere
with increasing magnetic activity. With quietening magnetic conditions
flux tubes that have just convected earthwards from the tail become
captured in corotation, and gradual filling from the ionosphere takes
place. Thus the recent storm time plasmapause may be observable

for some time,until the outer regions to the new plasmapause position
have filled to comparable density levels. Such double boundaries have

been observed (CHAPPELL, 1972).

3.2.8 The dawn-to-dusk electric field

The existence of a large scale electric field directed from dawn
to dusk across the magnetosphere is predicted by magnetospheric models.
This electric field results from the combined effect of georotation and
the solar wind - magnetosphere interaction. The electric field also
changes with changing magnetic activity. CHEN and WOLF (1972) computed
the effects of such changes on the plasmapause. They found that a single
sudden decrease in the convection electric field (a reduction of magnetic
activity) causes the region of strict corotation to expand,so that flux
tubes that were moving in from the tail become trapped and commence
filling from the dayside ionosphere. The filling rate is sufficiently
small that the boundary of the original plasmapause remains evident
for a week or so. Following the decrease in the convection field the
relatively stronger corotation field causes the bulge to rotate towards
the night sector and the plasmapause becomes nearly circular. This
result is consistent with observations of CARPENTER (1970C). CHEN and
WOLF (1972) found that if the quiet conditions persist, the duskside
bulge remnant wraps itself around the midnight sector as a tail which,
as time progresses, becomes thicker in the dusk sector as shown in
Figure 3.10. Detached regions of plasma have been observed in the
evening sector by satellites (CHAPPELL, 1974) but no evidence of
longtails has as yet been found. CHEN and WOLF (1972) also computed

the effect of various regular and irreqular changes in the convection
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Figure 3.10 Theoretical distortion of the plasmapause
to form a tail, shown on the 5th day
after the causative decrease in the
convection field
(Adapted from CHEN and WOLF, 1972)
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electric field and,they show that a spatially uniform, 'gusty’',
westward electric field leads to a reasonably good agreement with

the observed plasmapause shape.
3. 23 Summa

The plasmapause exhibits predictable response to changes in
magnetic activity abd is a permanent feature of the magnetosphere.
Ground based whistler cbservations and in Situ satellite probes have
been used to investigate it. To account for its formation, several
theories have been developed but the compexity of magnetospheric

processes has precluded the development of complete theories.

The points pertinent to work appearing later in this thesis

are:

(1) Well-defined whistler components provide information as to
the equatorial radius of their ducts of propagation and
equatorial electron density in the ducts.

(ii) * A diffusive equilbrium model of electron density is
appropriate within the plasmasphere. Beyond the plasmapause
a collisionless model behaving as Ne o RE—4 should be used.

(iii) A centred dipole magnetic field model which is used in the
whistler calculations is appropriate for quiet magnetic
conditions, therefore corrections must be made to the
whistler results for disturbed conditions.

(iv) The plasmapause is a magnetic field aligned surface

. representing the boundary between the dense thermal plasma
of the plasmasphere and the tenous thermal plasma in the
plasma trough.

(v) The plasmapauSe exhibits a dawn-dusk assymetry in that it

bulges outwards on the dusk side.

(vi) Under the onset of quiet magnetic conditions the plasmapause
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expands and under disturbed conditions it can contract to L < 3.
(vii) The plasmasphere corotates with the earth except, possibly, at

high latitudes, where shear effects may become evident.

3.3 Auroral morphology

The visual aurora consists of emissions from sources at heights
between 100 and 200 km above the earth. Such emissions are usually
horizontally distributed in arcs and bands aligned, approximately,
geomagnetic E-W. Their longitudinal extent is for hundreds of kilometres
with horizontal widths of 10-20 km. Field aligned structure in the form
of rays is often apparent and may extend for some tens of km upwards.
The auroral zones, defined as the regions of maximum occurrence
probability for auroral activity, lie about the circumferences of
circles of approximately 22° radius centred on the geomagnetic poles.

In addition to light, the auroral production mechanism generates; X-ray
emission detectable down to balloon altitudes, VLF radio emissions
detectable on the ground and by satellites above the aurora, high levels

of ionization detectable by radar and heating of the auroral ionosphere.

3.3.1 The auroral oval

On basis of IGY all sky camera observations, FIELDSTEIN (1963,
1964) introduced the concept of the auroral oval. This is a
statistically defined region on a geomagnetic latitude - local time
plot, where the probability of auroral occurrence exceeds 75%. He
specified the probability of auroral occurrence as the ratio of the
number of 30 minute time intervals including aurora, within a 60O angle
of the zenith, to the total number of time intervals under observation.
The geometry of the auroral oval is fixed with respect to the sun and the
earth rotates once a day under the oval. The auroral zone is simply the locus
of the midnight part of the oval where intense auroral displays are most

frequently seen. The location of the N-hemisphere auroral oval is shown
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in Figure 3.11 which is reproduced from AKASOFU (1968). The auroral

oval shown in Figure 3.11 is the mean oval for the IGY observations.

If Fieldstein's concept is applied to subsets of all-sky data for

various ranges of magnetic disturbance, it is found that during

prolonged quiet periods the auroral oval contracts. During intense
geomagnetic storms the auroral oval expands to locations as low as

dipole latitude 50° in the midnight sector, (FIELDSTEIN and STARKOV, 1967).
The size of the oval is taken to reflect the recent history of magnetic

activity.

Most discussion of the oval is limited to the N-hemisphere,
but BOND and THOMAS (1970) published a determination of the southern
auroral oval and concluded that the mean locations and the equatorward
and poleward limits of the auroral ovals are similar in both hemispheres.
However, they noted a tendency for the southern auroral oval to show
greater broadening for the higher levels of Kp' Figure 3.12 illustrates
the change in auroral oval location in the S-hemisphere as magnetic

agitation increases.

The auroral ovalhas been widely accepted as a natural coordinate
system (AKASOFU, 1968) for dealing with polar geomagnetic disturbances.
EATHER (1973) presented a re-evaluation of the auroral oval in which
the concept is shown to have serious limitations in representing
characteristics of particle precipitation. He concluded that particle
precipitation patterns were a more reasonable basis for any natural
coordinate system as most auroral data represented the effect of particles
(directly or indirectly). The auroral oval, however, remains a useful
concept, particularly for long term observations such as the DSMP

satellite auroral imaging data.



58.

8 FLUX 510° (Cm* - Sec)™
TRAPPED ELECTRONS

/_(E240 KeV)

FRANK, VAN ALLEN, 8 CRAVEN

06

\\\\\\\\\

\_ AURORAL OVAL (75~90%)
2 (FELDSTEIN)

Figure 3.11 The auroral oval and the outer boundary of the
trapping region
(AKASOFU, 1968)
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Figure 3.12 Smoothed mean locations of the southern auroral
oval together with its inner and outer
envelopes for K =0 - 9
(BOND AND THOMAS, 1970)
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3,.3.2 Auroral forms

The many variations in auroral structures and the pattern
changes evident during a typical auroral display may be resolved into

a few elementary structures.

The quite arc is the basic stable auroral form with an
elongation approximately geomagnetic E-W. Horizontally, they extend
hundreds of km and arcs more than 1000 km long have been observed,
(AKASOFU, 1963). MAGGS and DAVIS (1968) showed that auroral arcs with
typical widths of 10 km have a fine structure of parallel arc elements
of typical width 200 m. The mean altitude of the lower borders of
arcs is between 95 and 105 km, (EGELAND and OMHOLT, 1967). The visual
colour of a quiet arc is green unless its intensity falls below the
colour threshold of the eye, in which case the sensation is usually
white. A transition from the quiet arc to an active form takes place
when field aligned rayed structure and/or distortion of the lower border
becomes evident. A rayed arc has rays present yet the lower border
is not distorted. HALLINAN and DAVIS (1970) found that arc elements
often form tightly wound cylindrical field aligned forms which they
called curls. When seen from the side, curls undoubtedly constitute
rays which are spaced at 2 to 10 km intervals with horizontal extents

of 200 to 300 m.

When the lower border becomes distorted it is termed a homogeneous
band which becomes a rayed band when rays are present. Distortions in
the lower border propagate simultaneously East to West and West to East
along the band and on occasions the quiet arc becomes rayed along its
entire length. Green homogeneous bands occur at a mean height of 100 km.
The presence of a red lower border indicates an altitude of 80 - 100 km
while an overall red appearance may mean that the lower border is at
250 km. However these occur rarely and a height of 100 km is usually

assumed for auroral bands.
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Rays may also be seen in patches isolated from bands. Their
vertical extent can vary from a few tens to several hundred km
(OMHOLT, 1971) and they are always field aligned. Distortion or folds,
and rays may propagate along the length of a band with measured
velocities of up to 50 km s—l (OMBOLT, 1971). Colour apprearances may
be the same as for homogeneous bands and intensities vary from subvisual

to bright levels capable of casting distinct shadows. (See Section 4.3.1).

Coronas occur when auroral forms with vertical extent (rays or
folded bands for example) appear in the magnetic zenith which is indicated
by the perspective convergence of the auroral structure along magnetic

field lines.

Diffuse aurora usually appears as an extensive homogeneous area
of faint luminosity covering much of the field of view. Its ecuatorward
and poleward edges are often sharply defined depending on the position
of the observer relative to the diffuse aurora. It may exhibit a
patchy structure or polewards extending structure (AKASOFU, 1974) in
the post-midnight sector. Diffuse aurora is often below the sensitivity

threshold of all-sky cameras.

Fast aurora waves are E-W aligned waves of luminosity that often
appear to emanate from bands or glows and rapidly travel equatorwards.
In appearance they are similar to flaming but, because they propagate
horizontally, they are observed to move through the zenith, which is the

factor distinguishing them from the field aligned motion of flaming.

Flaming describes waves of luminosity which move rapidly upwards
from the base of an auroral form in the direction of the magnetic field
lines. It may recur rapidly and affect large parts of the sky. Flaming

is usually associated with pulsating surfaces and patches.
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Flickering is the term applied to descrihe the effect when large
parts of a display undergo rapid, irregular changes in brightness as if

lit by flickering flames.

Pulsating aurora includes intensity pulsations of all the forms
reviewed above except, by definition, a quiet arc. They are
characterised by quasi-periodic pulsations of periods ranging between
2 s and 1/10 s. Whole bands may pulsate and pulsating patches are a

common occurrence in the morning sector following the break-up phase.

3.3.3 Electron and proton aurora

Whereas aurora resulting from proton precipitation must be diffuse,

electron aurora may be either discrete or diffuse. This arises because
of two fundamental differences in the behaviour of these particles. For
example, 5 keV protons, the radius of gyration in the earth's magnetic
field is about 200 m compared with -10 m for electrons of similar
energy. Secondly incident‘protons spiralling about a field line can
capture an electron in colliding with neutral atmospheric particles.
This is illustrated in Figure 3.13 which shows the behaviour of a proton
spiralling down a field line to capture an electron at which point it

is a neutral H-atom. It can now move unaffected by the magnetic field until
it loses an electron again through a loss collision. DAVIDSON (1965)
showed that a linear sheet of incident 10 keV isotropic protons could be

broadened to a distribution with a half width of the order of 100 km.

3.3.4 Auroral substorms

A model describing the development of the auroral substorm was
introduced by AKASOFU (1964). Simultaneous all sky camera records from
auroral zone locations.across Siberia, Alaska and Canada indicated that
the aurora shows various active features at different locations. He
called the sequence of auroral events over the entire polar regions,

during the passage from auroral quiet through the various active phases
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Figure 3.13 Typical schematic path of a proton entering the
atmosphere
' (VALLANCE JONES, 1974)
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to subsequent calm, an auroral substorm.

Each auroral substorm has a life time of 1-3 hr and consists of
an expansive phasg, lasting 10-30 min, followed by a recovery phase
which may take more than 2 hrs before quiet conditions are achieved
again. During the course of a day several substorms may take place,
sometimes the expansive phase of one commencing during the recovery

phase of the preceding substorm.

During a substorm guiet arcs which lie along the auroral oval are
activated. The activation usually originates in the local midnight
sector of the oval and its effects spread rapidly in all directions.
Various characteristic displays occur in different LT sectors of the
oval. A schematic representation of a typical substorm is\given in Figure
3.14 reproduced from AKASOFU (1964). The six diagrams are plots of
dipolar coordinates against local time with the sun at the top of each
diagram. Part A of Figure 3.14 shows the quiet situation between
substorms. Quiet arcs are arranged around the dark sector of the auroral
oval and the s; called polar cap auroras are seen to be sun aligned over
the pole. Part B is the onset of the expansive phase of a substorm
characterised by the sudden formation of an arc or the brightening of
an existing quiet arc into a homogeneous band in the midnight sector.
In most cases the band moves rapidly polewards forming a bulge in the
midnight sector, as shown in part C. The characteristic break-up of an
auroral substorm takes place in this bulge with the scattering throughout
it of quiet curtain-like forms. Part D is the end of the expansive phase
with the bulge expanding E and W. In the evening or west side of the bulge
a large scale fold, referred to as a westward travelling surge, propagates
with a speed of about 1 km s—l. In the E sector the aurora often
disintegrates into patches which drift E with speeds of hundreds of
m s_l. When the poleward expanding bulge has attained its highest
latitude the recovery phase commences as illustrated in part E, and the

bulge begins to contract. The westward travelling surge disintegrates
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Figure 3.14 The development of an auroral substorm in a dipole-
local time coordinate system. The sun is towards
the top of the diagram

(ARASOFU, 1964)



66.

into irregular bands and in the morning sector E-drifting patches
pulsate and remain until obscured by dawn. The relative timings

of the above events are indicated in Figure 3.14.

A typical auroral zone station rotates with the earth under the
oval so that it travels under the midnight sector. In this way,
depending on magnetic activity and the size of the oval, until about
2100 LT the station will be equatorwards of the oval. Towards the
midnight sector it passes under the oval, and from about 0300 LT it
will again be equatorwards. Thus an observer will see auroral displays,
the nature of which will depend on his location, relative to the midnight
sector of the oval, and on the stage of the auroral substorm. For
example an auroral substorm occurring at 1900 LT may appear to be
just an enhanced glow on the poleward horizon, while a substorm at
midnight would appear as a break-up across his whole field of view.

When the interplanetary magnetic field is directed northwards there is a
decrease in the rate of merging of geomagnetic and interplanetary

magnetic field lines. The result is the contraction of the auroral

oval to dipole latitude 70o or above. Conversely,the southward directed
interplanetary magnetic field leads to expansion of the oval. Most ground-
based auroral observations are carried out in the auroral zone. AKASOFU
(1975) pointed out that the general conclusion from such observations

was that the aurora and its associated magnetic disturbances occurred

only when the interplanetary field was southwards directed.

The advent of satellite auroral imaging showed that in fact auroral
phenomena were present when the interplanetary magnetic field was directed
northwards, but they were beyond the field of view of ground based

stations.
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L R Satellite imaging of aurora

Great progress in auroral morphology was made with ISIS-2
scanning photometer studies (LUI and ANGER, 1973) and DAPP/DMSP imaging
studies (PIKE and WHALEN, 1974; AKASOFU, 1974). One of the most
striking and persistent features of auroral displays as seen from
I18TS-2 is aAfairly uniform belt of diffuse auroral emission extending
along the equatorward part of the auroral oval right around the pole,
even when discrete forms are absent. The fact that diffuse aurora did
not feature prominently in AKASOFU's (1964) model of auroral substorms
is due to its generally low intensity, lack of structure and low

contrast. Thus it was not recorded by all-sky cameras.

SNYDER et al (1974) tested the concept of the auroral substorm
and concluded that the DMSP photographs verified the two important aspects
of a substorm; namely auroras in the night sectors undergo intermittent
activation and that auroral activity after activation consists of the
expansive and recovery phases. However they found a number of important
auroral features which were missing in the AKASOFU (1964) pattern of
substorm. These include the general behaviour of the diffuse aurora,
and the relationship between polar cap auroras and diffuse auroras.

Figure 3.15 illustrates the major additions to the substorm model as shown

in Figure 3.14. They may be summarized as follows:

(i) Normally satellite observations can distinguish between diffuse
and discrete aurora. Diffuse aurora forms an integral part
of the auroral substorm.

(ii) In the evening sector diffuse aurora appears as a relatively
uniform belt of luminosity with a sharply defined equatorward
border.

(iii) After midnight the diffuse aurora degenerates into a patchy

structure.
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Figure 3.15 bipole-local time schematic of auroral phenomena
occurring near substorm maximum. This diagram
sumparizes the additional diffuse aurora
features seen on DMSP photographs

(SNYDER and AKASOFU, 1974)
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(iv) In the laté morning sector the diffuse aurora develops
into a number of discrete aurora.

(v) Certain features are associated with diffuse aurora in the
post midnight sector during the expansive and recovery phases.
These include patches, large scale wave structures and
omega bands.

(vi) Discrete auroral arcs appear to develop from the 'crests'
of the wavy structure of diffuse aurora in the morning
sector. These sun-aligned auroras often spread over the
entire morning half of the polar cap.

(vii) The equatorward boundary of the diffuse aurora is the most
stable auroral characteristic during substorms. The
transition from the well defined premidnight boundary to the
degenerate morning boundary occurs most often in the midnight

or early morning sectors.

DMSP satellite photographs reproduced in Figure 3.16 from
AKASOFU (1974} illustrate some of the features already discussed.
Figure 3.16(a) shows discrete and diffuse auroras. (b) is an example
of a poleward expanding bulge with bright diffuse aurora in the evening
sector. (c¢) and (d) show eastward drifting patches in the morning sector

and a torch-like diffuse structure respectively.

3.3.6 Characteristics of diffuse aurora

The charcteristics of the diffuse belt of auroras coincide with
several well known characteristics of the proton aurora (EATHER, 1967).
They are both steady, broad (30—7o of latitude) regions of diffuse
emission equatorward of the discrete electron precipitation in the
evening sector. Bright discrete auroras may be superimposed on them.
LUI and ANGER (1973) concluded however, that the proton contribution

to the diffuse auroras seen from ISIS-2 was minimal. The filters
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they used were centred’at,XSSB,l nm and A 391,5 nm with bandwidths of
1,8 and 2,6 nm respectively. Further they stated that the observed
intensities of the diffuse aurora at A 557,7 nm (1-2 KR at quiet times
to 5 KR during a substorm are too high to be accounted for by proton
precipitation , and the measured ratio of intensities of A 391,4 nm
emission to A 557,7 nh emission indicated that the diffuse aurora was
not dominantly proton excited. They concluded that the proton aurora
- (EATHER, 1967) and the mantle (electron) aurora (SANDFORD, 1964; 1968)

together constitute the diffuse aurora in the midnight sector.

On the other hand, FUKUNISHI (1975) in his investigations of
the dynamic relationship between proton and electron auroral substorms,
found that the diffuse precipitation in the evening sector consists

only of proton precipitation (H, intensity 10-30 R constant over the

evening and morning sectors) ang that electron precipitation appears
only in the postmidnight sector of the diffuse aurora. He found that
the equatorward edge of the proton diffuse aurora in the evening sector
moves equatorwards at 200 - 300 m s_l on the initiation of the expansive

phase of a substorm.

98}

2.7 Morphology of the diffuse aurora

Satellite observations (LUI and ANGER, 1973; SHYDER and
AKASOTU, 1974) have identified two qgiffuse and broad bands of luminosity.
One of these is a quasi-circular belt, centred on the gebmagnetic pole
approximately along the line L = ¢ and the other is én oval belt,
partially overlapped with and located slightly equatorwards of the
discrete auroral oval. They lie closely together in the midnight sector,
but are separated by a dark gap in the noon sector, where they should be
regarded as two separate precipitation regions (LUI et ql, 1975). The
observation of the outer belt of auroral emission was not unexpected since
there was clear evidence of another zone of precipitation located

equatorwards of the oval of discrete aurora (HARTZ and BRICE, 1967;
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BURCH, 1968). This zone is characterised by a structureless precipitation
of 'hard' electrons and corresponds approximately to the mantle aurora

of SANDFORD (1968) and the drizzle zone of HARTZ and BRICE (1967), which
is reproduced in Figure 3.16. As can be seen from the figure there

is an appreciable gap between the drizzle zone (dots) and the splash

zone (triangles) at noon.

In the evening sector the diffuse aurora is a relatively uniform
band of luminosity with a smooth poleward and a sharp equatorward
boundary. This is illustrated in Figure 3.15 to which reference should
be made in the following descriptions. AKASOFU (1974) pointed out the
smooth equatorward boundary of the auroral oval is often very clearly
delineated by diffuse aurora which brightens during substorms, particularly

in the evening sector.

In the midnight sector the general nature of the diffuse aurora
changes and it loses its uniformity. Dark E-W gaps may appear in it and
by the morning sector it may become a set of densely packed diffuse arcs
aligned E-W around the auroral oval in that region. During a substorm
the poleward boundary becomes very disturbed and develops a series of
waves (omega bands) and sun-aligned arcs over the morning half of the
polar zone (polar cap aurora). Often during a substorm the E-W aligned
morning sector diffuse arcs appear to degenerake into E-drifting patches

moving at about 300 m s_l.

3.3.8 Relationship between diffuse aurora and the plasmasheet

FRANK and ACKERSON (1972) conducted a local time survey of plasma
at low altitudes over the auroral zones during magnetically quiet periods.
They found that a simplified picture of particle precipitation could be

described in terms of two zones, located relative to the trapping boundary
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Figure 3.16 The two main zones of auroral particle precipitation:
dots symbolize the drizzle precipitation, and
triangles the splash type

( HARTZ and BRICE, 1967)
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for the more energetic (E > 45 keV) electrons. Poleward of the

trapping boundary they found that the electron precipitation pattern

was dominated by inverted 'V' events. Equatorward of the trapping
boundary they found that the most intense electron precipitation occurs
in the midnight and early morning sectors. It is clear from the

survey that the precipitation equatorward of the trappinq»boundary is
identified with plasmasheet electron intensities because of their spatial
location, overall intensities, average energies, and relatively broad

energy spectra.

WINNINGHAM et al (1975) investigated the latitudinal morphology
of 10 eV to 10 keV electron fluxes during magnetically quiet and
disturbed times in the 2100 - 0300 LT sector. Their satellite data
(ISIS-1 and 2) showed characteristic and repeatable morphological
precipitation regions. A summary of their results is shown in Figure
3.17. They described this as an amplified version of the precipitation
pattern proposed by HOFfMAN and BURCH (1973) reproduced in Figure 3.18.
WINNINGHAM et al (1975) and DEEHR et al (1976) found three precipitat.cn
regions which they called central plasmasheet (CPS), boundary plasmashcet
(BPS) and polar rain (PR). The CPS region corresponds to electron
fluxes originating in the near-earth plasmasheet. Thus the equatorward
limit to the CPS region is formed by the inner surfaces of the cusps of
the plasmasheet as illustrated in Figure 3.2C. Poleward of the CPS
region they found a region of precipitation in which the average
electron energy, intensity and morphology are extremely variable from
orbit to orbit. They speculated that this region is associated with the
outer boundaries of the plasmasheet cusps and thus named it the BPS
region. The BPS region is associated with inverted 'V' events and is
very dependent on magnetic activity. On the other hand the CPS region
is more stable. BURROWS and McDIARMID (1972) showed that energetic

solar flare electrons could reach the BPS but not the CPS region. The
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Figure 3.17 Polar plot of electron precipitation morphology for
various substorm phases from 2100 to 0300 MLT
based on ISIS 1 and 2 data

(WINNINGHAM et al, 1975)
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Figure 3.19 Relationship between auroral forms representing the
auroral oval and the inner and outer boundaries of
the plasma sheet

The outer boundary mapped from observations at '
LR | § )
e

The inner boundary mapped from observations in the
equatorial plane ( O ) and from 2,7 - 3,0 RE ( ® )

(LASSEN, 1974)
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PR region lies polewards of the BPS region. Weak electron fluxes

precipitating here may be magnetosheath electrons.

VASYLIUNAS (1970) showed that the inner edge of the plasmasheet,
projected along the magnetic field lines to the ionosphere, coincides
with the equatorwardboundary of the auroral oval. AKASOFU et al (1973)
determined the outer boundaries of the plasmasheet using Vela 5 and
6 satellite data. LASSEN‘(1974) mapped these outer boundaries onto
the polar ionosphere and superimposed auroral data recorded over a
2-month period by a network of 6 all-sky cameras in Greenland. His
results are reproduced in Figure 3.192. The determination of the outer
boundary of the plasmasheet is shown as a dashed line and the boundary of
the inner edge is shown by open circles (mapped from observations at the
equatorial plane) and filled circles (mapped from observations at
2,7 - 3,0 RE). Lassen's auroral data is shown as representing discrete
forms. There is a discrepancy in that discrete forms should delineate
the poleward section of the auroral oval and diffuse forms the equatorward
section. Discrete forms are plotted throughout the oval in Figure 3.19.
He ascribed the discrepancy to the difficulty of distinguishing a
diffuse aurora on all-sky camera records and concluded that some of the
arcs plotted near the equatorward boundary of the oval represent elements

of diffuse aurora.

Finally, LUI (1975) clearly showed that the region of diffuse
auroral precipitation was directly associcted with the centre of the
plasmasheet (CPS) and that discrete events were associated with the
outer boundary of the plasmasheet (BPS). A summary of the results of
recent satellite surveys of the morphology of auroral precipitation
by LINSCOTT (1975) is represented in Figure 3.20. Inverted 'V' events
and discrete auroras occur at the outer boundary of the plasmasheet
while diffuse aurora occurs from the discrete regions to an equatorward

boundary at the inner edge of the plasmasheet.
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3.3.9 Sumnmary

The relevant points to note in the section concerning the

auroral morphology and, in particular, diffuse aurora are:

(1) The auroral oval is a topological concept derived statistically.
The continuity of the oval around the pole does not imply that
the precipitation mechanisms around the pole are all the
same.

(ii) Auroral forms seen during a typical auroral display may be
resolved into a few standard forms.

(1ii) For ordering a sequence of auroral events, the concept of
the auroral substorm can be used.

(iv) Auroral observations depend on the substorm phase as well
as the cobserver's position relative to the auroral oval.

(v) Electron auroras may be classified as discrete or diffuse.

(vi) Diffuse aurora show a well defined equatorward boundary
in the local evening sector and are relatively stable.

(vii) The equatorward boundary coincides with the equatorward
boundary of the auroral oval and with the inner boundary
of the plasmasheet.

(viii) Diffuse aurora brightens with the onset of discrete activity.

3.3.10 The characteristics of pulsating aurora

A modulation of intensity is often found to be superimposed on
.the gross features of a precipitation event. The source of modulation may
be a process which redistributes the pitch angles of particles into the
loss cone such as in a wave-particle interaction. A close investigation
into the characteristics of pulsating aurora and its association with
phenomena, such as precipitating particles and VLF emissions, can help

in the understanding of the mechanisms involved.
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Pulsating auroras are a post-breakup phenomenon, Figure e
which exhibits quasiperiodic temporal variations with frequencies
ranging from 0,0l to 10 Hz; they are low in intensity, 10 kR; the
pulsating forms can be arc<like or irregular in shape with a
horizontal extent between 0,1 to perhaps more than 100 km; pulsating
auroras typically drift eastward at low speed, 1 km s_l or less
(e.g. PAULSON and SHEPHERD (1966); JOHANSEN and OMHOLT (1966) ;
CRESSWELL and DAVIS (1966); SCOURFIELD and PARSONS (1969);

CRESSWELL (1972).

Power spectral analysis of auroral pulsations presents a rather
complex problem. The complexity arises from the fact that the
intensity of many pulsating forms vary not only temporally but also
spatially. JOHANSEN and OMHOLT (1966) found different types of
pulsations exhibited different power spectra of intensity variétions
over frequencies ranging from O Hz to 3 Hz. A typical record of a
very regular series of pulsations in auroral luminosity is shown in
Figure 3.22 and power spectra of luminosity pulsations as observed by
JOHANSEN and OMHOLT (1966) is presented in Figure 3.23. OMHOLT and
PETTERSON (1967), from an investigation into power spectra over a
frequency range of 1 - 20 Hz fourd a rapid decrease in power with
increasing frequency. An interesting observation is that the spectral
shape varied more rapidly with time with the fast pulsations (1 - 20 Hz)
than with the slow pulsations (O - 3 Hz). The appearance of fast
pulsations‘also seem to be more irregular in time and shape than slow
pulsations. Power spectral shape also seems to be dependent on local
time (OMHOLT, KVIFTE and PETTERSEN 1969), but not strongly dependent on
latitude (SHEPHERD and PEMBERTON, 1968).

Interesting work on isolated pulsating patches was done by
INNES (1973). He found that optical emissions at different points

within the pulsating patch showed detailed similarities as revealed by
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the power spectral density plots but that the frequency components
become randomly phased with increasing spatial separation of the
points observed. There was furthermore no preferred direction in
which frequency components progressed, INNES (1973) felt that this
gave conclusive evidence of several hinor modulation mechanisms being

superimposed on a major mechanism.

3.3.11 Modulation of auroral electrons

Groundbased, satellite and sounding rocket observations have
shown that auroral light is primarily due to electrons in the 1 - 10 KeV
range e.g. HARANG and OMHOLT, (1960) ; CHRISTENSEN and KARAS, (197C). The
following section concern the characteristics of these auroral electrons

and their precipitation into the ionosphere.

Fluctuations in the flux of precipitating electrons have been
observed during the breakup phase of an auroral display by rocket
techniques, e.g. EVANS (1967); JOHNSTONE and DAVIS (1974); BRYANT
et al (1971,1975). BRYANT et al (1971) measured 4,6, > 22 KeV electron
intensities above a pulsating band whose light intensity was recorded
through a 3914 R filter by a photometer on the ground below the
pulsating auroral form. Figure 3.24 shows the similarity between the
simultaneous electron intensity and optical illuminosity records of
BRYANT et al (1971). The reason for the simultaneous observations of
the two phenomenae was to establish whether the variations in electron
intensity were temporal and not spatial. The assumption is made by
several workers JOHNSTONE and DAVIS (1974), BRYANT et al (1971, 1975),
that at the source of the electron intensity pulsations the modulation
is simultaneous for particles of all energies, and that following the
modulation, the speeds of the particles are constant until they are
detected. On the basis of this assumption the distance along particle

trajectories to the source of modulation is deduced. The results of such
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analyses have fallen into two groups. JOHNSTONE and DAVIS (1974)
proposed a low-altitude mechanism such as acceleration as produced by
an electric field parallel to the geomagnetic field for the
precipitation of particles during a transient visible auroral event
and a mechanism such as pitch angle diffusion or convection electric
fields for the subvisual background precipitation. However, BRYANT
et al (1971, 1975), place the modulating mechanism in the equatorial
region and suggest that precipitation, which was observed during

the expansive phase of an auroral substorm, was caused bv pitch angle
scattering of plasmasheet electrons into the loss cone as a result

of wave-particle interactions. Wave-particle interactions have their
greatest effect at the geomagnetic equator where the geomagnetic field

strength is weakest.
It appears, therefore, that there exist different modulating
mechanisms and there is debate as to the location of the source of

modulation of auroral electrons and illuminosity.

3.3.12 Motion of energetic electron for L =4,11

In the following section the time taken for electrons of various
energies to travel from the equator to their mirror points in the
atmosphere will be calculated. The results will be used later in the

auroral date in Section

Consider first the oscillation of a trapped particle between

mirror points M and M' in the northern and southern hemispheres.

The magnetic moment u associated with the particle and its motion

is invariant, ALVEN (1950).
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= = 2 w, =0 =
5 mw /Hm ( h )
m = mass of trapped particle
w = gpeed of trapped particle
ms = component of w perpendicular to H
0, = component of w normal to H
H = magnitude of magnetic vector
Hm = magnitude of magnetic vector at mirror point M
Thus at M
. ]
H =~ = (a——) He (e denotes conditions at equatorial plane)
ne
He - -
= IR (Be = angle between w and H, i.e. pitch angle)
e
2 He
. Bin- & =z 1.0
e H
m

The height hm of M above the ground is given by the equations

h =r - a 2.0
m m
where r = radial distance from centre of earth to M
a = earth's radius
L. 5 r
and Sin2 8 - Gl 3 3.0
e r r

e e

Figure 3.25 has been constructed from equations 2.0 and 3.0 to show how hm’

Le and Ge are related, AKASOFU and CHAPMAN (1961).

Two points are noteworthy. If we consider a number of particles of

different energies all mirroring at some altitude in some McIlwans
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The graphs show for what combinations of L and ee the
mirror points have heights of 100, 300, 500, and 1000 km
above the ground; L = r /a, and re is the distance at
which a particle crosses the equatorial plane with
pitch angle ee.

(AKASOFU and CHAPMAN, 1961)
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L shell, they will by equation 1.0 all have the same pitch angle in the
equatorial plane and will follow the same spiral path. Secondly, from
equation 3.0, the smaller L the larger the range of pitch angle

for which the particles can penetrate the atmosphere.

The time To required for one complete oscillation between the

two mirror points M and M', is given by

where % denotes the arc length of the spiral path of the particle from
the point where the path intersects the equatorial plane to the point
M or M'. £ has been calculated by WENTWORTH et al (1959).

T'or L =4,11

fe T 4,94

il

O
Q
2
(o)

Sin ©
e

From WENTWORTH et al (1959)
s =2 = 1,268 re

and re = 4,11a
2 = 1,268 x 4,11 X a
o - 4% 4,11 x 1,268 xa _
O W =
132,997 x 106 . -1
= = (w inms ™)

For electrons of energy n KeV

1 =
E-mmz = (n X 103] X (1,6 x 10 19] Joules
w = ¥3,52n % 107 nm s“l
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For energies > 5 KeV the above must be modified for relativistic
correction.
*  The bounce time or time required for one complete oscillation,

To’ is the following:

3

To = 7,09/

Below is a table of To for electrons of various energies.

Enefgy (KeV) To(s) To/4(S)
1 7,08 1477
2 5,01 128
3 4,09 1,02
4 3,55 0,89
5 3,20 0,80
6 2,90 &, 73
7 2,69 Q,67
8 2,52 0,63
9 2,38 0,59

10 2,26 0,56
20 1,61 0,40
30 1,33 D23

3.3.13 Summary

The following points from the sections concerning pulsating

aurora are noted in lieu of the work to be presented later in this thesis.

(i) The power spectral determination of pulsating aurora is a
complex procedure due to the fact that a pulsating forms
fluctuation in intensity is not only temporal but also

spatial.
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(ii) Variations of intensity with an isolated patch have
frequency components which are randomly phased.

(iii}) 1 - 10 KeV electrons are primarily responsible for
pulsating auroral emissions.

(iv) The study of the modulation mechanisms governing auroral
electrons throws light on the modulation mechanisms responsible
for pulsating patches.

(v) Time taken for an electron with m KeV energy on the field
line L = 4,11 to travel from the equator to an altitude

of 100 km has been determined to be

3.4 Hiss

3.4.1 Introduction

Magnetospheric radio wave emissions observed with satellite
and ground receivers are the results of wave-particle interactions, although
details of the interaction mechanisms are not well understood. The
association between auroral or precipitating particles and very low
frequency emissions has since been established by satellite measurements,
for example JORGENSEN (1966) and LAASPERE and HOFFMAN (1976). Ground-
based observers have also noted a correlation between auroral light
intensity and VLF emissions e.g. BURTON and BOARDMAN (1933) and
OGUTI (1975). The following review mainly concerns a specific VLF

emission known as hiss.

3.4.2 Classification and morphology of hiss

VLF phenomena have been classified by GALLET (195Y) and
HELLIWELL (1965). Hiss may occur as a narrow band of noise, typically
of a few Kkilohertz bandwidth, or as a wide band noise extending up to

tens of kilohertz. It can be identified aurally by a hissing sound when
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amplified and played through a loud speaker.

When one investigates VLF hiss in terms of intensity and of
location in magnetic coordinates, it becomes apparent that there are
two ranges of invariant latitudes where emissions are most commonly
observed; high invariant latitudes of between about 70° and 80O and
medium invariant latitudes, between 50O and 600. The behaviour of
VLF emissions, including hiss, differs greatly in these two regions
e.g. see HUGHES (1970) and HAYAKAWA et al (1975). They must therefore
be considered separately. In view of the fact that the location of
SANAE is ( = 600) in the medium latitude belt and that the VLF hiss
data to be analysed is associated with aurora (auroral hiss), which
usually occurs in the high latitude belt, it is appropriate that this

review embraces both regions of observed hiss.

3.4.3 Morphology of medium latitude and high latitude hiss

High latitude hiss:

Before the advent of satellites, ground observations made at
high latitude stations showed that two types of hiss were commonly
observed; daytime hiss below 2 kHz, and hiss above 2 KHz which occurs
mainly at night. MARTIN et al (1960) found an association between hiss
at frequencies greater than 4 kHz and aurora. He called the VLF emissions
'auroral hiss' a very broad band hiss extending to hundreds of kHz.

Since then, many other workers, for example ELLIS (1957, 1959), DOWDEN
(1961) , JORGENSEN (1964, 1968), MOROZUMI and HELLIWELL (1966),
TANAKA (1972), OGUTI (1975) and HAYAKAWA et al (1975) have made

observations of hiss and noted its association with auroral luminosity.

However, when VLF emissions are recorded at groundbased stations,

they frequently exhibit complex behaviour. The reason for this could be
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the propagation of high latitude hiss to low latitudes or vice-versa.

in the ionosphere-earth waveguide so that a station at 60o invariant
latitude, for example, may receive both low and high latitude emissions,
resulting in a complex picture. Ionospheric absorption also plays a

part in complicating a morphological study'of hiss on the ground.

Satellite studies carried out with Injun, Alouette, Ogo, FR-1
and Ariel satellites have greatly enhanced our knowledge of hiss above

the ionosphere.

As mentioned earlier the high latitude hiss zone is found to be
situated between./\= ;o and/\ = 80°. This is supported by e.g.
GURNETT (1966), HUGHES (1970), LAASPERE et al (1971). The location of
the hiss zone peak intensity depends on magnetic activity and magnetic
local time. Under disturbed conditions, the zone peak moves equatorwards
but never as far as the medium latitude hiss zone. This has been
attributed to the expansion of the auroral oval but satellite data
suggests the development of emission at medium latitudes dQuring a
magnetic storm which is quite separate and distinct from the high
latitude zone of emission. HUGHES (1970). Figure 3.20 illustrates the
high latitude zone (northern hemisphere) plotted in invariant latitude

against magnetic local time.

Various satellite studies have been carried out on the occurrence
and correlation of energetic particles and hiss emissions. GURNETT (1966)
concluded from INJUN 3 results that VLF hiss events were associated with
fluxes of electrons having energies of about 10 KeV or less. LAASPERE
et al (1971) and HARTZ (1971) have suggested that VLF hiss on the dayside
of the magnetosphere is associated with an influx of low energy, O,l to 1 KeV
electrons in a region identified as the 'soft-electron' precipitation zone

by JOHNSON and SHARP (1969) and EATHER (1969). Published results by
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HOFFMAN and LAASPERE (1972), GURNETT and FRANK (1972), HARTZ (1971)

and JAMES (1973), clearly show that on the dayside of the earth the
whole auroral hiss band (VLF - HF) is generated by very soft

(few 100 eV) 'cleft region' electrons. LAASPERE and HOFFMAN (1976)
concluded from OGO 6 data analysis that the predominant source for

the whole auroral hiss on the nightside was electrons of energies below

about 0,7 kevV.

The close association between aurora and hiss has been reported

by a number of observers e.g. BURTON and BOARDMAN (1933), JORGENSEN
(1962) and OGUTI (1975), HARANG and LARSEN (1965), MOSIER and GURNETT

(1972) . Simultaneous occurrences on large and small time scales have
been studied depending on the sophistication of the equipment used to
observe the two phenomena. With the advent of low-light level imaging
by sensitive TV cameras the resolution of data is in the order of a

few milliseconds.

That a one-to-one correlation between the occurrence of aurora
and VLF¥ hiss does not exist has been established e.g. GURNETT (1966),
MOROZUMI (1963) and MARTIN et al (1960). The absence of hiss during
intense auroral displays has often been attributed to absorption in the
ionosphere but ROSENBERG (1968) found a lack of one-to-one correlation
even when ionospheric absorption was low. In addition many magnetospheric
radio waves may also undergo total internal reflection at the base of
the ionosphere, SRIVASTAVA (1974), thus limiting the information on the
association between aurora and hiss gained from a ground-based station.
An interesting experiment by MOSIER and GURNETT (1972), comparing all-sky
camera data with INJUN 5 satellite VLF hiss data supports findings by
GURNETT (1966) that indicated that VLF hiss and auroral light emissions
are produced by electrons of somewhat different energies. Thus,

depending on the detailed energy spectrum of precipitated electron flux
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there may be a predominance of low energy (V400 eV) electrons which lead
to the generation of VLF hiss but which does not contribute greatly to
the auroral light emission. Also, for more energetic (V10 KeV) electron
precipitation events there may be little VLF hiss generated, but strong
auroral-light emissions observed. Thus if a broad enough energy
spectrum of precipitated flux exists, both phenomena can be found to

occur simultaneously.

SIREN (1972) reports the existence of dispersive auroral hiss,
bursts of hiss which show whistler-mode dispersion. No accompanying auroral
light was mentioned in this report although they were observed in the
auroral zone. Their dispersive nature indicated various source positions

ranging from altitudes of 10 00O km to 22 00O km.

From observations made at Syowa Station (high latitude) HAYAKAWA
et al (1975) noted that there was a positive correlation between the
occurrence probability of auroral hiss at 12 kHz and geomagnetic activity
during slightly and moderately disturbed periods. This positive
correlation dropped with further enhancement of geomagnetic activity which
the author reports to be the possible result of ionospheric absorption.
Figure 3.27 shows the dependance of occurrence probability of auroral
hiss on magnetic activity observed at Syowa. BAnalysis of ARIEL 3 data
shows a significant displacement of the mean position of the zone maximum
to lower latitudes with increasing level of magnetic disturbance, the most
and least displacement occurring at the noon and midnight meridians
respectively HUGHES (1970). The mean position of zone maximum, however,
does not move down to medium or low latitudes as other high latitude

phenomena, such as aurora, during a magnetic storm.

Medium or low-latitude hiss

Medium latitude hiss is quite different from high latitude hiss,
both in its behaviour with magnetic disturbance and the location of

its occurrence.
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HUGHES (1970) summarizes the general features of medium latitude

hiss as follows:

(a) The peak intensity zone lies between A = 50° and A= 60°.

(b) It has a very sharp high latitude boundary between A = 60°
and A = 650, the position being frequency dependent.

(c) The zone is often known to extend to lower latitudes on the
evening side of the earth.

(d) Zone intensity and position are a marked function of local
time and magnetic disturbance.

(e) There is always a separation of a well defined minimum in

signal intensity between the medium and high latitude hiss

zones.

ff) The frequency spectra of low latitude hiss is found to be always
narrow band in frequency usually of the order of 1 kHz e.g.

HAYAKAWA et al (1975).

A conclusion made by some observers e.g. JORGENSON (1968), that
VLF emissions were observed at medium latitudes after propagation from
high latitudes via the ionospheric-earth waveguide was questioned by
HUGHES (1970) on various counts. ARIEL 3 data shows that intense
emissions were observed in the morning almost immediately after a sudden
storm commencement and there was no storm time delay as reported by
HARANG (1968) which wéuld indicate a propagation time delay. Also from
this data it appears that the source of VLF emissions is confined to -

an angular width (in longitude) of between 15° and 30° because of the

localisation of morning emissions.

Just as high latitude emissions move equatorwards during magnetic
disturbance so do the emissions at medium latitudes but the two regions

of emissions always remain separated by a deep minimum in signal intensity
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It is generally'considered (AKASOFU, 1969) that aurora observed at
medium latitudes is due to the expansion of the oval towards the
equator but, as HUGHES (1970) mentions, an alternative explanation,
because of the two distinct zones of hiss, may be that during magnetic
‘storms the precipitation of particles from the radiation belts is
greatly increased giving rise to 'a medium latitude aurora' and at

high latitudes the aurora is produced by particle coming in from the
tail of the magnetosphere; these two phenomena being quite separate.
However, it is debatable whether the radiation belts can support aurora

of long duration.

3.5 Hiss generation mechanisms

The generation mechanism of VLF hiss emissions should be
explicable for various parameters, but the two on which the most effort
has been concentrated have been frequency versus time spectra and the
intensity of the emissions. A number of different mechanisms have been
considered to explain hiss. This review will concentrate on two popular

mechanisms, namely Cérenkov radiation and cvclotron emission.

3.5.1 Cérenkov radiation

When charged particles in a medium move with a velocity greater
than the phase velocity of propagation of electromagnetic waves in the
medium then electromagnetic waves are radiated, known as Cérenkov radiation.
FRANK and TAMM (1937) and FRANK (1939) gave the fundamental theory of
Cérenkov radiation produced by a point charge moving with a uniform
velocity through an isotropic medium. The first attempt to consider
the condition of coherent radiation and calculate the total radiated
power is due to KOLOMENSKII (1956). MACKENZIE (1963), LIEMOHN (1965),
MANSFIELD (1967) and TAYLOR (1973) have also formulated the theory and

shown its applicability to ionospheric and magnetospheric plasma.
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The basic assumptions in these formulations of Cérenkov theory

are the following:

(1) The medium is assumed to be cold, collisionless,

dispersive and anisotropic.

(i) The plasma is neutral.

(iii) Permeability of the medium equals that of free space
(iv) The dielectric tensor is complex and Hemmitian.

(v) A static magnetic field permeates the medium and the

magnetic field vector is comparatively very small.
(vi) The change in velocity of the particle is independent of

spatial and temporal changes in the density of the medium.

3.5.2 A comparison of the properties of Cérenkov radiation

and observed hiss characteristics

LIEMOHN (1965) and MANSFIELD (1967) using a plasma model with
the above assumption and specific parameter values appropriate for
trapped electron orbits at sample points in the geomagnetic field,
calculated frequency and angular spectra of the power emitted by
Cérenkov radiation. The frequency and angular spectra of Cérenkov

radiation in the whistler mode for a 10 KeV electron with pitch angle

o . ; : "
U] 30 ,at a magnetospheric locus of L =3,0 and gecmagnetic latitude
Y

and 3.29. MANSFIELD (1967) makes the following conclusions:

30° as calculated by MANSFIELD (1967) is presented in Figures 3.28

(1) Theories using the longitudinal form of the index of refraction
cannot be correct because the largest part of the radiation is
emitted at large angles to the field line.

(1i) To explain the observed power levels of VLF emissions at least
partial ccherence among the radiating electrons is necessary.

(iii) VLF emissions with very narrow instantaneous bandwidth

necessitates the postulation of some means of frequency selection.
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JORGENSEN (1968) calculated a VLF hiss spectrum appropriate for
the lower ionosphere using MANSFIELD's (1967) theoretical results and
incorporating an intense but reasonable electron spectrum determined
by EVANS (1966) for electrons with energies above 1 KeV. His calculated
spectrum is shown in Figure 3.30. Although OGO 2 observations of
VLF hiss showed an average spectral density of the same order as his
theoretical results, INJUN 5 hiss spectral density was 3 orders of
magnitude greater. In reviewing Jorgensen's paper,TAYLOR and SHAWHAN
(1974) are critical of firstly,JORGENSEN's (1968) calculation of OGO 2
power spectral densities and secondly of his assumption that the hiss

is perfectly guided.

Using MCKENZIE's (1963) formulation the dipole approximation
for the geomagnetic field and electron density distribution supported
by most experimental measurements, SINGH and SINGH (196€9) plotted
frequency and angular spectra for electrons of various energies. These
are illustrated in Figures 3.31 and 3.32. Having calculated the
incoherent Cérenkov power for different points in the magnetosphere
they were able to integrate the effects of all radiating electrons in a
tube of force and thus determine the total power received at the bottom
of a tube of force having 1 m2 base area on the earth surface and
crossing the equator ét L = 3. Their results were comparable with
observed values of hiss power received at low latitudes as reported by
JORGENSEN (1966). There is an overall agreement between their results
and that of JORGENSEN's (1968).

LIM and LAASPERE (1972) modified MANSFIELD's (1967) formula by
placing a limit of 400 on the index of refraction, corresponding to the
condition that the phase velocity of the emitted wave be twice the
thermal velocity of the background electrons for their assumed electron
temperature of SOOOO_K. Their hiss spectrum is also shown in Figure

3.34 and it is seen that two orders of magnitude still separate the
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maximum observed INJUN 5 fluxes and their calculated VLF fluxes. TAYLOR

and SHAWHAN (1974) felt that they underestimated the power at the lower
frequencies. It is noted by TAYLOR and SHAWHAN (1974) that large

fluxes of low-energy electrons in the auroral zone will emit significant
amounts of energy in the Cérenkov mode only for frequencies that may
propagate with a large index of refraction. This condition holds for
frequencies in the VLF range between the local lower hybrid resonance
frequency and the minimum of the electron gyrofrequency/27 and electron riasma

frequency/2w.

TAYLOR and SHAWHAN (1974) did calculations which included a wave
normal angle dispersion calculation and a calculation for a wave normal
angle distribution peaked near 6° from the resonance cone. They found
theoretical and observed power spectra were still very different for
VLF hiss although their spectralshapes were in agreement. They concluded
that it seemed unlikely that VLF hiss is generated by incoherent Cérenkov
radiation from electrons and because of the agreement in spectral shape
and thexnan—linear dependance of wave power on particle flux, they suggest
a partially coherent or amplified Cérenkov source (SINGH, 1972) or an
instability with initial wave normal angles near the resonance cone at a

source altitude of 3000 to 10 OO0 km.

A instability mechanism caused by an electron beam was investigated
by SWIFT and KAN (1975). The instability could be viewed as a coherent
Cérenkov rad.ation that is excited when the streaming velocity of the beam
exceeds ' the phase velocity of the wave parallel to the magnetic field. It
is successful in explaining the greater frequency of hiss observations by

satellite than those on the ground.
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855 Cyclotron radiation

When a charged particle spirals in a magnetoplasma it generates
normal cyclotron radiation due to its continuous acceleration while
spiralling and if its velocity component parallel to the magnetic field
is smaller than the phase velocity of light in the medium, then it can

also emit anomalous cyclotronradiation.

MANSFIELD (1967) rigourously formulated the cyclotron radiation
theory using the basic assumptions underlined in Section 3.5.1
and discussed the applicability of doppler-shifted cyclotron radiation
theory to the search for a source of VLF emissions. Plots of frequency
and angular power spectra for cyclotron radiation by a 1O KeV particle
with pitch angle ¢ = 30° and magnetospheric locus of L = 3,0 and
geomagnetic latitude ¢ = 30o are presented inFigures 3.3 and 3.34 and

these curves reveal noteworthy points as mentioned by MANSFIELD (1967) .

Normal cyclotron radiation

(1) The maximum power density is around lO—30 watts/c/s/electron for
the first harmonic.

(i1) The higher harmonics have lower power densities and peak at
higher frequencies.

(1ii) Most of the radiation is emitted at large angles to the magnetic
field line in the backward hemisphere and essentially no
emission is in the direction of the field line.

(iv) It appears that when the frequency spectra of the individual

harmonics are summed the radiation will have a broad maximum.

Anomalous cyclotron radiation

(1) The maximum power density for the fundamental harmonic is

-31
3 x 10 watts/c/s/electron.
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Figure 3.33 Frequency spectra for normal (8 => Q) cyclotron
radiation ig the whistler mode for a 10 keV electron
with ¢ = 307, £ = 102 kc/s, and fn = 229 kc/s.

(MANSFIELD,1967)
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(MANSFIELD, 1967)

"60'[



110.

(Aa) Higher harmonics have lower power densities but peak at the
same frequency.
(iii) It is expected, as in normal cyclotron radiation, that the
radiation will reach a broad maximun.
(iv) Radiation is emitted at large angles to the magnetic field
and there is essentially no emission in the direction of the
" field line.

{v) The anomalous radiation is in the forward hemisphere.

SINGH and SINGH (1969) mention that assuming charged particles
are emitting cyclotron frequencies and the change in frequency is due
to spiralling motion upward or downward along the geomagnetic field,
then the expression for the shifted frequencies can be obtained.
(DOWDEN (1962) and NANSEN (1963)). The doppler-shifting of the cyclotron
frequency depends on the velocity of radiating charged particles along
the geomagnetic field lines. The doppler shifted frequency fS is written

as

where phase velocity Vp = c¢/u which can be easily obtained from the ambient
plasma. Frequencies received by the observer on the ground have been
doppler-shifted down if the particles are travelling away and up if

the particles are approaching the observer as in the case of precipitating

particles.

From calculations, using THORNE and KENNEL's (1967) suggested
electron density model, SINGH and SINGH (1969) concluded that cyclotron
radiations were well suited for electromagnetic wave interaction with
streaming or ambient magnetospheric plasma as they possessed the wave
propagation direction along and opposite to the direction of spiralling
electrons. Again, though, the calculated power in general falls short of

the observed power.
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3.5.4 Coherent Cérenkov and cyclotron radiation

As can be seen from the previous sections Cérenkov and
cyclotron radiation from electrons cannot adequately explain the
mechanism of VLF emissions from the point of view of intensity unless
there is an additional mechanism which is able to make the radiation

coherent.

The following sections discuss various conditions for the

radiations from individual sources to propagate cocherently.

3.5.5 Coherent Cérenkov radiation

Cérenkov radiation is emitted when the refractive index n
satisfies the Cérenkov condition, KIMURA (1967).
v
1l - —%—-n cos 6 =0 (1)

Using the approximation of the Appleton-Hartree equation for the square

of the refractive index of plasma,

wlw - w cos O
= 2 N ( ge ) x c2
n 2 )
wlw - wge cos ) - wpe : cos 6
for longitudinal propagation (8 = 0),
2 wlw = wge) 5
“I = 2 g o (2)

wlw-w ) -
ge pe
The emitted frequency w is then given by the following expression

“ge cos 8 : wze vﬁ & .
W = _3_5_____ (1 3 (1 - e ) (3)
i w 2 2
ge
VW = electron velocity in the direction of the static

magnetic field
c = gpeed of light
n =" refractive index g

= angle between wave normal and the external magnetic

field
wge = electron gyrofrequency
w = electron plasma frequency
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If the electron's parallel velocity V, satisfies a relation

w C

two frequencies coalesce to a single frequency

1
w=sw cos 8
2 ge
At this frequency the group veloclity Vg of the wave becomes identical
with the phase velocity Vp by lieu of the equation of the refractive
index of the whistler mode (right-handed polarized) which is expressed
by

UJ‘

pe
w(w=- w cos 6)
ge

n2=l,-
given for example by KIMURA (1967).

We then have the condition that from the Cérenkov condition

Vi

l- — ncos 6 =0
c

<
]

<
(]

and phase velocity

group velocity

that the electron and the radiated energy are always on the same wave
front as seen in Figure 3.35, GENDRIN (1960) was the first to point this
out and STURROCK (1962), BRICE (1964) and ONDOH (1965) did further

investigation into it.

What is noteworthy is that the condition does not require a
number of particles to radiate coherently but that the radiation from a
single particle be summed up coherently to give a solitary impulse.

However, though the wave energy traverses with a constant angle to the
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Figure 3.35 Condition in which Cerenkov radiation is coherently

emitted.
(KXIMURA, 1967)
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magnetic line of force, the energies successively emitted do not
always travel along a single ray path, so that the intensity of the solitary

impulse would not attain a very high value.

3.5.6 Coherent cyclotron radiation

KIMURA (1967) notes that if the cyclotron radiations from
individual particles constituting a beam are to be observed coherently,
then the phase of the transverse velocity of the particles should change
periodically in space and time like a wave, the wavelength of which
should have a particular relation with that of the radiation in the
medium. He found that the phenomena of coherent cyclotron radiation emitted
from a beam can be identical to an electron beam interacting with a

whistler mode wave to excite the cyclotron instability.
The latter will be discussed in the following section.

3.5.7 Cyclotron instability (gyroresonance)

BRICE (1964) classified suggested mechanisms for the genération
of VLF emissions and noted that all the mechanisms involve either
longitudinal or transversal resonance conditions for interactions between

whistler-mode electromagnetic waves and energetic particles.

Cérenkov radiation by individual particles and travelling wave
tube amplification plasma instability satistfy the longitudinal resonance
condition, RYCROFT (1972), but it is the transverse resonance or
gyroresonance which this section is devoted to and which is also treated

in more detail by RYCROFT (1972) and BRICE (1964).

The exchange of energy from an energetic electron in the
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magnetosphere to electromagnetic radiation propagating in the whistler
mode is considered. A change in energy AW of an electron of charge
q = -e, moving a distance As at velocity V in time At, in an electric

field E and magnetic field B is given by

Aw

q (E+VaB) - s

An electron moves in a helix of varying pitch angle a in geomagnetic field
with velocity components V;, = V cos a parallel to the magnetic field and

v,

w =V sin a perpendicular to the magnetic field.

Two resonant conditions are possible

constant

(a) E;, Yy

or (b) E; -V, constant (2)

Let us consider case (b). 1If a gyrating electron experiences the
electfic vector of a wave rotating about the geomagnetic field in the
same sense and at the same frequency as its cyclotron motion, it ‘'feels'
the wave Doppler-shifted to its gyrofrequency. As the propagation of
whistler mode waves only occurs at f < fge (electron gyrofrequency), the
wave frequency must be Doppler-shifted up to the electron gyrofrequency.
Alternatively, the electron gyrofrequency must be Doppler-shifted down
to the frequency of the whistler mode radiation. The electrons and
whistler mode waves must be travelling in opposite directions for a

gyroresonance interaction to take place. Equation (2) becomes thus
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v
V¢—gef—='—y v, cos 0
V¢ = phase velocity of the wave
Y o= (- 2670

The minus sign is an indication that the waves and electrons are moving
in opposite directions and will be omitted in what follows. In terms
of the refractive index n, for resonance at the Doppler-shifted
fundamental gyrofrequency, the resonance occurs when
v :
n ( © ):I:COSS=1. (w = 27 £) - (3)

w - W
ge

for longitudinal propagation (6 = Q)

'/
n ( © ) L .3
w_ -w c
ge
c v e ¥
. VW = —-(—2—————) (4)
n w©

RYCROFT (1972) notes that this condition as a coherent collective effect

leads" to the transverse resonance plasma instability (KNOX (1964)).

By rearranging (4) one gets an expression for the parallel
component of the energy Wy, of the electrons resonating with whistler

mode radiation of frequency £, at a point where the electron gyrofrequency

is fge and the refractive index of the plasma is n

2
_ mc? (fgg = )
W =3 T (5)

Using the approximation of the Appleton-Hartree equation for the square of

the refractive index of plasma and inserting

n

Ne-

€
(o}

w = plasma frequen =
pe b q cYy

8
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and w = eB/m
. ge _
2 .ﬂ =3
and c = (eo, o)
(5) gives
2 w 3
=B, g8 T
Bt Taw W e AP
o ge

In the region where the geomagnetic field approximates to a dipole field,

B is proportional to L3

2.45 x 105 “ge w 3
= - 2L -
w

W = keV
1} E

with N in cm > and L in earth radii.

BRICE (1964) calculated that the decrease of the transverse
energy of the electrons was greater than the decrease of théir total
energy by a factor of fge/f which is greater than 1. Thus during this
wave-particle interaction or gyroresonant instability the longitudinal
energy of the electrons is increased leading to a change (decrease)
in the electron's pitch angle which in turn could cause trapped electrons
to be transferred to the 'loss cone' in the egquatorial region and

precipitate into the atmosphere.

KENNEL and PETSCHEK (1966) considered the situation regarding
trapped electrons precipitating and showed that provided the pitch angle
distribution of trapped electrons is sufficiently anisotropic,whistler
mode noise will be generated. The pitch angles would then be scattered
into the loss cone by this noise, increasing particle precipitation and
the anisotropy of the pitch angle distribution. They found that the
rate of pitch angle diffusion into the loss cone is proportional only to

the wave energy, and the wave growth rate depends only on the number of
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resonant particles, thus a limiting situation is reached for the number

of stably trapped particles and the magnitude of whistler mode energy generated.

DUNGEY (1963) suggests that whistlers may account for the
scattering of electrons into the loss cone by gyroresonance interaction.
The essential different between Dungey's work_and that of KENNEL and
PETSCHEK (1966) is that the latter propose that whistler mode noise

is generated within the magnetosphere.

It was shown by HUGHES (1970) from ARIEL 3 data that emissions
at high latitudes are associated with low energy particle precipitation
while at medium latitudes the emissions are due to trapped particles

causing them to become 'untrapped' and to precipitate.

3.5.8 Conclusion

It is apparent that the generation mechanism for VLF hiss is
still highly debatable. The reasons stem from the disagreement between
theoretical and experimental results, lack of sufficient satellite
VLF data to determine the effect of the absborbing ionocsphere and the
possibility of different mechanisms being responsible for hiss observed

at different altitudes.

Coherent Cerenkov radiation and cyclotron instability
(gyroresonance) at present seem to be the more likely generation mechanisms
responsible for the hiss. The cyclotron instability (gyroresonance)
and Cerenkov radiation mechanisms are shown to be unacceptable sources

of the hiss analysed in Chapter Six.
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CHAPTER FQUR

INSTRUMENTATION

4.1 INTRODUCTION

A detailed account of both the whistler and auroral low light
level systems, used to acquire the data described in this thesis,
has been given elsewhere WOODS (1974) and LINSCOTT (1975). The more
important features of these systems will be presented together with

those modifications made by the author.

Also described here in detail is the Video Analyser used in the

analysis of the auroral data.

4.2 WHISTLER SYSTEM

Whistlers are bursts of very-low-frequency (VLF) electromagnetic
radiation, varying smoothly over a frequency range of 300 Hz to 30 kHz.
Also interspersed in this frequency range are other VLF phenomena such
as impulsive atmospherics, hiss and 'dawn chorus'. A broadband VLF
receiver is used to detect these signals and the output of the

receiver recorded on magnetic tape.

4.2.1 Sanae whistler system

Figure 4.1 shows a block diagram of the system. It consists of
two identical cﬁannels of which the sections marked ‘'aerial site' and
'auroral hut' constitute a single channel. The two aerials were
orientated perpendicular to each other. A distance of 600 m separates
the aerial site and auroral hut, which is 400 m south of the base

office.

A 12 m aluminium mast supports a triangular vertical loop aerial
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which is 50 m in perimeter. Designed specifically for an environment
notable for mains hum interference and the absence of an electrical

earth, is a preamplifier with a balanced input and output.

The preamplifier power requirements and the VLF signal output
are taken along a common 3-core rubber covered cable between the
aerial site and the auroral hut. The VLF signal is theﬁ extracted
in the auroral hut through a transformer coupled impedance matching
unit from which it is available for direct recording in the hut, or
for onward transmission to the base office via a line amplifier and

coaxial cable.

Base office instrumentation consists of two Revox recorders and
a NASA binary time code (BTC) generator. The latter supplies a visual
time readouf, generates a 5,3 kHz time pip every second and provides
the NASA binary time code. The time pip is mixed with the VLF signal
for recording on the one channel of the tape recorder while the binary
time code is recorded simultaneously on the second channel. A binary
time code reader is connected to the tape recorder's playback head
which not only insures that the time code is being recorded but also
provides a visual display of the time. The NASA BTC generator may be

set with a standard radio time signal to an accuracy of 10 m s.

4.2.2 whistler analysis system

WOODS (1974) gives a detailed description of the data analysis

techniques which were used in the present study.

A real-time continuous output low frequency spectrum analyser
(Ubiquitous-model UA6B) is used in conjunction with an oscilloscope
display and a cine camera with a fixed aperture, shutterless lens to

produce a 16 mm film output of frequency components as a function of



time. The output of the spectrum analyser is displayed as a

horizontal line of intensity modulated spots on the oscilloscope screen.
The t-me and frequency resolution of the spectrum analvser is such that
the audio range from O kHz to 8 kHz is swept in 10 m s with a bandwidth
of 80 Hz. One hundred spots, each representing a 80 Hz frequency
'window', are displayed on the oscilloscope screen, the intensity of
modulation representing the amplitude of the signal. Transport of the

film provides the time dimension of the film output.

The film records facilitate surveillance of whistler trends over
several hours and for monitoring changes in the VLF noise patterns.
When portions of data have been chosen for analysis, they are spectrum
analysed on a Sonagraph spectrum analyser which produces plots of
frequency components as a function of time. Each plot represents the
frequency components 80 - B0O0OO Hz with a resolution of 45 Hz and a
time scale of 2,4 s and takes about a minute and half to produce.
These plots or sonagrams are then digitized by a Hewlett-Packard 98152
digitizer which punches whistler component (frequency, time) points on
punch paper tape which is then fed into the computer to be processed.
A computer program using the HO and BERNARD (1973) method and incorporating
a weighting factor.as given by WALKER and DEANE (1974) the calculates the
position of the initiating sferic and determines various parameters such
as equatorial eiectron density, L - values and tube content for the

whistlers whose frequency, time information is on the punch paper tape.

4.3 LOW LIGHT LEVEL IMACING

A problem encountered in experiments to study precipitating electrons
of various energies, is the difficulty in distinguishing, unambiguously,
between spatial and temporal fluctuations e.g. rocket and satellite
measurements. The morphology of low-ebergy electron precipitation
patterns can be studied from ground-based recordings of aurcral optical
emissions which they produce. Photometers have been fairly successful
in this field but there are restrictions with regards to the interpretation
of photometer records. For example if s sub-visual patch, which is not

pulsating, drifts through the field of view of the photometer, this could



be interpreted from the output of the photometer as being a pulsation

of an auroral form.

In the systems employing very sensitive photoelectric devices
for high speed imaging of auroral emissions with-exposures of a
fraction of a second, the spatial and temporal ambiguities discussed
above do not arise, DAVIS (19606); SCOURFIELD and PARSONS (1969). The
system selected for auroral research at Sanae is based on such a

device, namely a silicon intensified target tube.

4.4 SANAE TELEVISION SYSTEM

The system selected and used for auroral cinematography at Sanae
since 1975 is a monochrome TV chain which operates on the 025 line
standard at 25 frames per second. A block diagram of the system is
given in Figure 4.2. It consists of the camera head housing the silicon
intensifier tube (SIT), the camera control unit (CCU), a video tape
recorder (VTR) and two display monitors. System calibration is performed
means of the low brightness source (LBS). Each unit is described in

more detail by LINSCOTT (1975).

A modification was made during 1975 by the author with regards
to the interface built into the CCU to supply a 2VP-P sine wave to the
locking circuitry of the sync pulse generator from the VTR 50 Hz vertical
drive pulses. It was found that this interface was unnecessary if the
VIR is operated in the TV mode and not the camera mode facilitated by

a switch on the side of the VTR.

A further modification involved the connection of one of the
monitors to the'output of the first video amplifier stage of the VTR.
This assured the operator that the composite video signal was being fed

into the circuitry of the video tape record.

by
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Figure 4.2 Block diagram of the SANAE auroral TV system, 1974
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When the intensity of the aurora was sufficiently high it was
viewed and recorded through a wide band blue filter made of Corning
CS-5605543 glass. The combined response of the filter and the S20
photocathode of the SIT tube, which determines the spectral response
of the system, is plotted in Figure 4.3. The filter has a peak
transmission of 65% at A 419 mm with a full width-half maximum
bandpass of 95 nm. Thus the principle emissions.of the nitrogen
N2+ ING band system are transmitted, notably the intense (0-0) system
at A 391,4 nm. The upper cut-off of the filter is A 520,0 nm. Thus
the intense metastable O(ls) A 557,7 nm emission with theoretical half
life of approximately 0,75 is completely excluded. In this way the
'smoothing' effectsof long lifetime emissions are eliminated from the
data and recorded intensity variations should directly follow
processes since the lifetime of the N i ING band is of the order of

2
10_8 S.

In conclusion the auroral imaging system used at Sanae has the

following capabilities, LINSCOTT (1975). It is capable of:

(1) imaging auroral forms down to < 0,2 kR,

(ii) resolving.BOO lines per picture height which is 10 lines per
picture height per degree of field of view with a 12,5 nm
lens. This is an angular resolution of O,lo equivalent to
a form of dimension of hundreds of metres at an altitude of
100 km; as required. It can be improved however by using a
lens with narrower field of view,

(iii) a dynamic range of about 100.

4.5 AURCRAL ANALYSIS SYSTEM

A detailed diagram of the video chain in the playback (analysis)

mode is shown in Figure 4.4. The system is capable of recording on
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photocathode as a function of wavelength
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paper or magnetic tape, the integrated light intensity variations
within a window, of any dimensions, in the recorded video picture or
frame. A description of the Video Analyser is given in the following

section.

4.5.1 Video analyser

The design, circuit diagram and evaluation of the video analyser
will be described in some detail since this information does not appear

elsewhere.

The video analyser (VA) is able to provide an analogue output
(=50 - 100 mV) which approximates the integrated light intensity within
a preselected rectangular window as displayed on a monitor screen. A
maximum of seven independent such outputs are available and the
rectangular window corresponding to each channel may be continuously

varied both in size and position.

The output impedance is low ( =50 Q) and the VA is inserted in
the video link between the video tape recorder and the video monitor.
In addition the VA requires the horizontal and vertical synchronizing

pulses which may be taken from the circuitry of the monitor.

The following paragraphs deal firstly with a circuit description
together with circuit diagrams, board connections, a description of the
sample and hold circuitry and secondly a full investigation of the

performance of the analyser, including linearity, frequency response.

(a) Circuit operation

A stage-by-stage breakdown of the circuit, describing circuit
components, design criteria and functioning of the various

elements will be presented. Reference will be made to the
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circuit diagrams that appear in Figures 4.5 and 4.6. As there
are seven identical channels, stages identical in each channel

are indicated as such.

(1) Interface and pulse shaping circuits

This stage consists of two sections, with minor component
and component value differences. The two sections are
the vertical (VERT) and horizontal (HORZ), each of which

deal with their respective scan signals.

The vertical and horizontal take off points (located after
the sync. separator in the monitor circuit), are

17 R2 from the interface transistors
Tl' T2. Dl and D2 serve to protect the transistors from
high transients and clip the inputs to = Q0,6 V. C

suitably isolated by R

3

provides negative feedback to Tl to attenuate ringing
in the switching waveform. From the collectors of Tl'
T, the waveform is then squared by a couple of Schmidt

2
triggers (with switching times of = 18 n s), which will
accept slow edges and so provide jitter free triggering
for the monostables. The Schmidt triggers have a maximum
Fan—-out (low logic level) of 10 and so can comfortably
drive the seven channels. A dual SN7413 Schmidt trigger I.C.

is used.

(ii) Monostable timing circuits

Considering for the moment the horizontal section, the first
mopostable, Ml, (-ive edge triggered corresponding to the
beginning of the line scan from the left hand side of the
screen) provides a variable time delay (determined by CT

and variable Rl located on the front panel) which fixes
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(iii)

A

the left hand side of the window on the screen. The
second monostable, M2, is triggered by Ml and its delay

period (adjustable by R.) determines the width of the

2
window.

The vertical section follows the same description mutatus
mutandis with the sync. pulse determining the top of the
window. SN7412]1 monostables are used. The outputs from
M2, M, each describe a path (horizontal and vertical) 6n

4
the screen which, when ANDed, produce the required

window. .

AND circuitry (Figure 4.6)

The horizontal and vertical pulse chains would, if injected
back into the video signal straight away, produce a
crossed pathway on the monitor screen. If these two paths

are ANDed (using SN7400 NAND gates G, - G8), the required

1
window would be produced. This window from each of the

seven channels is then OR-gated by a 8-input NAND gate (SN7430)
and the combined signal is then injected back into the video
signal via two attenuators one in each of the switched
pathways. The one path goes directly into the video line
whilst the other is inverted, thus enabling either a light

or dark window to appear on the screen.

Sample and hold circuitry

A field effect transistor (FET, p—channel 2N5485) is used to
gate the video signal corresponding to the intra-window
intensity into the integrating capacitor CI’ which is a low
leakage polycarbonate type. Three values of CI

(0,1 mfd; 0,1mfé; 0,01 mfd) can be selected from the

front panel. The gating signal for the FET is taken from
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the NAND gates Jjust before the 8-input OR gate i.e.

1 in Figure 4.6. To isolate this point from the

transistor switch T3, an open collector buffer is used

point C

(1/6 SN7407). The collector of T3 switches between
+5 VvV, =15 V and is clipped by Dy toao® V, -15 Vv signal
which is more than sufficient to gate the FET.

Voltage-follower, buffer circuits

Monochrome video circuitry requires a bandwidth of at

least 3 - 4 MHz. The LM302 voltage follower adequately
performs this task. As the video signal is fed to each

of the seven channels in the sample and hold circuitry,

the LM302 (VFl) is used to isolate each FET from the common
take-off point. 1In addition, to prevent the window
pedestal from breaking through to the video signal (which
would then unfortunately be sampled), a voltage follower

is used here as well (VF3). The main advantage in using
the IM302 is its excellent buffer capability. It is this

property which is used by buffer VF, in Figure 4.6.

2
Power supply

The circuit diagram is indicated in Figure 4.7. The
circuit is straight forward supplying the necessary +l5 V,
~15 V and +5 V needed.

Circuit boards

Those components which appear within the dotted area in
Figures 4.5 and 4.6 are all located on one printed circuit

board (PCBI). This board is repeated for each channel.

All other components, except those in the power supply and

the front panel controls, are located on the main PC board

PCB II.
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Performance tests

(1)

Lineafity

In order to determine the linearity of the VA circuit,
and the effect of different values of the integrating
capacitor, a photographic board was constructed. It was
sprayed matt black and two white-paper rectangles were
glued to its surface. Under suitable ambient lighting, a
rectangular window was recorded using the Sony AV3670CE

video tape recorder and Philips LDH 150/08 camera.

Figure 4.8 shows the relative locations of the rectangular
windows and the target rectangles. The shaded rectangles
represent the analyser window and unshaded block, the
rectangular image target. By using a graticule on the
surface of the monitor screen, the position of the window
relative to that of the target could be measured. The
window was moved across the target and the output from

the anaiyser was measured with a voltmeter. This was done
for the vertical and horizontal cases and for CI equal to

1,0 mfd and 0,1 mfd capacitance.

The results are shown in Figures 4.9 and 4.10. The recording
for these results was made using ambient lighting that did not
cause streaming at the target boundary. For the 1,0 mfd
cépacitor, the response was approximately linear in the
horizontal and vertical directions. However, for the 0,1 mfd

capacitor, the vertical response was distinctly non-linear.

Assﬁming that the effective 01 resistance of the FET and the
output impedance of the voltage follower of the RC bandpass

filter associated with the sample and hold capacitor is 1 KD
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then this provides an attenuation of -4 X 10_5 dB.

This is an insignificant attenuation so the integrating
capacitor could be easily increased to 50 - 100 mfd
without an appreciable increase in the attenuation of
the frequencies under consideration to provide a more

linear response.

Integration of intensity versus area

An investigation of the system's response to a central brigat
area superimposed on a background of constant brightness, was
made in order to determine the system's accuracy in approximating
the integral of the intensity over the dimensions of the

window.

The central bright area was spherical in shape being the image
of an out of focus light emitting diode (LED) mounted on a

black board. The image was not focussed so that the dimensions
of the LED as they appeared on the screen were larger than they
would normally have been if the image had been focussed properly.
In this way a circle of approximately uniform brightness of
diameter = 2 cm was recorded. Windows of various sizes were
placed over this area and the integrated output displayed on

an X-Y plotter. The diode was modulated at an arbitrary
frequency of 0,5 Hz. Figure 4.l1llshows the IED circuitry. The
windows were adjusted so that the smallest window just contained
the central circle. Ambient lighting was such as to make the
background uniformly grey. The output from the video analyser

was analysed by the Ubiquitous Model UA ©B spectrum analyser.



l41l.

Consider the areas A and B in Figure 4.12, then

= o
VA A
V_ = BB
where VA, VB = integrated intensities for areas A and B
of uniform brightness
and o, B = constants.

The integrated intensity VAB over the window is
+

_ VA vB
AB A +B

alxy - 1rR2) +3'nR2

I
Q
+

where
Yy = (¢ + B) = constant.

Therefore the graph of VA versus —L-should be a straight line.

B
Figure 4.13shows the plot of VAB verses ;;—for four window
sizes. The relation is clearly linear.

(d) Frequency response

In order to gauge the circuit'c response to a time varying signal
a synthetic'pulsating aurora'was constructed by changing the
current through the LED at a frequency of 5 Hz with the aid of

a signal generator and circuitry as shown in Figure 4.11. VR
was adjusted in order that the transistor was correctly biased.
The specification of the LED OK1lOCD419 are such that the diode

exhibits linear light output versus current characteristics.
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The spectrum of the signal obtained from video analyser of the
pulsating image showed very little broadening when compared
with the spectrum of a 5 Bz signal from the signal generator.
Various frequencies were used and the same frequency response

was found.

4.6 HISS AND AURORA ANALYSIS

When the Ubiquitous spectrum analyser is used in the calibrate
stop mode it can act as a filter of 80 Hz bandwidth centred at any
frequency from O ~ 40 kHz. The intensity of the VLF signal at a
frequency, for e.g. 4 kHz, is then available at the linear output of the
Ubiquitous when the VLF signal is applied to the input of the

Ubiquitous. This facility was used in the analysis of Hiss.

Both the signal containing the intensity of Hiss at a chosen
frequency and the signal containing the integrated light intensity
of a window positioned in an auroral form was fed through a bandpass
filter, and recorded on a I'M tape recorder capable of recording

frequencies down to O Hz.

These recorded signals were then sampled at a high rate and
analysed by the Hewlett-Packard 5451B Fourier Analyser system which
computed power spectra, cross-correlation functions and coherencies
between the signals of the intensities of hiss and auroral light.
Figure 4.14 shows a block diagram of the analysis system described

above.
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CHAPTER FIVE

THE SPATIAL RELATIONSHIP BETWEEN AURORAL FORMS AND

. CLOSED MAGNETIC FIELD LINES

5.1 INTRODUCTION

As discussed in Chapter Three the nose frequency of whistlers
propagating along a closed field line can be used to determine the
L-value of the field line. Hence, from simultaneous ground based
recordings of aﬁrora and whistlers the position of an auroral form
can be related to the position of a closed field line. Some of the
work to be described here has already been published elsewhere,

(Duthie and Scourfield (1977)).

5.2 WHISTLER DATA

In a detailed study of the plasmapause, Carpenter (1966),
indicated that about 15% of the whistler spectrograms from the Antarctic
station at Eights (L = 3,89) showed clearly visible knee components.
Carpenter and Park (1973) subsequently recommended that the optimum
station location from which to observe, direcly overhead, any events
associated with the plasmapause was at L = 3,7. In a synoptic study
of more than 2490 hourly recordings at SANAE (L = 3,98) Woods et al
(1974) found that less than 0,7% clearly showed visible knee
components, even though SANAE is located close to the optimum position.
However, components travelling on field lines to the plasmapause will
more than likely have very low nose frequencies (< 5 KHz) and the
determination of a density profile from the group of whistlers which
these low nose frequency components belong too, will be indicative
of how close to the plasmapause the field lines, along which these low

nose frequency components travelled, are.
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5.2.1 Data Analysis

16 mm film'records of continuous whistler datawere obtained
as described in Section4.2.2. The data were divided into 15 minute
intervals, comﬁencing at the hour, as described in a similar study
by Rabe and Scourfield (1975) and Linscott (1975). During any 15
minute interval, the dispersion characteristics of successive whistler
groups remain essentially unchanged. As many whistler groups as
possible (usually about five) were chosen per interval for computer
analysis. Rabe and Scourfield (1975) indicated that at least ten
groups are required, but often during magnetically disturbed conditions,

the whistler rates are not high enough to satisfy this.

Three points in coordinates of frequency, and of time relative
to an arbitrary origin, were scaled off each whistler component of
each group. By fixing a reference component for each 15 minute interval,
successive whistler groups within the interval shared the same arbitrary
time origin; The method of Ho and Bernard (1973) was used to calculate
the position of the initiating sferic for each component in all groups
in an interval. A hean initiating sferic position was then obtained
for each 15 minute interval. Because the absolute error in the Ho and
Bernard (1973) method increases with increasing nose delay, tn’ a
weighting factor of tn_z, as given by Walker and Deane (1974), was used

to favour the components with smaller nose delays.
\ ;

From initiating sferic positions values of duct equatorial
geocentric distances and electron densities were calculated, using a
centred dipole magnetic field model. The DE-1 diffusive equilibrium
model of electron density distribution was used in the calculations
for ducts, inside the plasmapause. This model was given by Park (1972)

as discussed in Section 3.2.2.
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5.2.2 Whistler Data Selected

All VLF dafa coincident with recorded auroral data during 1975
was selected for reduction to 16 mm film records. From these records
‘three nights, 12th June, 14th July and 16th July, were chosen for
analysis following a criteria of relatively high whistler activity.
‘The reason for this criteria was because experience showed that when
good auroral data was available, the whistler rate was very poor and

more than often non-existent.

The three periods chosen were:

(1) 0130 UT - 0400 UT 12th June (K = L
(11) 0000 UT - 0400 UT 14th July (X = A%
(11i) 0100 UT - 0400 UT 16th July (K = W

There were no knee components present in this data. However, there
were very low nose frequency components present which gave one access

to information over a spread of closed field lines, extending to the

proximity of the plasmapause.

5.2.3 Results of the Whistler Analysis

For every 15 minute interval during the nights selected the
average L-values of the duct, along which the whistler component
with the lowest nose frequency travelleé, is calculated and plotted

in Figure 5.0.

Due to the ring current effect discussed in Section 3.2.4
it was necessary to correct the duct L-values using the curves of
Figure3.3. The upper diagram (diffusive equilbrium conditions), was
used for the correction. Curve (a) in the diagram represents the

effect of the ring current for DST = 25 nT. During the periods under
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consideration the DST values ranged from -6 to 9 on 12th June,
~14 to -21 on the 14th July and -10 to -11 on the 16th of July.
Consequently the L-value corrections were interpolated between

curve (a) and the dipole curve.

Instantaneous equatorial density profiles for the period
0215 - 0245 UT on 12th June 1975 is presented in Figure 5.1. Also
calculated is an equatorial density profile for 0015 to 0045 UT on 1l4th
July, 1975 as plotted in Figure 5.1. Because of the lack of the
number of well defined components in the whistler groups of the l6th
July, an equatorial density profile was not calculated for this

period.

5.2.4 Errors in the Whistler Method

Errors in the whistler method of calculating duct L-values and
Ne(eq) are both systematic, due to electron density distribution model
approximations, and experimental due to errors in measurement. Park
(1972) provided information for the calculation cf the systematic
errors in the DE-1 model used in the present analysis. Details of
the calculations of these errors are given in Appendix Al, and the
results are summarized in Table 5.1 together with Park's (1972)
estimate of experimental errors. Park discussed uncertainties due
to ionospheric dispersion and subionospheric propagation. Because
these errors are very small or negligible in L-value and smaller than
measurement exrors for Ne(eq), they are not considered in the present

analysis.

The systematic errors of the data plotted in Figure 5.1 are
very much smaller than the duct symbols in L-value, and comparable to
the symbols in Ne(eq). Experimental errors, as indicated by the

standard deviations calculated for each duct were the same size as the
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Figure 5.1 Plot of electron density, Ne(eq) + vs. L~value for the highest
latitude whistler components observed during 0015 - 0045 UT,
14 July, and 0230 - 0245 UT, 12 June, 1975.
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Nature of

Max error in

Max error in

error L-value (%) Ne(eq) %

Systematic | DE - 1 0,05 0,84
B 0,1 2,4
Experimental 1 8
Table 5.1 Uncertainties in the whistler

method of calculating L-value

and Ne(eq) of ducts
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symbols, never exceeding a standard deviation in L-value of 0,04 L.
5.2.5 Discussion

The dashed line in Figure 5.0 represents a 15 minute
plot of the L-value of the duct along which the whistler component,
with lowest nose frequency received at SANAE, travelled. Care must
be taken in identifying this plot as a plot of the L-value of the last
closed field line because a whistler propagating along a field line
of higher L-value than the dashed line may not have been received
at SANAE due to poor ionospheric propagation conditions which is
typical of disturbed magnetic conditions which existed throughout the
periods of observation Figure 5.2. However, one definite conclusion
is that all field lines with L-values lower than the dashed curve

are closed over the periods of observation.

During the nights of the 14th and 16th July the L-value of the
ducts represented by the dashed line change very little. On the l4th
July the L-value changes by 0.1 L and on the l6th July the L-value
changes by 0.5 L. There is, however, a drastic change from L = 5.2
to L = 4.2 between 0230 UT and 0330 UT on the 12th June.

The change in L-value can be interpreted in three ways:

(1) The last observed closed field line has moved towards the
earth from L = 5.2 to L = 4.2 in L~value, or

(ii) Ducts along which the lowest nose frequency component
propagated are no longer closed, or

(1ii) The whistler components previously travelling along field
lines with L-value L = 5.2 are no longer received on the

ground due to poor ionospheric propagating conditions.
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The first interpretation would indicate a fast variation in
plasmapause position which has not previously been observed and is

therefore an unlikely explanation.

The whistler groups over the period 0230 UT to 0330 UT also
indicate 'dropping out' of whistler components rather than a gradual
movement of the component with the lowest nose frequency to higher

nose frequencies.

Carpenter (1966), showed that the ducts could be expected to
have lifetimes of the order of a day, so that in the present case it
is likely that some rapid decay mechanism affected observations of
existing ducts. Such a mechanism may involve wave-particle interactions
or whistler attenuation in the coupling between the duct and the earth

ionosphere waveguide. This would support interpretations (ii) and (iii).

These interpretations will be discussed in greater detail in
Section5,3.2 when the auroral data over this period is investigated in

conjunction with the whistler data.

Due to the absence of knee whistler components the position of
the plasmapause cannot be found directly. However, the equatorial
density profiles of the 12th June and 14th July indicate that the high
latitude whistler components (whistler components travelling along
ducts with high L-values) are propagating near the outer boundary
of the plasmasphere. This is evident from the correspondence of the
highest latitude whistler component to an electron density of
W00 x I ek onthe L July and 170 x 167 ol w7 oh tha 104K
June (Figure 5.1), which are electron densities typical of the outer
plasmasphere. Thus, although the plasmapause position cannot be
determined precisely, it must be situated at a slightly higher L-value

than the dashed lines in Figure 5.0.
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The question of longitudinal spread of the present data cannot
be satisfactorily resolved because it was recorded without direction
finding facilitieé. Carpenter stated that the longitudinal spread of
ducts excited by a single whistler group appears to vary with local
time, being relatively small at night. However, he pointed out that
a spread of up to 15° in longitude- about the observation station was

sometimes excited by separate whistler groups.

5.3 AURORAL, DATA

Visual aurora was abserved on 30 nights during 1975 and recorded
on video tape using the TV system described in Section 4.4.
On some nights there were indications of activity, but cloud cover

.or bright moonlight masked the aurora.

5.3.1 The Location of Auroral Forms

The L-value of a point in an auroral form may be calculated as
a function of its geographic latitude and longitude and its height
aboye the surface of the earth. To determine the geographic latitude
and longitude of a point in space as recorded in a video picture,
the latitude and longitude of the TV camera and the direction in
which the camera is pointed in terms of elevation and azimuth has to
be known. The calculation of the position of stars in a known star
pattern, also recorded in the video picture, is an accurate and

convenient way of making such a determination.

Once the star pattern had been identified with the help of a Star Atlas
and the time of the observation noted from the time code recorded on
the sound channel of the video record, a program 'ELEVAZI' calculated
the angle of elevation and azimuth with respect to SANAE of any star.
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By interpolation, the video picture and also the monitor screen was
graduated into angles of elevation and azimuth. The angle of
elevation and angle of azimuth of any auroral form was then obtained
to an accuracy of £ = A subroutine 'ANGEOG' converted these
parameters of the auroral form into the corresponding geographic
latitude and longitude of the auroral form with an added input
parameter of height. Finally the L-value of the aurora was computed
using program 'L VALUE' (Appendix B2) which makes available the
choice of seven main magnetic field models and a facility for using
updated models such as the model of the main magnetic field for epoch
1975 as given by Barraclough et al (1975) which is used in this

analysis.

The plot of L-values versus geographic longitude and latitude
in the vicinity of SANAE is shown in Figure 5.3 as determined by wusing
the main magnetic model for epoch 1975 given by Barraclough et al (1975).
A grid is provided which, when superimposed on Figure 5.3, gives contours
of equal elevation from SANAE for a height of 100 km above the earth's
surface. The oval lines represent the loci of points which have equal
angles of elevation from SANAE and the radial lines are loci of points
with equal angles of azimuth from SANAE. With the aid of the grid and
Figure 5.3, one can determine the L-value of any point 100 km above

the earth's surface whose angles of elevation and azimuth are known.

The error in L-value due to a measurement error of * lo in the
angles of elevation was typically 0,3 L at low angles of elevation and
0,2 L at high angles of elevation. An error of * 1° in the angle of
azimuth resulted in an error in L-value much smaller than 0,2 L. If an
altitude of 110 km were chosen, it would involve an error in L-value
whose size depends on the geographic position of the point of which
the L-value is desired. This is discussed in more detail under the

auroral data Section 5.3.2.
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5.3.2 Auroral Activity on 12th June, 14th and 16th July

Periods 2345 to 0400 UT, 1l4th July and 0115 to 0400 UT
l6th July, 1975.

The results of analysis of the auroral data for these periods
are summarized in the plots of L-value against time shown in

Figure 54 .

Diffuse aurora, represented by dark shading in the plots, was
observed throughout these periods with well-defined equatorward and
poleward edges. There is little change in position of the poleward
and equatorward edges, the averaged position of the equatorward edge
being at L = 4,8 on 14th July and L = 4,6 on l6th July. The
latitudinal extent of the diffuse aurora varies between 250 km and

320 km.

The region poleward of the diffuse aurora was partially occupied
by auroral bands of varying activity and position. This region is
represented in Figure 5.4 by vertical lines. BA dark area usually
. separated the diffuse auroral from the bands but when the latter were

very active they moved into the diffuse aurora.

At v 0250 UT on 1l4th July and v 0230 UT on l6th July band
activity gave way to pulsating patches. These are depicted in Figure
5.4 by the black spots. The patches were embedded in the diffuse
aurora and pulsated with periods varying between 5 s and 10 s. The
intensity of the diffuse aurora was, typically, ~ 1,5 KR dropping to
v 0,5 KR at the time when the pulsating patches appeared. Pulsating
patches switched off to background from a maximum intensity of ~ 0,5 KR

above background.
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The error bars in Figure 5.4 are based on the uncertainty of
+ 1° in measuring auroral positions as discussed in Section 5.3.1.
Also if a height of 120 km had been assumed, this would result in the
equatorward edge of the diffuse aurora being displaced by ~ 0,1 L in

the poleward direction.
Period 0100 to 0415 UT, 12th June 1975.

The auroral results for this period are summarized in the L-value
against time plot in Figure 5.4. 1In many respects the development of
the auroral display for this period is similar to that of the two
periods described above. For example, active bands poleward of the
diffuse aurora again give way to a region of pulsating patches
embedded in the diffuse aurora and the intensities of these forms
do not differ significantly from those of the previous two periods.
Moreover, although there is a systematic change in latitudinal extent
of the diffuse aurora from 370 km to 150 km in Figure 5.4, the
equatorward edge again shows little change in position being located

at L = 4.6.

5.4 COMPARISON OF WHISTLER AND AURORAL DATA

A comparison of the spatial distribution of auroral data and
whistler ducts for this period has already been reported (Duthie

and Scourfield, 1977).

5.4.1 The Combined Data

The auroral data of Figure 5.4 and the ring current corrected
data of Figure 5.0 for the three periods of observation analysed, are
superimposed on the L-value versus time plots of Figure 5.5. As before,

the dashed lines joining the solid squares indicates the location of
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those whistlers propagating at the highest L-values i.e. closed field
lines are known to exist up to L-values represented by the dashed
line. Diffuse aurora is represented by dark shading, discrete aurora

by vertical lines and pulsating patches by black spots.

It is necessary to justify a comparison of‘the position of
auroral forms based on a model of the main magnetic field at epoch
1975 with the position of whistlers based on a dipole field model.
Such a comparison is valid since whistler position is derived from
nose frequency which is primarily determined in a very limited
region of the propagation path centred on the equatorial plane and
it is here that the dipole model closely approximates the field
configuration of the main magnetic field, with due allowance made

for the effect of the ring current.
Periods of 14th and 16th July

There is no direct evidence that any of the auroral forms occur
on closed field lines since the whistlers identifying such lines are
alwars equatorward of the forms during these two periods of

observation.

From equatorial electron density measurements in Figure 5.1 it
has been established that the highest latitude whistlers are
located near the boundary of the plasmasphere. Thus although the
plasmapause position cannot be determined since no knee whistlers were
observed, it must be situated at a slightly higher I-value than the
dashed line on 14th and 16th July in Figure 5.5.

Assuming maximum error in the location of the auroral forms the

separation of both diffuse and pulsating aurora from the plasmapause



ranges from<0.9 L (0330 UT, 14th July) to 0,2 L (0245 UT, 1l6th July).
This close proximity, coupled with the fact that closed field lines
are known to exist beyond the plasmapause suggests that diffuse and

pulsating aurora occurs on closed field lines.
Feriod of 12th June

The most striking feature of the 12th June in Figure 5.5 is
that from 0100 to 0230 UT much of the diffuse aurora occurs
equatorward of the dashed line representing the high latitude
occurrence of whistler components and hence, of the plasmapause.
In whistler work it is important to bear in mind that, although the
nose frequency gives the L-value of propagation, the longitude is not
known in the absence of direction finding information. From an
analysis of 24 hours of continuous whistler recordings at SANAE
(Rabe and Scourfield, 1977) one can infer that the 'effective field
of view of the VLF receiver is not greater than 15o of longitude
i.e. the unknown longitudinal spread in time is * 1 hour. Nevertheless
if the whistler data point for the 15 minute interval following 0200 UT
on 12th June in Fiqure 5.5 for example is shifted by * 1 hour it is
always 0,5 L poleward of the equatorward edge of the diffuse aurora.
The evidence clearly points to the occurrence of diffuse auroral on

closed field lines.

From the fact that the diffuse aurora occurs equatorwards of the
dashed line in Figure 5.5 one may conclude, at least for this portion of
the data, that the plasmapause is poleward of the diffuse aurora. This
in turn implies that the inner edge of the plasmasheet is within the
plasmasphere. This result is somewhat surprising since it is generally
accepted (e.g. LUI et gl (1975); FRANK (1971); WINNINGHAM et al (1975)
that the inner edge of the plasmasheet is situated beyond the plasmasphere

and also the hotter interplanetary plasma from the plasmasheet cannot
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penetrate as far into the earth's magnetic field as the terrestrial
plasma trapping boundary, i.e. the plasmapause, under the same
electric field that traps the relative colder terrestrial plasma

in the earth's magnetic field. A possible explanation lies in

the relative movement of the plasmapause and precipitation region

of electrons after a storm. RUSSELL and THORNE (1970) show that
during a storm the plasmapause assumes a new position at lower radial
values and a proton ring current builds up just external to the new
plasmapause. The energetic electrons also appear just external to the
plasmapause but not necessarily as close to it as the ring current.
For electrons, energies greater than 35 KeV, the new position of
maxima flux can lie in the previous quiet time minimum. After the
storm the plasmapause expands and the ring current protons decay at

a rate such that the maximum flux essentially keeps pace with the
motion of the plasmapause. The electrons, however, decay much more‘
slowly and the outer zone maximum created by the storm may lie several
earth radii inside the quiet time plasmapause. The net result is an
injection of low energy electrons well into the plasmasphere. If this
flux of low energy electrons is sufficient to maintain a diffuse aurora,
the diffuse aurora would occur in the plasmasphere, hence equatorwards

of the plasmapause.

It is felt that more cases of this type need to be found and
studied to make a worthwhile interpretation of the problem presented

above.

5.5 Conclusion

The results of the analysis of the present data can be summarized

as follows:

(a) Diffuse aurora occurs on closed magnetic field lines and indirect

evidence shows that this is also the case for pulsating aurora.
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(b) For two periods of data the separation of diffuse aurora
from the plasmapause ranges from < 0,9 L to < 0.2 L but
during a third period the diffuse aurora lies at least

partially, within the plasmasphere.



167.

CHAPTER SIX

POWER SPECTRA, CORRELATION AND COHERENCY OF PULSATING

AURORAL PATCHES AND SIMULTANEOUSLY OBSERVED VLEF HISS

6.1 Introduction

Hiss closely related to aurora is known as 'auroral hiss'. First

reported by‘BURTON and BOARDMAN (1933), the relation between auroral
.activity and VLF emission has been studied for a number of years, e.g.
MOROZUMI (1965); JORGENSEN (1966); HIRASAWA and NAGATA (1972);

KOKUBUN et al (1972), HAYAKAWA et al (1975); OGUTI (1975) and

SWIFT and KAN (1976). A study closely linked to auroral hiss research
is the effort made to clarify the close relationship between auroral
particles and hiss at satellite altitudes e.g. GURNETT and FRANK (1972);
LAASPERE and HOFFMAN (1976). JORGENSEN (1968) and LIM and LAASPERE
(1972) hypothesize that auroral hiss may be generated by incoming or

precipitating auroral electrons during polar substorms.

Research on both ground and satellite observations of hiss and
associated auroral light intensity and auroral particle flux has
concentrated on the determination of the emission mechanism and the

location of the emission source of auroral hiss.
This chapter concerns the power spectral, cross—-correlation and
coherency analysis of an event of pulsating auroral patches and

simultaneously occurring pulsating auroral hiss observed at Sanae.

6.2 Auroral hiss data

. Auroral hiss observed on the ground is more likely to be observed

when a westward travelling surge in an auroral band moves across the
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field of view, the peak intensity coinciding with the overhead passage

of the surge, SWIFT and SRIVASTAVA (1972). On some occasions it is

also reported, however, that no hiss is present when very intense
westward travelling surges have passed overhead. Bursts of hiss

closely correlated to sudden enhancements of auroral form illuminosity
was investigated by OGUTI (1975). He found that necessary conditions

for the emission of auroral hiss were the rapid brightening and rapid
movement of the auroral forms associated with the hiss. High correlation
between auroral luminosities and hiss was rarely obtained unless the
brightening auroral form was in the zenith and then only when there was

general auroral activity near the zenith.

The auroral hiss analysed in the past for example by OGUTI (1975),
has mostly been associated with discrete auroral forms such as arcs and
bands and not pulsating aurora. Pulsating auroral hiss has, to the
author's knowledge, not been reported and analysed before and therefore
seems to be a rare event. Data of this nature was recorded at Sanae

on the 10th of September, 1975 and lasted for approximately 16 minutes.

6.2.1 Data analysis

The presence of the time code on both the magnetic tape holding
the VLF data and video tape holding the auroral data, afforded the
author the facility of playing back both data synchronised in time.
Once synchronised, one could watch the aurora on the TV monitor and
listen simultaneously to the VLF using headphones. This is a rather
rigorous procedure but proved to be valuable as the hiss did not show
up clearly on the 16 mm film records due to the profusion of
atmospherics amongst the hiss 'patches'. This can be seen from a section of

the hiss record reproduced on a spectrogram in Figure 6.1.
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Sanae at 0347 UT, 10 September, 1975.

Figure 6.1
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Pulsating hiss bandwidth

The VLF daté was passed through bandpass filters of various
centre frequencies and the power spectra of the outputs

were determined. The centre frequencies of these filters covered
a frequency range of approximately 1 kHz to 8 kHz. Each power
spectrum was calculated over a frequency range of O - 10 Hz

with a bandwidth resolution of 0,02 Hz. To acquire a power
spectrum over this low range of frequencies the Ubiquitous

Spectrum Analyser required a record of data 50 seconds long.
Two typical studies will be presented here.

1 kHz bandpass filter

The interval 0350~-20 UT to 0051~-10 UT was chosen. Centre
frequencies of 1 kHz bandvnass filters were positioned beginning
at 1,5 kHz and ending at 6,0 kHz and placed 0,25 kHz apart. For
example, the first filter's centre frequency was 1,5 kHz, the
second 1,75 kHz, the third 2,00 kHz, etc. until 6,0 kHz. The
output - of each filter was spectrum analysed and plotted. The
spectra of the outputs ot six bandpass filters centred at

3,0 kHz; 3,5 kHz; 4 kHz; 5,0 kHz; 5,5 kHz; and 6,0 kHz are
plotted in Figures 6.2 (a) and 6.2 (b).

Figure o.3 shows a graph of the height of the 1,34 Hz frequency
component peak in each spectrum plotted against the centre
frequency of the filter whose output is responsible for the

spectrum.
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80 Hz bandpass filter

As in the 1 kHz bandpass filter study, power spectra were
determined at various frequencies. In this case 80 Hz

bandpass filters were used and the frequency range of the centre
frequencies was from 2,2 kHz to 5,4 kHz. Sets of spectra at
various frequencies were plotted for consecutive 50 second
periods and a contour plot of the heights of the 1,34 Hz peak
in the frequency spectra for the time period 0343-00 UT to
0358-50 UT is presented in Figure 6.4. The darker the shading,
the higher the peak.

Approximately 290 spectra were plotted and measured to attain
a resolution of 160 Hz in the determination of the kHz bandwidth

of the hiss and its variation in width with time.

Spectrum criteria

Wﬁen interpreting the variation in height of the peak at 1,34 Hz
in the spectra, it is important to note the capébilities of

the spectrum analyser set up for analysing over the frequency
range of O -~ 10 Hz. For example, if a sinusoidal signal of

1,34 Hz of constant amplitude was applied to the input for the
fullllength of the processing time of 50 s, the spectrum analyser
would realise its maximum resolution of 0,02 Hz and the height
of the peak at 1,34 Hz in the spectrum would clearly be
representative only of the amplitude of the signal. 1f, however,
the duration of the signal was of shorter length than the
processing time of 50 s, the height and half-bandwidth of the
peak at 1,34 Hz would be indicative of, not only the amplitude

of the signal but also the duration of the signal. This is
shown in Figure 6.5. 1In the top diagram of Figure 6.5 the
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Figure 6.4 Contour plot of the heights of the 1,34 Hz peak in the
frequency spectra derived from 80 Hz bandpass filters versus
the centre frequency of each bandpass filter for the
period 0343-00 UT to 0358-50 UT. The darker the shading,
the higher the peak.
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linear spectra, (Nos. 1, 2 and 3), have been plotted for a
signal of constant amplitude but of different lengths of
duration and in the lower diagram the signals' durations have
been 50 s in each case,but the amplitude of the input signal
has been changed. It can be seen that in the top diagram
where the duration of the signal has changed the height

of the peak and the effective resolutionhave changed i.e.

the half-bandwidth has changed whereas, when the duration is
constant, only the height of the peak has decreased with

decreasing amplitude of the signal.

On inspection of Figure 6.2 and in view of the above paragraph,
it is felt that the 1,34 Hz component of the VLF signal
analysed,was present for the whole duration of 50 s due to the
fact that the narrow half-bandwidth of the 1,34 Hz peak in

the spectra is constant throughout. Unfortunately plots of the
actual signals analysed do not reveal the 1,34 Hz component on
visual inspection due to the presence of sferics, but oﬁ listening
to the original VLF record, the pulsating hiss is heard to be
present throughout the whole 50 s period i.e. 0350-20 UT to
0351-10 UT. Figures 6.3 and 6.4 therefore represent the actual

kBz freqhency spectrum of the pulsating hiss.
Discussion

A prominent characteristic of auroral hiss observed on the ground
by other workers, e.g. OGUTI (1975), is its broadband nature,
sometimes extending over a frequency range of 100 kHz. The
pulsating auroral hiss analysed here has a relatively narrow
band ranging from 1 kHz to 2 kHz in width extending from 2,7 kHz
to 5,2 kHz. It is also interesting to note from Figure 6.4 that



178.

o ;:ﬂ;ﬂu:___ﬁ

.‘_a m LR WA TN q%ﬂ ‘Hr.,& Maw:’t X i#%’. &

bk 4%5_ wH #b §a u“ N
+ F R - ¥
; p KL
il p gt vkt #] 0 1 b i
b g i ._,.Ia TR
~N 0 U] < ™ o~ —

ADN3ND3YL

TIME
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10th September, 1975.
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the bandwidth of the pulsating hiss 'patch' broadens when its
intensity increases, for example over the period 0347-10 UT
0348-00 UT.' The narrow bandwidth nature of the pulsating
hiss suggests a frequency selection process, MANSFIELD (1967).
However, the mechanism responsible for the bottom and top cut-
offs of the hiss also seems to act on the whistlers received

during the same time period, for example Figure 6.6.

HELLIWELL (1965) discusses various factors influencing whistler
cut-off frequencies. Factors such as collisional absorption

in the ionosphere, duct properties and thermal (Landau) damping
near the top of the whistler path, all affect the upper cut-off
whereas the lower cut-off is affected by properties of the
earth-ionosphere waveguide and ion resonances. It 1s interesting
to note that SMITH (1Y61) suggests that the upper cut-off
frequency of a whistler may be limited as a result of the

failure of the duct along which the whistler propagates, to
trap the energy above a certain frequency. However, the predicted
upper cut-off frequency, in the vicinity of half the minimum
gyrofrequency, is usually much higher than the observed upper
cut-off frequency. Another possible explanation for the upper
cut-off frequency is the effect of thermal damping associated
with cyclotron resonance between the whistler wave and electrons
i.e. wave-particle interactions. LIEMOHN and SCARF (1962) found

that thermal loss should increase very rapidly with frequency.

From Figures 6.4 and 6.6 it is seen that the upper cut-off
frequency for the hiss 'patch' is approximately the same as that
of the whistlers observed over the same period,which suggests that
the same mechanism, duct propagation or thermal loss, is

responsible for the cut-off frequency of both phenomena.
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The difference in their lower cut-off frequencies is prcbably

" ascribable to the fact that the earth-ionosphere waveguide was
responsible'for the lower frequency cut-off of some of the
whistlers and that the hiss did not propagate in the
waveguide between the exit point and receiving station. Some
whistlers have, however, lower cut-off frequencies similar to
that of the hiss 'patches'. HELLIWELL, (1965) suggests a property
of propqgation in the magnetosphere as a control of low frequency
cut-of f such as the effective diameter of the duct in wavelengths
becoming too small for trapping to occur. This mechanism could

be active on both the whistlers and hiss analysed in this case.

(b) Dispersion

Very iow frequency electromagnetic waves guided by the lines of
force of the earth's mégnetic field are dispersed along the path
which they travel. This means that the different frequency
components ot the wave travel at different velocities. If one
assumes that waves,with the same frequencies as present in the hiss,
are generated simultaneously in the equatorial region and that

they propagate along a line of force at L = 4,11, then the waves
would arrive at the receiving station at the bottom of the field

line at different times depending on their frequencies.

PARK (1972) gives an empirical formula for the relationship
between the equatorial electron density N and the L-value, L,

of the path along which a whistler with nose frequency fn and time
delay tn’ propagates using a dispersive equilibrium model. The time
taken for a VLF wave with frequency fn,to travel from the equatorial

plane to the earth can then be found using the following formula:
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PARK (1972) p52.

A table sthing the travel times for VLF waves of frequencies
2,70 kHz, 3,20 kHz, 3,92 kHz, 4,48 kHz and 5,20 kHz for various

equatorial electron densities is given, in Figure 6.7.

An equatorial electron density profile was determined from the
whistlers received over the period 0343 UT to 0351 UT and although
the quality of the whistlers was not good, as expected with

high magnetic activity, the equatorial electron density was

-3
estimated to be 200 * 100 el cm at L = 4,11.

If the hiss waves propagate and are duct-guided as the whistlers
are, the signals of the different frequencies present in the
hiss would be delayed by the times as indicated in Figure 6.7,
that is to say, the hiss would have a dispersive characteristic
or profile similar to a whistler generated in the equatorial
plane. From Figure 6.7 the difference in travel times between a
3,20 kkz signal and 4,48 kHz signal is of the order of 300 m s
and 100 m s for equatorial densities of 1000 el cm_3 and 200 el cm—3
respectively and must be kept in mind with regards to the following

analysis.

Two methods were employed to determine whether the hiss patches
possessed dispersive characteristics. They will be described in

the following paragraphs.

(i) Spectrum analysis of an isolated hiss 'patch'

A hiss ‘patch' relatively free of atmospherics was identified
and chosen from a sequence of spectrograms made from the

period 0347 UT to 0348 UT. The hiss 'patch' is shown in
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eq fn k-
(e cm ) (kHiz) e}
1000 2,70 JR

3,20 1,954
3,92 1,765
4,48 1,651
5,20 1,532
300 2. 70 1,165
3,20 1,070
3,92 0,967
4,48 0,904
5,20 0,840
200 2,70 0,951
3,20 0,874
3,92 0,789
4,48 0,738
5,20 0,685
100 2,70 0,673
3,20 0,618
3,92 0,558
4,48 0,522
5,20 0,485

Figure 6.7 Table showing the travel times of
frequencies from the e
field line L =

emissions of various
quatorial plane to Sanae along the
4,11, for various equatorial electron densities.
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the -spectrogram in Figure 6.1 and the visual estimation
of its position is indicated by the arrows on the
specttoéram. Spectra of consecutive 16 m s intervals
of the hiss patch were plotted in Figure 6.8 with the
aid of an HP Fourier Analyser system and HP Signature
Analysis system from the time period 0347-23,320 UT

to 0347-23,880 UT. BAs the frequency band of the hiss
was found in Section 6.2.1(a) to extend from 2,7 kHz to
5,2'kHz, the VLF data was first fed through a bandpass
filter with lower cut-off at 2,5 kHz and top cut-off at
5,3 kHz and then spectrum analysed, hence the lack of peaks

below 2,5 kHz and above 5,3 kHz in the spectra in Figure

'6.8. The atmospherics S, and S, in Figure 6.1 show up

1 2
clearly in Figure 6.3 .

The linear spectrum outputs of consecutive frequency slices

" over the same period of time (0347-23,320 UT - 0347-23,880 UT)
- i

were plotted and,presented in Figure 6.9 ,are the linear spectrum
outputs of the frequency 'slices' ranging from 3,70 kHz to
4,10 kHz.

Cross—correlation between two signals whose amplitude is

representative of the intensities at two different frequencies

The broadband VLF signal, (0-16 kHz), containing the hiss
'patches' was fed through three bandpass filters, each with

a bandwidth of 80 Hz, centred at 3,20 kHz, 3,92 kHz and

4,48 xHz. Outputs of the three filters were cross-correlated
to determine whether there was a time delay between the
intensities at 3,20 kHz and 4,48 kHz or between the

intensities at 3,20 kHz and 3,92 kHz. The correlation-functions
of the signals representing the intensities at 3,20 kHz and

4,48 kHz were calculated for three time intervals,(0347-00 UT
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indicated in "Figure6.1.
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to 0347-08 UT, 0347-10 UT to 0347-18 UT and 0347-20 UT
to 0347-28 UT),and are shown in Fiqure 6.10. A similar
correlation function was determined for the frequencies
3,20 kHz and 3,92 kHz for the period 0347-00 UT to
0347-08 UT and plotted in Figure 6.11.

A short summary of the correlation function program, as
described in detail in the Operating Manual of the HP5451B
Fourier Analysis system,is presented in the following

paragraph.

Two analogue signals,Sl and Sz,are digitally sampled at a
frequency(fg and stored in data blocks O and 1 respectively,
the size,{N) of which,is selected according to the size of
memory available (see Figure 6.12(a)). The length of timefor
which the analogue signals are each sampled, is T,

(T = N *» At where t = L/fs). The digitally sampled
signal(SZ)étored in positions O to %-apd %?-to N in data
block 1 is brought to zero, Figure 6.12(b). The signal left
-% and %? in data block 1 is then

" consecutively shifted by At in real time and the correlation

between positions

function is determined between S, in data block O and the

1
signal data block 1 for each shift of At and plotted, for

example Figure 6.12(c).

The signals from the outputs of the frequency channels, Qf
which the correlation functions are shown in Figures 6.16 and
6.11, were sampled at a frequency of fs = 500 Hz and stored
in data blocks with block size N = 4096. The duration T ‘of
the signal sampled is theretore 8,192 s (T = 4096 - At,

At = 1/500). when the signal in data block O is well
correlated to the signal in data block 1, as it is shifted in

jumps of 2 m s, the correlation function has a relatively large
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Figure 6.10 Plots of the cross-correlation functions of the signals

representing the intensities at 3,20 kHz and 4,48 kHz for the
periods 0347-00 UT to 0347-08 UT, 0347-10 UT to 0347-18 UT
and 0347-20 UT to 0347-28 UT.
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Figure 6.11 Plot of the cross—-correlation functions of the signals
representing the intensities at 3,20 kHz and 3,97 kHz for the

period 0347-00 UT to 0347-08 UT.
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positive value. If data block O contains a signal with a
square pulse situated in position 2040 and data block 1
containé a signal with a square pulse situated at

2050, i.e. the square pulses are separated by 20 m s in
real time, then the graph of the correlation function

will peak 20 m s to the legft of the centre line.

Therefore it can be said that the sguare pulse in data block
O leads the square pulse in data block 1 by 20 m s or there

is a time delay of 20 m s between the two signals.
Discussion

Let us first consider the detailed spectral picture of one hiss
patch as presented in Figures 6.8 and 6.9 . It is difficult to detect a
repetitive and continuous displacement of peaks along the frequency-axis
as one goes up the time axis. The presence of atmospherics in the hiss
'patch' does not aid detection either, because of the relatively low
-intensity of the hiss. Figure 6.8 does however give an indication of the
frequenéy—time 'shape' of the hiss patch. The lower frequency cut-off
appears to be approximately 3,30 kHz which again (see Discussion,
Section 6.2.1(a)) is higher than that of the whistlers received over the
same period. Further similar analysis of other hiss 'patches' did not

yield definite dispersive information either.

From Figures 6.10 and 6.11 it is seen that the signals are well
correlated and there appears to be no time delay between their intensities.
However, one must again consider the relative intensities of the
. atmospherics and the periodically changing intensity of the pulsating
hiss. If the 1,34 Hz intensity variation of the hiss was dominant in
the determination of the correlation function, the correlation function
would peak periodically every 0,75 s. This characteristic is not clearly
noticeable in Figures 6.0 and 6.1 where 0,75 s is represented by 15,22 mm

on the time axis. If the peaks were present and one of them was the peak
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on the centre line, one could conclude that there was no time delay
between the signals and hence no dispersion in the pulsating hiss.
Therefore, again, there seems to be no conclusive evidence with regards

to dispersion in the hiss 'patches'. However, the structure characteristic
of rising or falling tones as observed in 'dawn chorus' or triggered
emissions, HELLIWELL, (1965)), 1s not noticeably present here as it is

in spectrograms of 'dawn chorus' and whistlers which suggests an

incoherent generation mechanism.

6.3 Auroral pulsating patch data

Various analysis techniques have been employed in determining
power spectra of pulsating patches. SCOURFIELD, (1967, 1970) and
MCcINNES, (1973) used calibrated photocells placed on a TV monitor in
selected positions. The output of a photocell represented the light
intensity within the field of view of the photocell. The system used
by the author has been described in Section 4.5.1.

The prominent feature of pulsating auroral patches is that they
are not only temporal but spatial. This must always be borne in mind
when doing auroral patch analysis. The data analysed in the following
section was recorded in the zenith at Sanae on the 10th September 1975
during the post break-up phase of an auroral display. The field of view
of the camera was 25° and the aurora was viewed through a blue bandpass
filter (see Figure 4.3). During the period of observation that the
following analysis covers, (0342~10 UT to 0358-50 UT), three types of
pulsating forms existed in the zenith. Two forms moved rapidly across
the screen from South to North pulsating at about 3 Hz and a pulsating
patch moved. slowly East to West pulsating at apout 1,3 Hz. A video
analyser 'window' was placed across the whole field of view of the camera
and the spectra of consecutive 50 s periods of the integrated light
intensity within the window were determined and plotted. Six power

spectra of consecutive 50 s periods starting at 0347-50 UT and ending
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at 0353-30 UT are presented in Figures 6.13 and 6.14. The units on the
Linear Spectrum Output axes have been arbitrarily chosen. The three
dominant and ever present peaks are situated at 1,34 Hz, 3,00 Hz and
3,28 Hz. To représent the power in the 1,34 Hz component for the

whole period of interest, i.e. 0342-10 UT to 0358-50 UT, a time plot

of the height of the peak at 1,34 Hz in each spectrum is shown in
Figure 6.15(a). It is interesting to compare the variation in the
power of the intensity of the 1,34 Hz pulsating patch and the variation
in the power at different frequencies of the 1,34 Hz pulsating hiss

patch as shown in Figure 6.15(h).

Discussion

The noticably constant feature present in the power spectra is

the peak at 1,34 Hz. Its bandwidth at half maximum is constantly

narrow and its centre frecquency remains at 1,34 Hz during the whole

16 minute period. The bounce period for electrons with energies in the

1 to 10 KeV range, which are felt to be responsible for pulsating aurora,
CHRISTENSEN and KARAS (1970), passing through the equatorial plane at

L = 4,11, is of the order of 7,0 to 2,0 s (Section 3.3.12) and is therefore
not a plausible explanation for the 0,75 s period of the pulsating patches

observed.

The same power spectral peak at 1,34 Hz occurs in the power
spectra of the auroral hiss over the same time period, (0347-10 UT
to 0358-00 UT), e.g. Figure 6.1 . Because the frequency modulation of
the auroral electrons is the same as that for the VLF emissions constituting
the auroral hiss, a wave-particle interaction is strongly supported by the
data anaiysed as a generation mechanism. When comparing the variation
in power of the 1,34 Hz component of both the hiss and auroral data,
it is noticed that there is no corresponding auroral, 1,34 Hz

component over the period 0342-10 UT to 0347-10 UT. This can be explained
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Figure 6.15(a) Plot of the height of the 1,34 Hz frequency component peak

6.15(b)

in each auroral spectrum for the period 0343-00 UT to
0358-50 UT.

Contour plot of the heights of the 1,34 Hz peak in the
frequency spectra derived from 80 Hz bandpass filters versus
the centre frequency of each bandpass filter for the period
0343-00 UT to 0358-50 UT. The darker the shading, the
higher the peak.
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integrated light intensity within the full field of view of
the TV camera over the period 0350-20 UT to 0351-10 uT.
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by the possibility of the patch, pulsating at 1,34 Hz, to be out of
the field of view of the camera over that period. Otherwise the
variations in powei of the two phenomena, the pulsating patch and the
pulsating auroral hiss, follow each other fairly closely, which is

indicative of a common power control source.

6.4 Cross-correlation and coherency between pulsating patch light

intensity and pulsating auroral hiss intensity

Simultaneous auroral and hiss data for the periods 0348-15 UT to
0348-43 UT, 0348-40 UT to 0349-10 UT, 0349-15 UT to 0349-43 UT,
0350-40 UT to 0351-20 UT and to 0351-20 UT were cross—correlated and
tested for coherency. A square video analyser window, with a vertical
and horizontal extent of 3,50, was placed in the centre of a pulsating
patch during each period and the integrated light intensity within the
window was recorded, digitally sampled and stored on disc in data blocks
of.size 4096 each of which are equivalent to a data realtime of
8,192 sec. Similarly stored was a signal representative of the intens;ty
of the hiss at 3,92 kHz, (bandwidth of the filter ~ 80 Hz). With the
aid of the HP5451B Fourier Analysis System, it was then a simple
procedure to determine the cross—-correlation function and the coherency
between data blocks containing simultaneocus auroral and hiss data. In
the,foliowing paragraphs the analysis of one 8,192 s period will be
dealt with in detail and a summary of the results of the other periods
will then be presented.

0348-40 UT to 0349-10 UT

The aurorai patch signal and hiss signal during the period
0348-45,000 UT to 0348-53,192 UT are shown in Figure 6.17. The power
spectrum of each signal was determined and is represented by the plots
in Figure 6.18. The frequency range is 0-3,91 Hz and the peaks marked A
are at 1,34 Hz. Figure 6.19 shows the phase angles of the two signal
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over the same frequency range. It is seen from Figure 6.18 that at the
frequency 1,34 Hz, the two signals are 64° out of phase. This means
that £hes slsaukl signal leads the hiss signal at 1,34 Hz by 64° and
that there is a time delay of 132 m s between them. The plots of

the cross-correlation and coherency functions are shown in Figure 6.20.
Here the frequency range (x—axis) in the coherency plot is O Hz to 15,64 Hz
and at 1,34 Hz the two signals have a coherency of 0,77. From Figure
6.20 the time delay between the auroral patch light intensity and
pulsating hiss intensity at 3,92 kHz was found to be 135 m s. This
measurement is found by calculating the amount along the time axis that
the correlation function graph must be shifted such that the peaks are
symmetrical about the centre axis. Because the results from this method
of time delay determination were within 10 m s of the values obtained
from phase angle information, it was decided to rely on the correlation
function for time delay calculations for the rest of the analysis. A
similar study is done for the period 0348-55,000 UT to 0349-03,192 UT
for which the cross-correlation and coherency plots are presented in

Figure 6.21.

The results of the periods analysed are summarized in the table
in. Figure 6.22. Points of interest are the following:

(1) The delay between the auroral and hiss signals is not constant.
(ii) When the signals are highly coherent for a 8,192 s period, the
delay lies between 90 m s and 157 m s.

Discussion

Considering cyclotron instability (gyroresonance)
and Cerenkov radiation, (See section 3), as a possible
generation mechanism for the pulsating auroral hiss analysed
in this chapter, two factors come under discussion, namely the

energies of electrons which may be responsible for the hiss emmission
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Period Coherency Delay
(wT) (ms)
0348-15,00 to 0348-23,19 0,74 157
0348-25,00 to 0348-33,19 0,54 62
0348-35,00 to 0348-43,19 0,79 136
| 0349-15,00 to 0349-23,19 0,40 -
0349-25,00 to 0349-33,19 0,75 107
0349-35,00 to 0349-43,19 0,10 -
0350-50,00 to 0350-58,19 0,65 40
0351-00,00 to 0351-08,19 0,52 40
0351-10,00 to 0351-18,19 0,50 62
0351-20,00 to 0351-28,19 0,52 157
0351-25,00 to 0351-33,19 0,75 90
0351-40,00 to 0351-48,19 0,50 40
0351-50,00 to 0351-58,19 0,34 -

Figure 6.22 Coherency and time delays between auroral patch light intensity
' and hiss intensity at 3,92 kHz for the periods of data analysed.
The auroral signal leads the hiss signal in each period analysed.
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over the obseived range of frequencies (2,70 kHz to 5,20 kHz) and
the lack of conclusive evidence with regards to the dispersive

properties of the hiss.

The energies of electrons associated with hiss of frequencies
2,70; 3,92; and 5,20 kHz have been calculated for both cyclotron and

Cerenkov radiation under the following assumptions:

(i) the emissions at these frequencies are generated simultaneously,
(ii) the source region is in the equatorial plane, and
(iii) the electrons in question are just outside the loss cone.

For cyclotron radiation

W
]
W= ES;—E;- (Ge = electron pitch angle)
= W, (Ge < 5° for electrons in the loss cone
at L = 4,11) (See Section 3.7.5)
B2 w
eq ge w |3
= (il =i==—) Joules
2 u N w )
o eq ge

For Cerenkov radiation

o W||
" cos 6
= Wy
i wlw - wge)
= T e T Joules (See Section 3.5.5)
ge pe
Beq =e: 312 -1 3 sin2¢)12 x 107"% Tesla (Dipole approximation,
PARK (1972, p88))
o
¢ = 0 at the equator
B = {0,312/4F) = 1Y Tesla
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= 4,494 x 1077 T (L = 4,11)
N = Electron density in equatorial region (el m J)
eq
Yge
fge = 7%;— = electron gyrofrequency
: N
= (8,736 x 10°/L3) (1 + 3 sin?¢)  Hz
= 12,6 kHz
f = é%— = frequency of emitted radiation (kHz)
Ne e?
0 =[—— Hz
pe e,

The table in Figure 6.23 shows the relationship between the Neq,
f, and W and the travel times (te) of electrons with energy W from the
equatorial plane to the earth along L = 4,11 (See Section 3.3.12). Also
presented in Figure 6.23 are the travel times (tf) of emissions of the

various frequencies taken from Figure 6.7.

Assuming that the modulation mechanism, for example gyroresonance,
to_ be acting simultaneously on electrons with similar energies travelling
in the backward and forward hemispheres in the egquatorial plane, it is
seen from the table in Figure 6.23 that the emissions at 3,92 kHz have
longer travel times than the electrons with the same energies as those
responsible for the emissions. The difference in travel times range
from 0,213 s to 0,674 s for equatorial electron densities of 100 el cm™3
and 1000 ef cm™3 respectively. The results of the data analysed in this
section, however, indicate a difference in travel times ranging from
0,090 s to 0,157 s with the auroral electrons travelliing faster than the

emissions at 3,92 kHz, which is contrary to the prediction of the

cyclotron instability theory.



N f = 5
eq b te - te tf tf te tf te
Gyroresonance | Gyroresonance | Cerenkov Cerenkov Gyroresonance | Cerenkov
radiation radiation radiation
-3
(e cm (kHz) (keV) (s) (keV) (s) (s) (s) (s)
1000 2,70 1,137 1,662 0,085 6,089 2,127 + 0,465 - 3,962
3,92 0,528 2,439 0,108 5,397 1,765 - 0,674 - 4,722
5,20 0,247 3,566 0,122 5,076 1,532 - 2,034 - 3,544
300 2,70 3,790 0,910 0,282 3,337 1,165 0,255 - 1,172
3,92 1,759 1,336 0,360 2,958 0,904 - 0,432 - 2,054
5,20 - 0,822 1,955 0,407 2,782 0,840 — g5 - 1,942
200 2,70 5,685 0,743 0,424 2,725 0,951 + 0,208 - 1,774
3,92 2,639 1,091 0,539 2,416 0,789 - 0,302 - 1,625
5,20 1,233 1,596 0,609 2,272 0,685 e @) B - 1,587
100 2,70 11,370 0,526 0,086 1,929 0,673 + 0,147 - 1,256
3,92 5,278 8,772 1,076 1,710 0,558 - 0,214 - 1,152
5,20 2,466 1,129 1,216 1,608 0,485 - 0,644 - 1,123
Fig. 6.23 Table showing the travel times of emissions and the energetic

electrons responsible for each emission, as predicted by the
gyroresonance and cerenkov radiation theory, from the equatorial
plane to Sanae along a field line L = 4,11 for various equatorial

electron densities.

*LOT
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It is.also worth noting that the difference in electron travel

times range from 0,904 s (for Neq = 1000 el cm‘a) to 0,603 s

(for Neq = 1000 el cm—a). One would therefore expect a similar time

duration for the enhancement of auroral luminosity whereas, in

fact, the latter was observed to be v 0,400s.

As far as Cerenkov radiation is concerned it can be seen from the
figures appearing in the final column of Figure 6.23 that the discrepancy

noted above for cyclotron gyroresonence is even more marked.

Gyroresonance or Cerenkov radiation occurring in the equatorial
plane do not therefore seem to be plausible mechanisms for the production

of the pulsating auroral patches and auroral hiss analysed.
6.5 Conclusion

The close relation and correlation between auroral hiss and
auroral light intensity of various auroral forms is well established
e.g. OGUTI, (1975). Interest and research concerning auroral hiss is
centred around the determination and location of the mechanism responsible

for auroral hiss e.g. LIM and LAASPERE, (1972).

The results of the analysis of the data, as presented in this

chapter, can be summarized as follows:

Auroral hiss

{a) The pulsating auroral hiss is band-limited and most likely duct-
guided.

(b) There is no clear evidence of dispersion or structure in the hiss.

(c) The pulsation period of 0,75 s of the hiss remains constant for

approximately 16 minutes.
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Auroral patch’ light intensity

(a)

A pulsation period of 0,75 s is a dominating feature during the
16 minute period of analysis.

The length of the pulsation is not explained by the bounce
period of energetic electrons travelling along the field

line L = 4,11.

Simultaneous analysis of the auroral hiss

and auroral patch light intensity

(a)

(b)

The common identical pulsation period and high coherency between
the two phenomena strongly suggests a wave-particle interaction
as a modulation mechanism.

Time delays, typically between 0,090 s and 0,157 s where the
auroral electrons are observed to arrive before the auroral

hiss emissions at the point of observation, are not explained
by either cyclotron instability or Cerenkov radiation

mechanisms occurring in the equatorial plane.
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APPENDIX Al

SYSTEMATIC ERRORS IN L-VALUE AND Ne (eq)

Electron density distribution model systematic errors in L-value
and Ne(eq) may be calculated for the DE-1 and R_4 models, used in the
present work, according to information given by PARK (1972). The
formulas used in the calculation of L and Ne(eq) are:

ﬂieq = kfl; (1)
1
3\
L - | 8,736 x10° / 2
£H
eq
fl tlz
LB (3)

Ne(eq) = Keq -5

Equations’ (1) to (3) may be written in differential form as followaz:

Af
faeq "
AL 1 A
= -~ -3 ()
AN (eq) ) AK . 5 A (6)
Ne(GQ) Keq 3 K
AK

AK - ' » |
e and _i_eg_ in the above equations may be obtained from Tables 9
' - eq
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and 10 of PARK (1972) for the DE-1 and R4 models respetively, giving
for the DE-1 model: :

% = 0,14%
AK
Yﬂ - 0561‘
eq
and for the R Y model:
AK
X = 0,3%
AK
—Eﬂ - 1'9‘
eq

From these K errors the calculated errors for the DE-1 model are:

AL
T = 0,05%
&R (eq)
= == pre 0,84%
Ne (eq)

and for the R"4 model are:

%- =  0,1%
ANe(eq)

—_— 2,4%
Ne(eq) :
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APPENDIX Bl

THE DETERMINATIONlOF THE ANGLES OF ELEVATION AND AZIMUTH OF STARS
IN A STAR PATTERN

An example of a staxr pattern at 0320 UT 12 June, 1975, traced
off a Sony Video Monitor PVM-90CE is presented in Figure a. With
the help of Norton's Star Atlas the stars were identified as shown

in Figure a.

Conversion of Universal Time (UT) to Local Sidereal Time (LST)

h h m s

Greenwich Mean Sidereal Time at 00O
w

12th June, 1975 17 18 48
Reduction for Longitude of SANAE
=(17+%)%24X3,56m + 00 02 34
Mean Sidereal Time 17 21 22
Universal timelof observation + 03 20 00
Local Sidereal Time of observation 20 41 22

-

! This can be obtained in the star ephemeris for 1975

under the section of universal and sidereal times.
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Monitor PVM-90 CE showing a video picture recorded at

1975.

Figure (a)
0320 UT on 12 June,



Calculation of the position of ¥ Canis

Major at 20h 41" 22°% Local Sidereal Time with program ELEVAZI
The four input parameters needed for ELEVAZI are the fcllewing:

(1) Right ascension of star a
(ii) Declination of star §
(iii) Latitude of observing station $
(iv) Local Sidereal Time LST

*
For 3 Canis Major

(1) 9 = - 70° -18' -00"
(i) TB.T. = oo U
(iii) a = o6 19® 28
(iv) & = -30°  -03' -05"
= Obtained from the star ephemeris for 1975 under section

for Mean Places of Stars, 1975,0.
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Program 'ELEVAZI' was written for the HP9100B computor

and is explained as follows:

0ol
02
03

05
06
07
o8
09

Ob
Oc
od
10
11
12
13
14
15
16
17
18
19
la

lc
14
20

20
ol
41
44
77
10
14
23
14
02
41
44
77
10
"14
27
.01
05
36
25
23
16
03
41
44
77
10
14
27

CLEAR

1

STOP

GO TO( ) ()
SUB

STCP
GO TO( ) ( )
SUB

« % n +~H <> U o

ol
05
36
25
23
17
04
41
44

i
I

10
14
23
12
16
27
17
34
25
23
16
73
27
12
73
36
14
73
36

1

5

X

¥

x>( )
d

4
STOP

GO TO( ) ()
SUB



42
43
44
45
46
47
48
49
4a
4b
4c
44
50
51
52
53
54
55
56
57
58
59
5a

5¢

=& 8

62
63
64
65

25

23

17
12
70

27 -

14
70
36
17
33
25
72
73
23
13

" 44

77
o7
o7
41

27
16
50
34
o7

12
71
27
14
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arc

COs X

x>( )

a

GO TO( ) ()
SUB

7

7

STOP

66
67
68
69
ba
6b
6c
ed
70
71
72
73

75
76
77

79
7a
7b
Tc
74
80
81
82
83
84
85
86
87
88
8Y

73
36
16
70
35
40
17
14
70
27
16
44

288 B

64
34
23
15
06

36
27
25
31
64
34
31
36
15
31

COos X

sin x

y>( )

sin x
* .
c

GO To( ) ( )
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RETURN

22 ROLL ¢
23 x>( )
15 £

06 )

0.8) o)

35 +

31 ROLL +
33 +

25 ¥

30 xzy
35 +

15 f

33 +

37 clear x
27 &

22 ROLL ¢4
77 RETURN
'Registers

71 tan x
“35 =

67 x+( )
33 +

17 d

34 .
. 25- 4

72 arc +
71 tan -
23 x>( )
33 +

15 f

00 00

7 4

-27
-28
-29
-2a

-2b

-24
-30
-31
-32
-33
-34

GO TO( ) ()
SUB

+

STOP



x<( )

o 0 0 O

X

¥

STOP

GO TO( }( )

+



Instructions for data Input and Output

Registers

2 y X
Press 'CONT' o 0 i
Enter data (¢) 7, -18 -00
Press 'CONT' 0 o 2
Enter data (L.S.T.) 20 41 22
Press 'CONT' o 0 3
Enter data (a) 19 il
Press 'CONT' 0 (0] 4
Enter data (§) -30 -03 -05
Press 'CONT'
(Elevation ) 76 28 16
Press 'CONT'
(Azimuth ) 328 5L 57
Press 'CONT'
(@8'/dt) 0 o) -2.6
Press 'CONT'
(@y/at) o 0 -13.0

The symbols 6' and y are explained in Figure b.
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ZENITH
STAR
NORTH
(geographic)
WEST ¢ ~® EAST
SOUTH
©=90-0
Figure (b) Diagram for the determination of the geographic latitude

and longitude of a point with altitude h km above the
eartn and angles of elevation 8 and azimuth y relative
to the observing station.
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APPENDIX B2

MATHEMATICS FOR SUBROUTINE ANGEOG

The determination of the geographic latitude and longitude
of a point with altitude h km above the earth and angles of
élevétion 6 and azimuth y relative to the observing station

(calculations are made assuming that the earth is spherical).

In Fig ¢

(h + R) - R cos a
R sin a

tan (9 + a)

T ﬁ sin a sin (o + 9)
h +r = i S (X R sin a)

h+r = R [sin a sin (a + 8) + cos a cos (a + 9)]
cos (a + 8)
h+x = R cos ((a + 6)-—a]
cos (a + 9)
cos 0 =28 x cos (a +0)

cos (a + 6) = h+ R cos ©
Hsh8 'S cos-l (R cos 6)

h + R
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Figure (c¢)

ORK is a line tangent to the earth through the observing

station
AB

DC

a

A

R = earth radius = 6371 km

= h = height of point C above the earth
= /ABD
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-1 (R cos 6
= COos (

e

h+r
In Figure 4, spherical A ® csa

cos/SOC - cos /SOA * cos /COA
sin /SOA * sin /COA

cos /CAS

cos v!_ - cos v'_ cos o
C A
sin ', sin a
A

cos (180-y)

s O & o
sin v - 8in Vv €os

i (o] A
- cos Y = ) !
cos Vv sin a
A
(sin 90 - A) = cos A)
vo = sin_l (sin Ao cos a = cos vo sin a cos v)
c A JEnaEL T BB Y

Latitude of point C = voc

In spherical A ® CSA

sin /CSA ' sin /CAS

sin /COA _  sin /SOC
sin AL - sin vy
sina sin A‘C

AL = sinﬁl(sin a sin y/cos XOC)

Longitude of point C
= AL - (360o - longitude of A)

(1)

(2)

(3)
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Figure (4) C = point whose longitude is to be calculated
A = observing statiaon
§ = geographic south pole
AL = difference in longitude between points C and A
AP = line of longitude through A
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L VALUE COMPUTER PROGRAM

{ Modified version of a program by E. G. Stassinopoulos and G. D.

Mead, (1972).
- NASA-GODDARD SPACE FLIGHT CENTRE, REPORT No. NSSDC72-12)

$ SET 1BMO26 .

FILE 5 = INPUT PUNIT = READER

FILE 6 = QUTPUT» UNIT = PRINTER

Creanw NBNBNB oo o e odEE DESCRIPTION NDF LVALUE PROGWRAM IN AsReU&™S FILES.
C =+* MAIN FOR INVARA USING ALLMAG AND THE CODRDINATE CONVERSION

C #»%* INPYT?

C #+* SINGLE PRECISIUN DECK FOR OCTAL MACHINES (RCDs 026 PUNCH)

C wwe =] GEODETICS =2 GENCENTRIC.
Cowwwe =3GENERATES CONKRDINATES FOR ANGLESUF
Crantw ELEVATION AND AZIMUTH FOR ANY STATIQN
C wwwe FOR ANY HEIGHTs GCALT = HEIGHT Agnvt
C waveannn SURFACE EARTH., SEE SUBROUTINE ANGEOG
C wwww FOR INSERTING LATITUDE OF STATION.
CCoasnnnmn = 4 GENERATES CNNORDINATES FOR GIVEN
Crannw GRID WITH ANY SIZE SQARES

C #*a* ICUURD REFERENCE SYSTEM OF INPUT COQRDINATES
C #er MODEL CHOICF OF 7 MODELS (FROM ALLMAG)

C ows ™ TIME IN YEARS FnR DFSIRED FIELUL

Cres N AZIMUTH :

Crawwn  GCALT ALTITYDE

DIMENSTON SHMIT(139213)96(13213)sELC46)»GLACL6)»GLNC46)

DATA RAD/S57¢¢957795/,SHMIT(1+1)7040/,TMOLDZ0407,M0DOLN/0+0/
FURMAT(315,2t10,3)
FORMAT(1HO P 7X22FB8e2+FBe121X02FB8e2sFBe152X0F1245sF12435F1243)
FORMAT(3F1043)
FORMAT (BH1  MODEL»13,s/»7H TIMESFBa1s/»9H ICOORDS13)
READ(S5»2) ICOQRDSMODEL sNsTMsGCALT

WHITE(655) MUUEL»TMsICGORD

NsWN

C BRANCH TO 1CUDRD SEcTIOMS

C RAA KA R RN RN A AR AR

GO TO (7,1198,12),1CO0RD

ICOORD = 1
ThA R RART W
7 READ(5»4°END®99) GDLAT»GLONSGDALT
CALL COUNVRT(1sGDLAT»GDALTSGCLAT»RKM)
CTs SINCGCLAT/RAD)
GCALT=RKM=6378416/ SQRT(1¢+40067397*CT*CT)
GO To 9

s Xe Nel

(x]

C ICOURD = 2
C 22 R XS i "
i1 READ(SDQDEND=99)GCLAT-GLON'GClLT
CTaSINC(GCLAT/RAD)
RKMEGCALT+6378416/ SQRT(14%,0067397+CT+CT)
CALL CONVRT(Z2sGDLAT»GDALTsGCLATSRKM)
9 CALL INvARA(MUDELvTM»GCLAT»GLONaGcALT-O.OlEo:BB.FL-

*SHMIT»GsNMAX>MODOLD» TMOLD)

WRITE(6s3) GCLATS»GLON®GCALT»GDLAT»GLON»GDALT
GO TO (7»11)sICUORD . *GLONSGOALTsBEsFL

ICOORD = 3

A A X222 2 2R

(] WNRITE(69100) N

OO0
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CALL ANGEOGUNsEL»GLAPGLOPGCALT)

DO 10 K=1»r40

GCLAT==GLA(N)

GLON =GL0OCK)

Ci1= SIN(GCLAT/RAD)
RKMEGCALT+63784167/ SQRT(14440067397#CT+CT)

CALL CONVRT(ZsGDLAT»GDALT»GCLATIRKM)

CALL INVARACHODEL»TMsGCLAT o GLONSGCALT»0.01E0sBRoFL»
*SHMITsGoNMAX 2 MONULD » TMOLD)

ELEV=EL(K)

WRITE(6s3) GCLAT*GLONPGCALT»GPLAT»GLONSGOALTsBBPFLPELEY

10 CONTINUE
GO TO 99

ICOORD = 4
L EEEREE R B A/
12 READ(S521) uLATRE»GLATENSLATDEL »GLONBE »GLONENLONDEL
1 FURMAT(2F1Ye35,1%»2F1043515)
CALL GENCOR'GLATRE rGLATENSLATDEL oGLONKE »sGLNMNENsLONDE| »GLAPGLD)
DO 1“ I:inlﬂ)
DO 13 Jus1,46
GCLAT=GLA (J)
GLON= GLOCI)
IF(C GLUON «tQs0,0) GU TO 99
CT=SINC(GCLAT/RAD)
REMEGCALT*#63708416/ SORT(1e+.0067397+CTHCT)
CALL CONVRT(Z2»GDLAT»GDALT»GCLATIRKM)
CALL INVARACMODEL TMs»GCLATsGLONSGCALT»0401F0sBBFL»
*SHMIToGoNMAX» MODOLD» TMOLD)
WRITE(653) ULCLAT»GLONSGCALTsGDLAT»GLONS»GDALT»BBsFL
13 CONTINUE
14 CONTINUE
99 SToP
END

SUBROUTINE GENCOR (GLATBE»GLATENSLATDEL»GLONRE »GLONENS
*| ONDEL»GLAT2GLONG)
Crwwww G| ATEN = LAST LATITUDE COORDINATF .
Ceexex  GLATBE = FIRST LATITUDF cnNRDINATE,
CrwewaGLONEN = [AST LONGITUDE COORNINATE.,
Cewwweg  ONBE = FINST _ONGITUDE COORDINATE,
Crewwwn LATDEL = INTERVAL BETWEEN LAT. COORDINATES,
Ceewrs | ONDEL = INTERvVAL BETWEEN LONGe COORDINATES.
DIMENSION GLAT(46)»GLONG(S6)
DO 1 I = 1,46
GLAT(I)=0
GLONG(])=0
1 CONTINUE
DO 2 1 = 1246
GLAT(I)SGLATRE + (I=1)*LATDEL
IFCGLATCI)*GT.GLATEN) GO TO 3
2 CONTINUE
3 D0 4 J=1,46
GLONG(J)IZGLUNRE ¢ (1=1)at ANDE
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IFCGLONGCJ) »GT.GLONEN)IGO TO 5
4 CONTINUE
5 RETURN
END

SUBROUTINE ANGEQG(NsELEVsGLAT#GLONGsHEIGHT)
C#++SURROUTINE ANGEOG TU CONVERT ANGLES OF FLEVATIUN AND AZIMUTH TO
c*#++* GENGRAPHIC CUURDINATES 0OF LATITUDE AND LONGITUDE.
Ce++ ELEVATION SCAN 1 TO 90 IN STFPS QF 2
Cexs INPUT
Cresxx N AZIMUTH
C*x+ QUTPUT

C*xx ELEV,GLAT»GLUNG ANGLE OF ELFVATIONSGEDGRAPHIC LATITUDE
Cranvse HETGHT =HtIGHT OF POINT ARNOVE EARTH
Chant AND 2EQGRAPHIC LONGITUDE,

C*v* INCORPURATES FUNCTTIONS AFUNC»BFUNC
DIMENSTONELEV(46)sGLAT(E6)»GLONG(4E6)
KAD=23,141597180.,0

c
c CHANGE "7043" T(p GEQGRAPHIGC LATITUDE NF STATION
c ttttttttttt'iti ittttttttttttt*tiitttttitttittt
SANAE = 70e3*RAD
XI =N
Bx1*AD

GHT=6371/7/(6371e+HFIGRHT)
DO 1 M = 1910
XJEM#*2 =2
ELEV( M)=XY*RAD
GAMMA=ARCOA( GHT=COSCELEY( wM)))=ELEV( M)
FLAMDA = AFUNC(GAMMASRsSANAF)
FDELTL = BFJINC(GAMMA»B»FLAMDA)

GLAT( ™) = FLAMDA/RAD
GLONG( M) =357,6 =yDELTL/RAD
1 CONTINUE

DD 2 K=1led0

ELEV(K)=ELFVY(K)/RAD
2 CONTINUE

RETURN

END

FUNCTION AFUNC(XeYrSANAE)

AFUNCE=ARSIN(SINC(SANAE) #COS(X)=COSC(SANAE) *SIN(X)*COS(Y))
RETURN

END
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FUNCTION BFUNC(A»RsC)

BFUNC =ARSIN(SINCA)Y*SIN(B)/COS(C))
RETUPRN

END

*
12 2 &

I8 2 &
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SUBROUTINE INVARAC(MAODEL s TMaFLATHFLONGsALTsFRRoBBF »
SHMITsGsRMAX MOPOALD s THMCLD)
SINGLE PRECISION DECK FOR NCTAL MACHINES (BCN»
NEEDS SINGLE PRECISION SUBROUTINE ALLMAG
PROGRAM MOUIFIED JAN 1971 BY E G STASSINOPOULUS AND G D MEAD®
Cupt 641s +ASA GODDARD SPACE FLT CTR» GRFENBELT» Mp 20771
NOTEPERROR IN L I35 TYPICALLY LESS THAN 10.*ERR*L (PERCFNT)
FLAT=LATITUDE IN DEGREES » FLONGELAONGITUDE 1IN DFGREES
ALT=ALTITUub=nISTANCE FROM SURFACE OF FARTH IN KILOMETFRS
DIMENSION VE3923),8(200)0ARC(200)»yN(3)ovP(3)sBEG(200)»BEND(200)
BLOGC200)2ECU(200) 2RI (IIPR2(3)PRI(3I)»SHMIT(13513)»6(13913)
V(1+2)2ALT/6371.2
V(212)=2(90e=t LAT)/57,2957795
V(352)=FLUNG/5742957795
ARC(1)=00
ARC(2)=(140+V(1,2))* SQRT(ERR)*0,3
DCLT=lt57OU'Uo2007* COS(V(2,2)41,2239)
IF(V(2,2)=DCLT)10s10,11
ARC(2)==ARC(?)
CALL STARTA(“1DR?-RanBD‘RCDVAMODELoTMlSHMIToG.NMAX'MOUULno1MULD)
DO 12 I=1,3
VP(I)=V(I»2)
VNCI)=V(I,»3)
CALL LINESACG<12R2sR3»grARCPERR? JsYP VNI MODEL »TMs SHMIT»GoNMAX S
MUDOLD» TMOLD?
1F(J=200)16s17s17
FLE=1.,0
GU Tn 18
JuP=y
DO 40 J=1,Jur
ARC(J)= ABS(H4RC(J))
RLOG(J)=ALOG B (y))
JEP=JUF=1
DU 21 J=2,JEF
ASUMRARC(J)+ARC(J+1)
DX=BLOG(J=1)"BLOG(J)
DN=ASUM®ARC (V) *ARC(J+1)
BCO  =((BLUV(J=1)=BLNGLI+1)) *ARC(J)I»*2=DX*ASUM**2) /DN

cco =(OX*ATC(J+1)=(BLOG(J)=BLUOG(J+1))*ARC(J)) /DN
SA=,.75*ARC(J)

026 PUNCH)

INnVRAOOUY
INVRAGOG
InvkaUOHY
InvRAOLU
INVRAUVYZ
INVRACLY
INVRAOLG
INVRAULS

INVRADL2?
INVRAG2S
INVRAO?G
TNVHAOU2B
INVRAO3O0
TMVRAQ32
INVRAD34
INVRAO36

INVKAO4O
INVRAD4Z
INVRAOGLY

INVRAODY4S
INVRAOSO
INVRAOS?
INVRAOSY
INVRAOSGE
INVRAOSS
INVRAOGO
INVRAVGZ
INVRAOGUY
INVRAOGS
INVRAOSGE
INVRAOQTO
INVRAUT 2

SNVRAOT4
PINMVRANZ7A



21

27
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SCESA+,25+A5UM

pCN=BLOG(J=12=CCy #5A*S5C

ECOCY)=RCO +CCO »(SA+SC)

REG(J)= ExP(uCO+ECOCU)*aS*ARC(J))
REND(J)= EXP(DCO+ECO(J)*eS+(ASUM+ARC(J)))
REGCJUP)=BENL(JEP)

REND(JUP)aB(JUP)
ECOCJUP)YI=(2eV/ARC(JUP) ) *ALOG(BEND(JUP) /BEG(JUPR))
CALL INTEGA(ARC sBEGPBEND»B» JEPSECOSFLINT)
CALL CARMLA (B(2)»FLINT»FL)

RE=B(2)

RLTURN

END

INVRAOTR
INVRAOBO
INVRAOH2
INVRAOBAY
INVRAOHBG6
INVRAUYS
INVRAOYO
INVRAOY9?Z
ITNVRAO94
INVRAOGE
INVRAO9S
INVRAL10O
INVRAL102

SUBROUTINE S'ARTA(RI»R20P3oRoﬂPCnV'MﬁnFLvTMpSHMIT-G-NMAXAMOUULD'
*TMOLD)

C #»**2  SINGLE PRECISINN DECK FOR OCTAL MACHINES (RCDs 026 PuUNCH)

e

e
R
Ve

Jh e

10
11

12
12

-

NIMENSION B{<00)sARC(200) 2V (3s3)eR1(3)PR?2(I)PRI(IIsSHMIT(13+13)>
16(13,13)

S1T= ABS( S1(v(2+2)))

AER=V(1,2)

SSQESIT*SIT
DERZ(635649144SS5C*(21,3677+4,108%550))/7637142
V(152)=AFER+UER

TE(V(3s2))11912,12

V(3+2)=2V(3+2)+6,283185307

GU To 10

CALL MAGNETCAERSSIToV(3s2)sBRsBTsBPsR(2)»v(2,2))
REKM=V(1,2)4637),2

1F(MODEL o€Ges0) RKM=RKM*144288=SS0%*(213677%:1082%550Q)
CO0T= COS(V(2:2))

SIP= SIn(y(3+2))

CUPs COS(V(3:2))

CALL ALLMAGUUDEL s TMsRKMsSITHCUT»SIPSCOPIRRIRTSBPIB(2)»
ISHMIT G2 NMAX*MOOOL D THOLD)

R2(1)=RR/RH(2)

DNSB(2)#*V(1s2)

R2(2)=BT/DN

R2(3)=BP/(DN*SIT)

[S=0

DO 2 I=z1,3
V(I»1)=V(I»2)=ARC(2)#R2(])

SITe ABS( SIntv(2s1)))

SSQA=SIT*SiT
OER=(6356,912+55Q*(2143677+,108*550))/637142
AER=V(1,1)=0Lk
CALL MAGNETC(AERSITsv(3s1)sBReBTsBPsR(1)sV(2s1))
RKMEV(1,1)26371,2
SSQ=SIT+SIT
IF (MODFELsEQet) RKMBRKM+14428R=SSQ#(21,3677+,108+550)
COT= cOS(v(2»,»i))

SIP= SIN(V(3:1))
COP= COS(V(3s1))
CALL ALLMAG(UDEL»THsRKMeSITSCOT,»SIPsCOPsBRIARTIEPSR(1)s

STRTAOQOH

STRTAOOH
STRTAULU
STRTAO1?
SThTaul4
STRTAUL16
STRTAGYA
STRTAV20
STRYA022
STRTAU24
STRIAQ26
STRTAQZ2E
STRTAO30
STkTAOL3?
STRTAOL34

STRTrO38
STRTAU4LO
STRTAU42
STRTAULA4A
STRTAO46
STRTAO4S
STR1A050
STRTAUSZ2
STR1A054
STRTAOS56
STRTAUS8
STRTA060
STRTA062
STRTAOG4
STRTAU66
STRTa068
STRTAQ7V
STRTAOQ72
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1SHMIT»Go NMAX»MODOLD» TMOLD)

IF(B(1)=B(2))4,5,5 STRTAUT76
4 ARC(2)==ARCLlZ) STRTAQ7S
G0 TO 1 STRTAVUB0
5 R1{1)=BR/B(1) STRTAOHB2
ARC(3)=aARC(2) STRTAUBA
DNEB(1)*v(lsl) STKTAUB6
P1(2)=RT/DN ‘ STRIAOBS
R1(3)=BP/(UN*SIT) STRTAV90
DU 6 I=1+3 : STRY4092
6 V(I»1)=y(1+2)=ARC(2)*(R1(I)+R2([))/2, STRTA094
SIT= ABS( SI«(v(2,1))) STRTAVLYG
I5=[5+1 STRT4098B
GU TO (37)915 STRTAL00
7 DU 8 I=1,3 STRTAL102
B V(1s3)=2V(1,2)+ARC(3)#((145)#R2(I)=e5+«R1(1)) STRTA104
RETURN STRTA4106
END STRTA108

SUBRQOUTINF LINESACRISR2sR3IsRIARCSIERRsJs VP YNSMODEL »TMsSHMIT»Gs
*NMAXsMODOLD» IMOLD)

wexw  SINGLE PRECISION DECck FOR DOCTal MACHINES (BCDs 026 PUNCH) LINESUO4
NDIMENSION BC2U0)sARC(200)sR1(3)sR2(3)sRI(I)»VN(3)sVP(3)sRA(3)
1SHMIT(13,13)20G(12513)

CRE=0425 { INESOOH
IF(ERR™=0e¢15625)74075+75 L INESO10
74 CRE= (ERR**0,3333333132) ILINFSOt2
75 A3=ARC(3) | INESO14
AAB= ABS(A3) | INESO16
SNASA3/AAB {LINESOLH
Al=ARC(1) LINESD20
A2=ARC(2) | INESO22
AD6EAI*A3 /64 | INESUP4
Je3 LINESUZ26
ILP=} LINESO28
IS=] 1 INESO30
GU TQ 87 L INESO3?
66 [S=i _ LLINESU34
JEJ+1 LLINESU36
AD6=A3*A3 /60U _ { INESVL38
ARCJU=Al1+A2+A3 L INESVL4O
AD=(ASUM+AL) /AN | INESDH42
RU=ASUM/BB LINESOU44
Ch=A1/CC ' LINESO46
36 DU 5 1=1,3 , l.INESO4SY
DD=R1CI)/AA=R2([)/BB+R3(])/CC LINESOS50
GO TO(6s8)s]> L INESOS?
6 RTERI(I)=(AD*R1([)=BOwR2([)+CD*R3I([)=DDeaRCIIwaARCY L INESOS4
RACI)=RI(]) L INESOS6
R1C(I)=R2(I) LINESOSS
R2(I)=R3(]) L INESO60
R3ICI)=RT L INESO62
VP(I)=VN(]) LINESOG64

R DRAR=(DODO7T 1T Ye" A T3N)7D9 aldMarnc
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A2=A3 [LINES192
AI=A3I* 2#(84+X) /(4 B+X) LINES194
AME(2e¢=F3(2)*VN(1))*VN(1)*CRE LINES196
IF( ABS(A3)=AM)B4s»B4,T2 LINES198

72 A33SNAWAM L INES200
84 IF(SNA*R3(1)+45)85,85,73 L INES202
85 AM==,S5+SNA*VN(1)/R3I(]) LINES204
1F( ABS(A3)=AM)73+73486 LINES206

86 A3I=SNA*AM LINES208
73 ARC(4+1)=A3 {.INES210
AAB= ABS(A3) 1L INES212

GU TO 66 LINES214

60 RETURN L INES216
END LINESZ21D
SUBROUTINE InTCGACARCIREGsBENDsBsJFPSECOSFI) INTGAOOZ
#wdx  SINGLE PRECISION DECK FOR NCTAL MACHINES (8CD» 026 PUNCH) INTGADOS
DIMENSINN ARUC200)sBEG(200),BREND(200),R(200)»FC(;(200) INTGAVOE

4 KKsJEP INTGAUDE
6 1F(KK=4)14s11920 INTLAOILO
11 KK=KK=1 INTGAUL?
14 A=R(KK=~1)/8(<) INTGAOLS
X2=2B(KK)/P(2) INTGAOLG
X3=B(KK+1)/B(2) INTGAOLS
ASUM=ARC(KK)*ARC (KK+1) INTGAU2G
DN=ARC (KR )*ANC(KK+])~ASUM INTGALOR?Z
BB (=A*ARC(KN*1 )% (ARC(KK)I+ASUM) +Xx2*ASUMN*2=x3*ARC(KK)**2) /DN INTGADZ4
Ce(A*ARC(KK+1)=X2*AS|UM+X3*ARC(KK)) /DN INTGAO?6
F1=e157079632L+01%(1.,0~A+RB*RR/(4,0*C))/ SQRT( ARS(C)) INTGAO2SE
RETURN INTGAO3O

20 T= SQRT(1,0EY=REND(2)/RB(2)) INTGAO3?
FIa(2,0*T=ALUG((140+T)/7(1,0=T)))/ECN(2) INTGAD34
[F(B(2)"BENDIKK))21221225 INTGAD36

25 KK=KK+1 INTGAU3E
21 7= SORT( ABS{1.0-BEG(KK)/5(2))) INTGAOLO
FIFI=(2«0*T"ALOG((1404T)/(140°T)))/FCOCKK) INTGAOU4Z
KKeKK=1 INTGAUGY

22 DO 5 I=3,KK INTGAGAG4E
ARGle=1+s=RENDLI)/B(2) INTGa04S
IF(BENDCI)/BU2) 4L Te14sE~7) ARGIZ1,=14F~7 INTGAOSO
IF(ARG1)26220»27 INTGA0S2

26 TE=1,f=5 INTGAOS4
GU TO 28 INTGAOS6

27 TE= SQRT(ARG!) INTGAUSS
28 ARG1=1,=8EG(L)/B(2) INTGAUGO
IF(BEGC(II/B(2) s ToleE=7) ARGI=1e=1.E=7 INTGAVG2
IF(ARG1)2922753) INTGaOGUY

31 TB= SQRT(ARGL) INTGAODGS
GU To 32 INTGAOGS

29 TB=14E=5 INTGAOTO
32 JFC ABSCECO(1))I=24§=5) 23,23+24 INTGAOT2
23 FI=FI+C(TE*TU)*(ARC(I)*ARC(I+1)))/6., INTGAOT74
GO To 5 INTGAOT6

24 FI=F1+(2.+(TEL=TB)=ALQG( (1, *TE)*(lo'TB)/((lo'TE)*(l.0TB))))/ECU(I) INTGAOT7S
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S CONTINUE INTGALBO
30 RETURN INTGAOB?
END INTGAUBA4
SUBROUTINFE CARMI_A (BaX[oVL) crMLa002
wess  SINGLE PRECISIUN LECK FOR OCTAL MACHINES (BCD» 026 PUNCH) CRMLACOM
COMPUTE L CrhMLADCH
1FIXI=1e0FE=37)14,14515 CrRMLADOS

14 VL=(04311653/B)2%(14/3,) CRMLAOILO
RLTURN CiMLADLZ

15 xX=23,0+aL0G(A]) CrMbLavld
xX=XX+ALOG(B/04311653) CRMLAOLG
IF(XX+22e¢)121 28 CRMLAULE

8 [F(XX43,)202"Y CRMLAO2C
9 1F(XX=34)3s3710 CRMLAU2?
10 1F(XX=11.7)0824,1] CRMLAORA
11 1H(XX=234)55206 CrRIMLAD2G
1 GG=4333338*XA+430062102 CRMLAO?S
G0 To 7 CRMLAO30

2 GG=CCCC(L((="e1537735F=14*Xx+B,3232531E=13)%XX*+140066362F=9)*xX*+ C(RMLAO32
18¢1048663F B/ *XX43¢2916354F"6)*XX+B42711096F 5)*XX+1+37146067E"3)* CRMLAO34

2XX+4 015017242 ) %X X+e43432647)%XX+,62337691 CrMLAD 3G
GU To 7 CRMLAO3SB

3 GGSC(CCCC((2:66047023F=10%XX42,302B767F=9)*XX=2,19979B3E=R)*xXX= CRMLAO4LO
15039776427 /% XX=3,3408822FE=6)*XX+34B379917F=5)xX¥X+4,1764234E=3)*% CRMLAO42
2XX41,44924415°2)#XX+,43352788)*XX+4627286484F0 CRMLAQ4 Y
GO To 7 CRMLADAG

4 GO ((((((((6+3271665E=10*XX~3,95830G6F=R)I*XX+9,976614BE=(07)*XX= CRML. AU
1102531932F =5/ *XX4749451313F*5)*XX=342077032F “4)*XX*2,1680398F=3)*% CRMLAOSO
2XX4142817956L%2)aXX+,43510529)*XX+46222355F0 CRMLAULS2
GO TO 7 CRMLAUSS

S GG2(((((2482L2095E~8*XX"3eB0U9ZT6E"6)I*XX+24170224E"4)*XX"6¢7310339CRMLAVS6
1E=3)#XX+012038224)%XX=e1R061796)aXX+2:0007187 CRMLAOSS
GU TD 7 CrMLAUGO

6 GGaXX=3,0460081 CRMLAUG?
7 vix(((1,0+ EXP (GG))#0+s311653)/B)%x(y,/3,) CRMLAVGAY
END COMPUTE & CRMLAOGKG
RETURN CRMLADGA
END CRMLACGTO
SUBROUTINE CUNVRTCIsGDLAT»ALT»GCLAT»RKM) CNVRTOO0Z
SINGLE PRECISIO' DECK FOR OCTAL MACHINES (BCD» 026 PUNCH) CNVRTOOG
CONVERTS SPACE FPOINT FROM GEQDETIC To GEDCENTRIC DR VICE VERSA CNVRTO06
REFERENCE GEpI IS THAT ADOPTED BRY IAU IN 1964 CNVRTOO8

AT6378416» Bx6326477469 F=1/298425 CNVKTOL1 O
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C I = 1 GEOPDETIC Tp GLOCENTKIC CNVRTO12

t I = 2 GFoCcImMTRIC Ty GEQDETIC CNVRTO14

C GDLAT = GEQDETIG LATITUDE IN DEGREES CNVRTO16

C ALT = ALTITuDE »BOVE GEDID IN KILOMETERS CNVRTOLS

C GCLAT = GFUCENT«I¢ LATITUDFE IN DEGRFES CNVRTL20

C RKM = GEOCEMTRIV DISTANCE IN KILDMETERS CNVRTO022

DATA ASRADPASZ2sFP2/63784162574295785140067397540067397/ CNVRTO24

IF(IJWEQe2) GY TO 2 CMVRTO26

1 SINLAT = SIN'GRLAT/RAD) CNVRTO28

CUSLAT = SOr!'(1,=SIN[ AT®*2) CNVRTO30

CUSTH = STNL~T / SQRT((AR2#CNSLAT)**24SINLAT**?) CNVRTO32

SINTH = SQRT(14=CUSTH**2) CNVRTO34

RGEDTID = A 7 SQRY(1e+EP2*CNSTH**2) CNVRTO36

X = RGEOQIU*SINTH + AL T*COSLAT CNVKRTO38

Y = RGEQID*CUSTH + ALT*SINLAT CNVHTO4O

RKM = SQRT(X*X+YxY) CNVRTOA4?

GCLAT = RAD * ATAN(Y/X) CNVRTOGS

RETURN CNVRTOBE

2 RER=RKM/A CNVRTO4B

» SEF ASTRONs Jeo YUL466 Poe15s 1961 FOR FORMULAS BELUWe CNVRTUS0

Az-((-l,41273435-8/R5_R+.94339131[-8)/RER+o33523288E'2)/REH CNVIRTOS5?2

Ag2(( (=1 ,2542063F=10/REN4,11760996F=9)/RFR+,11238084E=4)/RER CNVRTOSY

1 =e2814244E=2)/RER (NVRTUSS

A6 (54,939605F=9/RER=284301730F=9)/RER+345435979E=9)/RFR CNVRTOSE

ABE(((320400/KFR=252400)/RFER*+64400)/REF=500)/RER*¢98008304E"12 CNVRTO60

SCL = SIN(GCLAT/RAD) CNVRTO62

CCL = SQRT(1+=SCL*SCL) CNVETUG6U

S2CL=2.*SCL*CCL CNVKTO066

C2CL=2¢#(CCL*LCL=140 CNVKTUGS

S4clL=2.*S2CL"C2CL CNVRTOTO

C4CL=2+*C2CL*C2CL™140 CNVRTOT2

SBCL=2,«SaCL*CyCL CMVRTUT74

S6CL=S2CL*CaLL+C2CL*SaCL CNVRTUTE

DLTCL=S2CL*A2+S4CL*A4+S6CL*A6+SBCL AL CNVRTUT78

GOLAT=DLTCL*HAR+GCLAT CNVRTO80

ALT a RKM = A/SQRT(1.+EP2*SCL*SCL) CNVHTOR?

RE TURN CNVRTUB4Y

END (NVRTUB6

SUBROUTINE ALLMAG(MOUDEL »TMsRKMsSTsCTsSPHsCPHIBRIBTsBPsB»

1SHMIT»GoNMAX.»MODOLD» TMOLD)

o #+%s  SINGLE PRECISION DECK FOR DCTAL MACHINES (BCD» 026 PUNCH) ALMGLO02

> owwrw  GEQCENTRIC VERSION UF GEQOMAGNETIC FIFLD ROUTINE ALMGLUO3

;o oewex | ONG DECK* THROUGH NMAX=13» FIxED INDICES wITHOUT DD LOOPS ALMGL V04

> wews  EXECuTIQON TIME PER CALL FACTOR OF THREE LESS THAN SHURT DECK ALMG| 005

- wetv  PROGRAM DESIGNED AND TFSTED BY E G STASSINOPOULOS AND G D MEADs ALMGL 006

> w#*+  CODE 641» WASA GUDDARD SPACE FLT CTR» GREENBELT» Mp 20771 ALMGLUO7

> ewwas INPUT: muDEL CHOICE oF 7 mDDELS = SEF gELNw ALMGL V08

ol R™M GEUCENTRIC DISTANCE IN KILOMETERS ALMGL 009

[ REEwE L TIME IN YEARS FOR DESIRED FILELD AL MGL OO

-, SlecT SIN + cos NF GEOCENTRIC COLATITypE ALMGL 011

ok SPHsCPH SIN + C0S OF EAST LONGITUDE ALMGLO12

wrwsw OUTPYTs Bh»RTsBP GEOCENTRIC FIELD COMPONENTS IN GAUSS ALMGLU13

L3¢ A B 9 ]

LA A A B FIELD MAGNITUDE IN GAUSS ALMGLUY1S
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235.

wewwen  NOTES FOR GREATEST EFFICIENCY» COMPLETE ALL CALCULATIONS wITW ALMGLO1S

COMMON /DIPULE/ZWLONG,CULAT AMLMGL//1

UNE HODEL AND ONF TIME REFORE CHANGING MODELS OR TIMEs ALMG| 016

DIMENSION TOLZ)oaMXC7)»ISUM(753)5G0(13513)5LSUM(7»3) ALMGLOL7

DATA TO/4*19604s2%1965421970/2NMX/102119125112999,13/ ALMGLO1B

DATA LSuUM /216461062 =1795169»=1865298,=1777057»=158472» ALMGLOL1Y

A=156856»=2191704»62661»"967782»=181519»=83555»"95695=9599>» ALMGL 020

B=8593,1»,=10618,5«1/ : ALMGLO21
INTFGER G1(13013)!GT1(]3!13)'GTT1(]3013)pG?(13'13)9612(13‘13)l ALMGLO22

1 GTT2(13,13)+G3(13,313)sGT3(13s13)»GTT3(13,13),G4(13513),» ALMGL 023
2 GT4(13,13)»uTTU(13513)565(13s13)26T5(13513)5GTT75(13513). ALMGLOLZ24
3 G6(13213)2616(13213)2GTTO(13213)2G67(13913)s6T7(13213)2GTT7(13213)ALMCLL2S
4 sLGC13s13»7)sLGTC(1351327)sLGTT(1351357) ALMGLO26
REAL Gul1301307)sGGTC13213s7)0GG6TT(13513+7)sSHMIT(13213) ALMGLO27
FQUIVALENCE (61€¢1)s6GC1)sLGC1)) s (GTI1C1)»GGT(1)H»LGT(1)), ALMELOZ2Y
A (GTTLIC1)oGGTTCL)PLGTT (1)) ALMGL C29
B (G2(1)sLGC12152))s (GF2C1)sLGTC10152))s (GTT201)sLGTTC(1142))» ALMGLE 30
C 63C1),L6C17153)), (T30 LET(1s153))s (GTTIC1ISLGTTC1,153)), ALMGL 031
D (G4C1)sLGCt214))s (GTACL)0LGTC1108))s (GTTAC1)sLGTIT Ls104))) ALMGLL3Z
E (GHC1)2LG(1*155))» (GTSC1)rLGTC12125))s (GTTS(1)PLGTT(12195)) ALMGY ©33
FCege(1dslGl121456))s (GT6C1) 0 GTC10106))s (GTTOC1)sLGTT(19196))s ALMGL 034
G (G7C1)sLGC12157))s (GT7C1)sLETCY0157))s (GTT7C1)sLGTT(14157)) ALMGLU3Y
wrxad THE FOLLOWING DATA CARDS CONTAIN THE FIFLD COEFFICIENTS ALMGLO36
wrwwr FOR THL FYLLOWING SFVEN MOpDFLS: " ALMGL 037
eanwew GloGT1¢ HENDRICKS + CAIN 99«TERM GSFC 9765 EPOCH 19608 MGL U3
wAwAN G2oGT22GI T2t CAIN ETe AL 120=TFRM GSFC 12766 FPOLH 1960« ALMGL 039
akaww  G35GT31 LAIN + LANGEL 143=TFRM  POGO 10/68 FPQOCH 1960sALMGLO40
wwkwd  GL4eGT4Y CAIN +* SWEENFY 120=TFERM  POGO 8769 EPOCH 1960.ALMG| ULAGI
kkdaw G5»GTS¢ JGRF 1965.0 BO=TERM 10768 EPOCH 1965.AL MG QU2
wkwan  GHEsGTEY LEATON MALIN + FVANS 1965 8O=TERM EPUCH 1965.ALMGL V43
AE R FUR MODEL 6 (LME 1965) SET RKM = 63712 + ALTITUDE ALMGL VGG

whwar  G7oGT7¢ HURWITZ yS COAST + GEDDETIC Se 168=TERM EPOCH 1970eAL MG V4D

DATA G1 7/ 10°* =308249,=15361213009°9576+=2277+s498s709»48+99»3%0» ALMGLOLG
577482%21615°30002°=19870+R028#3595,6072=572+67229+s3%0»=19498>» ALMGLOGT
204321585395i29042502622313+45+562=88274»3%0»=431092308»=1300+8712ALM6L04Y
# 73940273127 724170750=1382215623%0215202°26R49292=2505»2714>» ALMGLO4Y
1573912272044+, =33+114»3%0,8601212+=1160s=110457995=65255s=15s71sALMUCLO50
11193%02°1172102896092"272,"124»=116°=10912141+"5621023%0»=540» ALMGLOS!
-2‘““-91 -22'2760'2110'201o‘38o117.&*0.69.-1??.58"170.26;236,-25. ALMGL()?)?
S16026421623%09°220+1569512=35,=18+96+121+2s=25015042%) / aLMGLOS3

oMM oo D>

DATA GT1 7/ 1V0» 2059»'29070266o'86.255n‘70-6'0-'394.602.\21.-1003.ALM¢L05U
H 194"8'99'6'0»'13690'1578"7dn163"117:153-85:6'0o649-293o'92a- ALMGL 055
1 7130275497420 21106%00 177915453180 =65482=417+=72+157+s6*%0s304+28BsALMGLOS6
J ®186+125,809164+956%05°130512+1535=73,"6+45+6s84%0/ ALMGL Og7

DATA GTTY /1+168#+0/ ALMGL 0S8
DATAC(G2(Jri)0d=1+13)01%196)/ 10» =304012,=15401213071+9493»
*=23355492,72¢9855104»=29>»
R 2%0°57782+7¢1638929979+=19889+8035+3557s575s=537+65s58,=9,» ALMGL 060
B 2‘0"19320'20?9-15903'12768'50290228an'8-79o'93.75.'22.?*0.'azsa.ALMGL061
3 2278+°1338,0812,"3977+=26885"23835156+=96+=15128+2%0+1603»"2743s ALMGLO62
t

2307266602605, °15795%150"2435°61+1210"28+2%0551511782=1148+=1089»pALMGL 063
B249°622+=2Y9=36+55047s64s2%0/

DATAC(G2(JrI)rU=1+13)2]=7513) /=12191044+5662=234»=148+s=1335=1089,

F 155'-81’2‘“7'2*0"537"27“"81’70’2“3"225"?1“'36'130'16"2'2'00ALMGL065
G 54"117'42"153.460?190‘7»'171o7ho9.180?'0.‘22u’13Bp63.-30.-19. ALMGLOGG
H 90'115'1-‘15'2o20»2*o»'1.45.-10.26.-aa.-13.-36.40.10.-20.11.23.0/ALMGL067

DATA((GTz(J'I)DJ=1Dl3)'1=1Dﬁ)/100’1“03"2329ﬂ'93l145’
*1615%42,=57» 355=10s=192*0s=371»

1 8765795=106<290,602825"34550+=135"1302%0,=1431,"1662,"4560231s  ALMGL 069
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“17553364+822144+170,=120,88+2%0552052535=698»=589+66+"4»235,"90,ALMGLO70
“11s8s=18s2%0,=219+=145188»=652+"301»"60»83+3534>"8+17,2%0»224» ALMGLOT7]
159522619502 12»176»10=602=7»=390=2»2*0/

DATAC(GT2CJU?1)»us1013)9]27213)/5299255+7119+33,84»23,»"17>»

430=360592%0s=9691543275»=33249990s=68,»=15+47»17s2%0»=502"21+3» ALMGLOT73
“79s55100=300=430"4223791692%0266254235350"39"145,"575» 46319 ALMGLOTY
2709 =619=6422555=63s=T»T7»=3+=2+=45,=23,28x0/ ALMGLOTS

DATACCGTT2(U?I) s U=1913)01=1+6)171000»

*062,=154,=12301,45,"6,=1856,=5,=2,2%0,=43,114,=18,
P'Z?t'aao1015"658"1o'302*0'500'16‘-?53'?8'17'75'10'-3“'39’-27'20’ALMGL077

0
R

S

T
u

2%00950 =T s799=183s7085502=49=8250=Bs2%0042562=350=47»=97»15+s=11s ALMGLOT7H
260150 =75 7»2*0,~06s7o=T219224156126s=2T79=25=6»1»2%0/

DATAC(GTT2(J*I)»J=1213)0s127913)/202"11+15»

22952957100 235"1950=90102%0»=14516214+50=8s 162112 4s=8s60102%0» ALMGLOBO
=155"12905s"11505"30"95=30"7+50502%0522075=259565"1595=4»192=904» AL MG| 081
2%0,=125"14°1015=115%1+15=1019=6+"2528%0/ ALMGLUBZ

DATACC G3(Jrl)pu=1,13),121,6)/10,

*=304650°"15414513258+,95919™2343+49157590745110»=26>»

MO D>

- L ™

2320°57910°7216339297632=19837+8196+35772545»"524960266»=20»=18» ALMGLOBY
00=19772»15066916075»13169+486422339,u8+80,=81+18+010,=21,02=4453» ALMGLO8BS
2334294998420, =372492"2102=2491»1000=92+=125»=5525550213542=2667»ALMGLCB6
2072241502262+ =14T 121733672 Bs15R»™7+s=1550016921133+2=1287,"1151ALMGLORT
213039452+, "37,=8359101797502490/

DATACC G3(JUs1)sU=1513)0127,13)/=96,1064,568,=272,°149,=43,=916,

662=114+262 85235000 "579+"2502"8+630959=1172=3762=227+79s87+17» ALMGLOBY
13202101°713091152=164°55»9223»"49»=262+351251+»"53225002™2042144»aLMGL0O%0
60 1591493421860 242=G9=24+139=12502112992"3s75+=23014+=5543»8(>» ALMGL 091
1379727512790, =82449=19=39+=6218+s"32+8»"59»=17»105+50+14%0/ ALMGLOY2

DATACCGT3(Js1)sJ=1013)0121,6)/100°

¥25425"233092"0595°62s272s™619=89+619"24s=1+3s0s"466>»

J

X rrx

To T Cc2Z

988535001192+ "25154851060=215"12+302~9011+00=707+=1070»=214»=441ALMGL(OY4
0'1220317.62"108!87.4012»50098“8068.‘1“89-287"2969'2“69396.709 ALMGLO9S
'33040]99'30'0,3&55'39»'879‘6520”6!'899'94:107.'1&-'“0"2001oQﬁSDALMGlU96
300032+311»%6355=3159149+965=855"28,"2»=34,0/
DATACCGTIC(IsI)0JZ1513)0127513)/=265=048,25B+=80550»

8221672101799, °57+432482092"87»"065"10222521882%243+232»523281» ALMG| 098
132,°33+52°05=15»"10»"122+"26215+=37029591°=49R+=14»103»"19s0» ALMGLQY9Y
"38,16,67s"14+=835130»"33+=38+99550522+,=3»0221+5254,=26»=305=3» ALMG 100
T3997227104°79246271659093507262"172179182°50223°"34937+22+=155» ALMGL101
“40,14%0/ ALMGL102

DATA GTT3 /1+168x0/ AL MGLL103

DATACC GaCUrI)eu=1513)5151+6)/10»

*=3047089°15425+13334596472=0375+44B8+793+99596s°17>

Moo »

I ™

2%0»57571+°21702929893+=19826+8108+3566+5942°516+32+93,=22+s2%0» ALMG 105
-19793’2661’15559’12922'5068’24°8"37"3"56'31’13’?'0"4249' ALMGL106
2“17"1740'“336»'39789'1a3t'2324989o'165»'120016.2*0»13040'3037. ALMGL107
194»'276Qn2147o'1497;96»'335»'3391530'?202'0’51'1080t'1073"1063oALMGL108
11719°7575295=33050s7994»2%0/

DATA(( GQ(J'I)0J=1»13)9137013)/'76'11810583"181"270'1"831'100i

S1202858792%0,°544+=2125"8755551515=236+"278+395102+423,2%0,98» ALMGLY110
T1620992°189910622062"22°2072187262+=24+2%05=2542128531+"255°21+ ALMGL 111
73!127.“797"38;'1p2'09299359'7966!'50»103‘28021Da?o'88;53028*0/ ALMGL 112

DATAC(GT4(Js1)sUm1,13),121,6)/100>
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226820223662 =/245=157»359912+=160219217+=3+2+0»225"
1003'150-'114?-'113-58'35"?6'27"5"B-?‘O"684"2832'79?'3“' ALMGL 114
'536.'27.235!72»33"abo17o?‘0l449o‘96o177.3?7.1020'326-128’86'83DALHGL115
=9, *87,2%0036955640=1092"205928345"108s=277+849422=37»"12+2%0»234ALMGL 116
401»=424»632=5032504»8s=57»0»=3»=33,2%0/

r~ X ¢ =

UDATACCGTACJ» 1) s dE1013)0137913)/=650=238,249,=170,238,

M =2595,=13021V1s492=482=33,2%0,"1682"114+58+1239094240+60s=140s73» ALMGL118
N 54»=2152%0010399=106+"9s=69,560=67+=8,=148,=13+s27s2%0+48+,42517» ALMGL119Y
0 61,=22521219=113916+33249,2%0»=145"37»51+=2,45=19+7»40,"53»31» ALMGL120
P =75,28%(/ ALMGL121
DATA GTT4 71°168%0/ ALMGL122

DATA G5 7 1» =30339,=1654,1297,958,223,47,71510+4%0,5758,=2123» ALMGL123
29944=2036+s80%5,357+602=5459,4%0,=2006+130,1567»1289,892,286,450» ALMGL124
"I 40> 4032242, "1T762B439»=3925"262"229512,=1254%05149»=280»B»"265ALMGL 125
22565161035 =25,=4,4%0,160125,=123+=107+775=51,=4,=9,7,4%0,=14, AL MGL126
106268032, 109139 =1122139=594%0s=57+=27+=8+9523»=19»=172"2912» ALMGL127
4%0»30=13,50"1758022+=3»=1696+56%0/ ALMGL128

MO o>

DATA GTs / 1Y 153-‘24a.2.'7.19:'1o'5.1.4*0.'23.8703.‘10802o110'39ALMGL129
F “304+4%0s"1ibBr=1679=16070=309290112=70654%0082072=77»=3Rs"1s6219»ALMGL130
G "5985%05=1010029,"42,=2120s=8s39s5%0s239170°24s8s"390130"45072"194*0»ALMOGL131
H'9o'4p20n'11!109;'2n'2p3;ﬂ*00'11039402|a02p3n'6n'304*0!10'20'3"20ALMGL132
I =3s=4,=3,=3""5,56*0/ ALMGL 133

DATA GTTS /1+168+0/ ALMGL134
DATA G6 7 19 =30375+=1648s116429302=1790429s77911904%0s5769»=2087» ALMGL135
2954920339811 93579559°5622324%02719955116+157921299,490+24812» ALMGL136
Br™604*0,™309,2300"141+880,=402»"200"239+55=1794%05142+=276+5> ALMGL137
S264+262+,"1/15169=35s550%053001352"1232100+84»=64+8,"16+2024%0» ALMGL138
1801012602 32,=275=12+"110292=124*00=47+=35+"952+27»"17»"2492» ALMGL 139
1208%0550=723,=20sB8s26010s=12+,7+56%0/ ALMGL 140

MmoCo o>

DATA GT6 / 1U? 1552726690268 7%0262830=13,"95210°49"526*%*0» 1142 ALMGL14]
F =1820130=197%2251691826%02329165"85,"6929=3514+6%00302=7927»=27» ALMGL142
G "305"110626"0019923s™180164+55179296%00=2252595=219=1+"2,=22,84*0/ALMGL143

DATA GTT6 /1»168%0/ ALMLL 144
DATACC G7CJ’I)»Jd=1913),151+6)/10>»

*'302059-'17917;12899.9&75.-2105.a60.73a.121.107.-39.16.
TUrSTHa62"2v6640299712"207082B0092359506512"546277»57»=262=312307ALMGL 146
=205822430°106086212760°4579224901°95546+2%32»23272736952"3699924562ALMGL147
~1880,6334»73960,=290,°2188+,175+=124+,=110,=19,37+=3,1617+»=2758» ALMGL148
1850%2786+24369 7166922022102 "44°1312"15+"32=13+157»1420+1310* ALMGL149
“911,808s"5825%225s"32+450330749=694/

MO oOoOT>»

DATA(( G7(J’I)'J=1013)9137013)/'1710110606250'3230'78038;

=1129914303492,405=85=18,=666,=265,"38,81»,209,=240,=186,41,125» ALMGL1S]
152621971201 21971602222"1762462189+s=465"18B7594»92=8s25=12+*174» ALMGL152
163o1ao'97-‘32.80.137.'4.‘14.'4-22.-?a.-1.27.19»0.35.'45.22.-31. ALMGL153
5601056321424, 100=2s26+%26+=9521°2"1218s=14+=28s=17+=18+62=4+=3» ALMGL154
45991510926+ =32+135"6»"19»7+19»12/ ALMGL1SS

C=ITO™M

DATA GT7/10'331l'2“4"19"79120'700»3»0*09'46911?0'1.'90.'6.7.6. ALMGL]ISA
K ®35354%0,"1U8»=1662400"200°36512+18+30454%0s72+21+°52+=54+s~11+0>» ALMGI| 157
L 17’6'1'“'0'22"5'149‘24p'23.'1506'3'-1D“*OolD?So"lao901.11o'392. ALMGL1SH
M ®304%00°5,11925s3575225"50109+4%05=17+=3s7515%20=35"25=1+"254%0s ALMGL159
N 206930 %4s10™2,=2,%1,6+56%0/ ALMGL 160

DATA GTT7 /12168%0/
DATA RAND/DT7,29578/

swwad  NON=SUBSULRIPTEDs FIxFp=INpEX VERSION BEGINS HERE (ND pU=LDOPS)ALMGL163

ALMGL161
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C ewwwr RFGIN PRJURAM ALMG| 164

¢ *%wwx  INITIALIZE * ONCF ONLY» FIRST TIME SuUBRNUTINE IS CALLED ALMGL 166
IF (MUDEL.LE.7)G0 TO 330

CALL DEKMAG(MODEL » TMoRKM2STH»CTsSPHICPH»BRIBTsBP B
1SHMIT» G NMAX*MODNLD» TMOLD)
GO TO 11 \

330 IFC(SHMIT(1»1)4EQ.=14) GO TO 8 ALMGL 165

SHMIT(1s1)s=1+ ALMGL167

DU 2 N=2,13 ALMGL YOGS

SHMITON,1) = (2aN=3) » SHMITI(N=1»1) / (N=1) ALMGL 169

JJu=2 ALMGLL70

D0 2 M=2sN ALMGL171

SHMITINsM) = SHMIT(NsM=1) * SQRT(FLOATC((N"M*1)*JJ)/(N*M=?)) ALMGLLT72

SHMIT(M=1,H)ISSHUIT(N,M) ALMGL 173

2 Jd m 1§ ALMGL174

DO 7 Ke1»7 ALMGLLITS

F1=LG(1,1sK) ALMGL176

F2aLGT(1s1sK) ALMGLLT7T

F3=LGTT(1s1on) ALMGLL173

‘NMAXaNMX(K) ALMGL1T7Y

L =0 ALMGL180O

D0 3 I=1,3 ALMGL 18!

3 ISUM(Ks]) = U ALMGL18?

DU 4 N=1sNMAX ALMGL 183

DU 4 M=1»NMAA ALMGL 184

L = L+t ALMGL1BS

ISUM(K#1 )= ISUM(Ks1)+L *LGINIMIK) ALMGL185A

ISUM(K»2)2[SUM(K»2)+L+LGT(NIMsK) ALMGL187

4 TSUM(K»3)=ISUMIK3) 4L *[ GTT(NsIMPK) ALMGL 188

DO 6 I=1,3 ALMGL 189

TFCISUMIK,T)+LQLSUM(KSI)) GO TO 6 ALMGL 19D

r «%war  Fppnar IN DATA CARDS ™ NOTE WRITE AND STOP STATEMENTS ALMGL 191

WRITE(6,5) K*I,LSUM(KsI)»ISUM(KST) ALMGL 192

S FURMAT(///29 DATA WRONG IN ALLMAG™==MODEL »12s3Xs2HI=s11s3%» ALMGL 193

AlL7THPRECALCULATED SUM#I1073X»17HTHIS MACHINE GETS*110) ALMGL 194

sTop ALMGL19S

6 CUNTINUF ALMGL 196

DU 7 Nz1sNMAX ALMGL 197

DO 7 M=1sNMAKX ALMGL 193

GGINsMoKI=LGINIMpKI*SHMIT(NsM)/F 1 ALMGL 199

GGTINsMoKI=LUT (NS MaKI®SHMIT(NSM) /F2 ALMGL 200

7 GGTT(NsMsKIZLGTT(NIMsKI*SHMITI(N,M)/F3 ALMGL 201

8 IF((MDODEL«EQ*MODOLD)sAND+(TMeFEQesTMOLD)) GN TO 11 ALMGL202

wiwwwn  NOTE WRI'E STATEMENT = NEw MODEL OR NEw TIME ALMGL203

IF CMODEL oLTol e QR «MDDEL«GTe7) STOP ALMGL 204

IF (MODEL «EQel) WRITE(6221) TM ALMGL 205

IF(MODEL+EWe2) WRITL(6s22) TM ALMGL206

IF (MODEL «EQ@e3) WRITE(6923) TM ALMGL 207

IF(MODELEQe4) WRITE(6228) TM ALMGL208

IF (MDDEL +EQe2) WRITE(6925) TM ALMG_ 209

It (MODELSEQe®) WRITE(6926) TM ALMGL210

IF(MODELSEQe?) WRITECEs27) TM ALMGL211

21 FORMATC1HO»2VUX»41HMUDEL 1| HENDRICKS*CAIN GSFC 9/65 FOR TM 2F9.3//)AL MG 212

22 FORMAT(1HO#2VUXs41HMODEL 2 (CAIN ET AL GSFC 12/66) FNOR TM =F943//)ALMGL213

23 FORMAT(1HO»20Xs41HMUDEL 3 (CAIN+LANGEL POGO 10/68) FOR TM 2F9,3//)ALMGL214

24 FORMAT(1HO»20Xs41HMODEL 4 CCAIN+SWEENEY POGO B/69) FOR TM 3F9.3//)AL MGL215

25 FORMAT(1HO»2UX»41HMODEL 5 CIGRF 1965.0) FOR TMm =F943//)ALMGL216

26 FURMAT(1H0s2UX»41HMUDEL g LEATON MALIN EVANS 1965 FQR TM =®F9,3//)aALMGL217

27

FORMAT(1HO»2VUX» 41 HMODEL (HURWITZ uSC+GS 1970) FOR

MODOLD=MODEL
TMOLD=THM
NMAX=NMX (MODEL)

T™

B 943//)ALMGIL21B

ALMGL219
ALMGL 220

At M2 NAG



<

»

239.

T=TM=TO(MODEL ) ALMGL 222
DU 10 N=lsiHrX ALMG) 223
DO 10 M=1oNMAX ALMGL 224
10 G(NsM)=GGIN» "o MODEL) +T*(GGT(Ns My MODEL)+GGTT(Ns My MODEL ) *T) ALMGL225
WLONG = =RAD*ATAN(G(1,2)/G(2+2)) ALMGLZ/2
CULAT = RAD*ATAN(SQRT(G(1,2)222+¢G(252)2%2)/G(251)) ALMGLZ/3
PRINT 19» WLUNG»COLAT ALMGL /74
19 FORMAT("O0GEDLRAPHIC COURDINATES 0OF RORFEAL MAGNETIC DIPULF POLE:  ALMGL//D
SwEST LONGITUUE =mF9,3,msGgENCs COLATITIDE =7yF7,3/) ALMGL//6
swwwr  CALCULATION ySuALLY BEGINS HERE ALMGL226
11 P21=CT ALMGY 227
P22=ST ALMGL228
AK=6371.2/RKH ALMG| 229
SP2ESPH ALMGL 230
Cr2=CPH ALMGL231
pP2l=2=pPz2 ALMGL232
DP22=P21 ALMGLZ233
AURZAR*AR*AR ALMGL224
C223G(2+2)*CPE+C(102)*SP2 ALMGL235
BRRa=(AOR+AURI*(G(2,1)*P21+C2#P22) ALMGL236
AT=AQR*(G(2s1)app21+C2%DP22) ALMGL 237
BPEAOR®(G(1s4) 2aCP2=G(2,2)*5p2)#pP2? ALMGL 238
IF (NMAXWLES 2) GU TO 1 ALMGL 239
= ALMGL240

SPp3=(SP2+sP2)I*Cp2 ALMGL 241
CP3=2(CP24SP2)*(Cp2=5pP2) ALMGL242
P31=p21*P21*02333333333 ALMGL 243
P32=p21«P22 ALMGL244
P33=p22*P22 ALMGL 245
DP31==P32=P3¢ ALMGL 246
DP32=P21*P21°P33 ALMGL247
DF33==pP31 ALMGLZ244d
AUR=AOR*AR ALMGL 249
€C23G(3»2)*CPZ+C(1+3)#SP2 ALMGIL 250
C32G(3»3)*CP3+G(2»3)+SP3 ALMGL 251
BREAR=3,0«A0*(G(3,1)*P31+C2%P32+C3*P33) ALMGL 252
BT=8T+AQKR* (G 3,1 )*NP31+C220P324C3xNP33) ALMGL253
BP=BP=AOR*((L(3,2)*5p2=G(1»3)*CP2)*P32+2,:0*(G(3,3)*SP3"G(2+3)*CP3I)ALMGL254
1*P33) ALMGL 255
IF (NMAXeLEs 3) gD Tp 1 ALMGL 256
: ALMGL 257
SP4ssP2»CP3+LP2xSP3 ALMGL258
CPUSCP2+*CP3=5P2+SP3 ALMGL25Y
P41=p21*P31°Ue26666666+P21 ALMGL 260
DP41=P21*NP31*DP21*P31~0+26666666*DP21 ALMGL26!
PUREP21+P32°0s20000000%P22 ALMGL26?
DP42=p21*pPP32+Dp21#p32=0,20000000*DP22 ALMGLZ263
p43=p21+p33 ALMGL 264
DF43=P21*DP33+DP21*P33 ALMGL 265
P44=p22+p 33 ALMGL 266
DPA&=3,04P43 ALMGL 267
AUR=ALIR*AR ALMGL 266
C2=2G(4»2)*CP2*G(104)%SP?2 ALMGL 269
C3=G(4,3)2CP3*G(2+4)45pP3 ALMGL270
C4xG(Lrb)*CPU+G(304)*SPY ALMGL27}
BREBR=4,0*A0K*(G(4,1)*P41+C2*PA2+C3*P4I+C4*PUA) ALMGL 272
BY=RT+AUR*(G(4,1)*DPA1+C24DPU2+C3*DPA3+Ca*DP44) ALMGL 273
BP=BP=AOR*((ul4,2)*5P2=G(1s4)*CP2)*PU242.0*(G(4,3)*SP3=G(2,4)*CP3)ALMGL274
1*PA3+3,0*(G(4s4)*SPA=G(3s4)*CPL)*PUL) ALMG| 275
IF (NMAXSLEs 4) GO To 1 ALMGL276

Al MGI 277



240.

SP53(SP3+SP3)*CP3
CP5s(CP3+SP3)*((CP3I=5P3)
P51=P21*Pui=0+25714285*P31
DPS51=P21*DP4L*NP21*P41=0.25714285*DP31
PS52zP2] *P42°0 228571 42*P32
DP52=P21*DP42+DP21%P42=0,22857142+DP32
PH3xp21*P43"ve14285714*P33

DPS53=P2] *DF43+DP21*P43"0«14285714*DP33
PS4=P21+P44

NP543p21*DFA44*DP21*P 44

PSSep22+P44

DFS55=440*P54

AUR=AUR*AR

C2=G(5»2)*CPZ+G(1+5)4SP2
C32G(5,3)%CPI+G(2,5)5P3
C4mG(Sre4)*CPH4*G(3»5)*SP4
C52G(5s5)*CPY+G(4»,5)«SF5

BREBR=5.,0%AUNRY(G(5,1)*pPS1+C2*P52+C3*P53+C4*PS4+C5*P5SS)

BT2BT+AQK*(G(5s1)*NP51+C2*NPS2+C3*DP53+CA*DPSU+(S*DPSS) 3
BP2BP=AQR*((u(5,2)25P2=6G(1,5)*CP2)*P52+2,0*(G(5,3)#5P3=G(2»5)*CP3)aL MG 297
1%*P5343,0%(G(504)%5P4=G(3s5)*CPUI*PSA+4,0*(G(5s5)*SPS=G(4,5)*CPSI*PALMGL29Y

255)
IF (NMAXsLEe 3) GgU D 1

SP6=SP2#+CPS+LP2+SP5
CPOECP2*CPS=2pP2+5P5
PO61=P21*P51"Ue25396825%*P41
DP61=P21*)PS1+DP21*P51=0¢25396825*NP41
PO2=P214P52=VUe23809523%P42

DP622P21 *DPS52+DP2]1 *P52=0.23809523*LP42
P6E3=P2]1 *P53"Ue19047619*P43

DP633P2) *DP53+DP21#P53~0,19047619+DF43
P64ZP21+#PS4=Ue11111111*PUY
DP64=P21*NPS4+DP21+P54=0e¢11111111+DPAY
P658P21+P55

DP65=P21*DPSO2+DP21*P55

P66=P22+P5S

DP5625.,0*P65

AOR=ZADR*AR

C23G(6»2)¢CPL+G(1s6)4SP2
C32G(6,3)+CP3+4G(2,6)#S5F3
CUmG(6r4)*CPU+G(3s6)%SP4
Co5aG(6,5)*CPH+G(4s6)25P5
C62G(626)*CPO+G(5+6)*SP6

BREAR=6 O ADK* (G(651)2P61+C2%P624C32P6+CUAPEU+(S*PE5+CANPES)
BT'HT*AOR*(Q(O-I)'DP61*C2'0P62*C3*DP63’C4*DP64*C5*DP65*C6*0P66)

ALMGL 278
ALMGL 279
ALMGL 280
ALMGL281
ALMGL 282
ALMGL 283
ALMGL 284
ALMGL 285
ALMGL2R6
ALMGL 287
ALMGL2b8
ALMGL 289
ALMG|. 290
ALMGL291
ALMGL 29?7
ALMGL293
ALMGL294
ALMGL 295
ALMGL 296

ALMGL 299
ALMGL300
ALMGL 301
ALMGL 302
ALMGYL 303
ALMGL 304
ALMGL 305
ALMGL 306
ALMGL 307
ALMGL 308
ALMGL309
ALMGL 310
ALMGL I
AL MG 312
ALMGL 313
Ad MGL 314
ALMGL 315
ALMG| 316
ALMGL 317
ALMGL 318
ALMGY 319
ALMG| 320
ALMGL321
ALMGL 322
ALMGL323

BPeBP=AQR*((u(6s2)*SP2=G(126)*CP2)*PA2+2s0*(G(65»3)*SP3"G(226)*CPI)ALMGL 324
1#P63+43,0*(G(6s4)*SPE=G(3s6)%CPU)I*PEU+4,0*(G(65S)*SPS=G(y,6)*CPS)I*PALMGLIZS

26545,0+%(G(6,6)*SPE=G(Ss6)*CP6)*PE6)
IF (NMAXeLEs 6) GO Tp 1

SPT=(SPa+SPL4)*CPY
CP7=(CPy+SP4)I*(CPU=SP4)
P71%P214P61=Ve25252525*P51
DP71=P21*DP61*DP21*P61=0+25252525*DP51
P722P21+P42=Ue24282424%PS2
DP72=P21*DP62*DP21*P62=04s242482424+LPS2
P733P214%P63"~0+21212121*P53
DP73=P21*DP63+DP21*P63=04+21212121*CP53
P743P21+P64"Vs16161616*P54

DP74=P21 *DP64+DP21*P6U=0 1616161 6+DP54
P753P21+P65=0¢09090909*P55

NPTSEP31 AP ASINDEAII aDARSNA . NONONAANOC NP RS

ALMGL 326
ALMGL327
ALMGL 3248
ALMGL 329
ALMGL 330
ALMGE 331

ALMGL 332

ALMGL 333
ALMGL 334
ALMGE 335
ALMGL 336
ALMGL 337
ALMGL 338
ALMGL 339



vJ

241.

P76=P21*P66 ALMGL 341
DP76=P21*NDP6LOtDP21*P66 ALMGL 342
P77=p22+*P66 ALMGL 343
DP77=6.0*P76 ALMGL 344
AOR=AORYAR ALMGL 345
C2=G(7»2)*CPL4G(1,7)25P2 ALMGL346
C3=2G(7s3)2(P3*+G(2,7)%5P3 ALMGL 347
C4=G(724)2CPY4+G (37 )xSP4 ALMGL 348
CS=G(7s5)*CPO*G(4»T7)*SPS ALMGL 349
COEG(7s6)Y*(PO*G(S5,7)*SP6 ALMG| 350
C7=G(Ts7)2CP/+G(HsT)nSPT7 ALMGL 351
BREBR=7 ,O2AUNR(G(751)%P714Co2*P72+C3*P734C4*PT4+(5*P75+C6*PT6+CT7T*P7ALMGL 352
17) ALMGL 353
BTI=BT+AUR* (G 7, L)*DF714C2%DPT72+4C3*0P73+4CA*DPT7U4+CS*DPT75+Co*UP76+C7%ALMGL 354
1DP77) ALMGL 355

RPERP=ANR*((u(7+2)*Sp2=G(127)*CP2)*PT72+2¢0*(G(7»3)*SP3=G(2»7)*CPI)ALMGLISG
12P73+43,0%(G(/s4)%SPU=G(3,7)2CPU)»P74+4,0*(G(7,5)*SP5=G(4,7)*CPS)*PALMGL3S7
275t5,0%(C(7s6)*SPE=G(5s7)*CPE)*P76*640*(G(7s7)*SP7=G(6s7)*CP7)*P77ALMGL 358

3) ALMGL 359
IF (NMAX.LEs 7) GU TO 1 ALMGL 360
N= 8 ALMGL 361

SPBESP2#CPT+LP2#SP? ALMGL362
CP8ECP2*CPT=2P2*SPT7 ALMu] 363
PB1EP21*P71"ve25174825%P6] ALMGL 364
DPB81=P21*NP71+DP21+P71=0.,25174825+DPg1 ALMGL365
PB2ZPD2L*P72%Ue24475524*P62 ALMGL 366
DPB2=P21*DP72+DP21*FT2=0.24475524%DP6? ALMGL367
PB3EP21*P73=022377622*P63 ALMGL 368
DPB3=P21 *DP7 3*DP21 *P73=0422377622*DP63 ALMGL 369
PO4EP21*PT74=V,s18881118*%Pg4 ALMGL 370
DPBU=PZ I *DPT74+DP21*P74~0+18881118*DPk4 ALMGL3T71
P852P21*P75"C+13986013%P€S ALMGL 37?2
DPB5=P21*NP72+DP21*P75=0+139R6013+*DP65 ALMGL 373
PB6EP21*PT76=ve07692307*P66 ALMGL 374
Dp56=p21.Dp7o+0p21ap76f0.07692307tDP66 ALMGL 375
PUT7ap21*PT77 ALMGL376
DPB7=P21*NPT/ +NP21*P77 ALMGL3T7
P88ap22+pP77 ALMGL 374
DPBB=T0*PHT ALMGL379
ACR=AQR*AR ALMGL 380
C2=G(Bs2)#CPC*G(1,8)%SP? ALMGL 381
C3=2G(Bs3)#CPI+G(2,8)%5P3 ALMGL 38?2
C4nG(Bs4)#«CP"+G(3»8)a5P4 ALMGL 383
C5eG(Bs5)#CPO>+G(408)+SPS ALMG| 384
CoBG(RI6)*CPE*+G(5,8)*S5P6 ALMGL 385
C7=G(8s7)*CP/+G(6»B)=2SP7 ALMGL 386
CB8=3G(BsB)*CPO*G(726)%5PB ALMGL 387
BR2BR=B.0*A0N*(G(B»s1)*PB1+C24PB2+CI*PRI+CUYPRL+(S*PB5+Co*PRO+CT*PBALMGL 388
17+CB8+P8&8) ALMGL 3BY
BTﬂBT*A0R~(6‘8.1)*nPax*c2*npa?+ca*npa3*ca*nPaa*CS*Dpas*coﬂnpas*c7*ALMGL390
1DPB7+CB*DPBE/ ALMGL 391

BPaBP=ADR~((u(8,2)#5P2=G(1,R)*CP2)*PR242,0%(G(8,3)*SP3I=G(2,8)*CP3)ALMGL3IG2
1#PB343.0%(G(Br4)*SPU=G(3sB8)*CPU)I*PBO+L.0*(G(B»S)*SP5=G(4,8)*CPS)*PALMGL 393
285*5.0*(6(8.0)tSPb-G(5.8)tCP6)-Pab*é.O*(G(8o7)*SP?'G(Q.B)*CP7)*PS?ALMGL394
34740*(G(B,BI"SPB=G(7,8)*CPB)*pPBS8) ALMGL 395

IF (NMAX«LE. 8) GO To 1

ALMGL 396

N= 9 ALMGL 397

DP91=P21*DPB1*+DP21+P81=0425128205*NP71 ALMGL 401
PY2=pP21*P82=ve24615384*P72 ALMGL 402
P91ap21#FB81=ve25128205%FP71 ALMGL40O
CP9m(CP5+SP5)*(CP5=SPS) ALMGL399
SPI=(SP5+SE5I*CPS ALMGL398

DP92=P21 +DPBL+*DP21 *PBE2=0428615384%DP72 ALMGL403



242.

P93=p21#PB3=ue23076923*P73

DP93=P21 *DPBI*DP21*PE3=0.23076923*DFP73
P942pP21*PB4=0+20512820*P74
OP94=p21*)PB4+DP21*PB4=~0,20512820*2DNP74
PYSEP21*PR5=V«16923076*P75
DP9S=P21*NPBL+NP21 *PHS*016923076¢DP75
P96=2P21+PR6=V12307692*P76

DP96=P21 *DPBC*DP21*PBE=012307692*DP76
POT2P21*PRT=ue06666666%PTT
DP97=P21*DPB/+NP21*PB7=0:06666666*NP77
PY8Ep21+pP88

DP98=P21«DPBO+DP21«PAY

P99=p22+F88

DP99=8.0*PY8

AUR=2AQR*AR

C28G(9»2)*CPEL+G(199)*SP2
C32G(993)2CP3+G(229)xS5P3
C4nG(9,4)*CPa+G(3,9)%SPY
CS5=G(9»5)2CPO+G(4»9)xSPH
C62G(9,6)2CPO+G(5,9)2SP6
C7=2G(9»7)xCP/+G(6»9)=SP7
CBaG(9»8)*CPO*G(7,9)25P8B
CO=G(9»,9)#CPY+G(B»9)*SPI

ALMGL 404
ALMGLA40S
ALMGL 406
ALMGL 4O7
ALMGL 408
ALMGL40OY
ALMGL 410
ALMGL 411
ALMGLYL?
ALMG)L 413
ALMGLG14
ALMGL 415
ALMGL Y416
ALMGL®17
ALMGL 418
ALMGLH419
ALMGL 420
ALMGL 421
ALMGLY22
ALMGLY23
ALMGL 424
ALMGLY25S
ALMGLG26

BREBR=9 (0 *AUR*(G(99 1)1 *PI1+C2*PO92+C3*PIF+CL*PIL4+(5*POS+CE*PI6+C7*POALMGL G427

17+CA*PYE+CY*IY9)

ALMGL 428

RIapgT+ADRN(GL9,1)*DPY1+CP*DPY2+C3+DP93+C4*DPI4+C5*DPIS+Cu*NPO+C7wALNGL 42 Y

1DP97+CB*DPYB*CO¥PPIIY)

ALHMGL 430

BPERP=AQR*((GL(9,2)*Sp2=G(129)*CP2)*P92+42.0*(G(9+3)*SPI=G(2°9)*CPI)ALMGL 431
1#P93+43,0*(G(9»4)*SP4=G(3,9)*CPU)I*PI4+4,0*(G(9,5)*SP5=G(4,9)*CP5)aPALMULY]3?
295+5,0%(6(9,6)25p6=G(5,9)*Cpp)*PYE+6.0*(G(9,7)#SPT=3(6s9)*CP7)I*PO7ALMGL L33
347602 (G(YIB)*SPB=G(T7+9)*CPRI*PIB+BeO*(G(999)*SPI=G(Bs9)*CPI)I*PII) ALMG| 434

1F (NMAXSLEs 9) GO Tp 1

SP10=zSP2+CPI*CP2xSPY
CP10ECP2*CP9~SP2+SPY
P101=P21*P9170.,25098039*P81
DP101=P21tDPV1+DP21!P91'0.25098039*DP81
P102=P21*P9270,24705882*P8?2

DP1022P21 *DPY2+DP21*P92=0+24705882*)P8?
P103=P21*P93°0,23529411*P83
DP103%P21*DP73*DP21*P93"0.23529411*NPB3
P104=P21 *P94~0421568627+PB4
DP104a=P21+0PY4+pP21*P94~0421568627*DPB4
P105=P21*P9570+18823529*P8¢
DP105=P21+DPY5+DP21*P95~0418823529+DP85
P1065P21*P96704+15294117*P8¢
DP106=P21*DPY6+DP21*P96"0+15294117*DPB6
P1o7=P21*P97°0,10980392+P87
DPI1O7=P21*DPYT+DP21*PI97=0¢10980392*DP87
P108=P21*P98~0,05882352+*P38

DP108%P21 *DPYB+)P21 *P9B=0405882352*NP 8B
P109zP21*P99

DP109=P21 +DP99+DP21*P99

P1010=p22#*PYY

DP101029.,0*P10Y

AOR=AQR*AR

C22G(10,2)*Cr243(1»10)*SP2
CI3nG(10,3V*CPI+G(2,10)*SP3
CumG(10-4)*Cra+G(3»10)*SP4
Co5=G(10s5)*CHPS+C(Ls10)*SPS
C68G(10,6)*CP6+G(5»10)*SPs
C78G(10s7)*CHT+G(6»10)*SP7
CBmG(10»8)*CPB4+G(7»10)*SP8

NZ=10

ALMGL 435
ALMGLA436
ALMGL 437
ALMGL 438
ALMGE 439
ALMaL 440
ALMGL A4l
ALMLYL 442
AlMmGLeg3
ALMGL 444
ALMGLY44S
ALMGL 446
ALMGLGYT
ALMGLA4GB
ALMGL 449
ALMG| 450
ALMGLY4S
ALMGLAS2
ALMG| 453
ALMGLA4SY
ALMGLYUSS
ALMGL4SE
ALMGLAYST
ALMGL 458
ALMGLAS9
ALMGL4E6O
ALMGL4GI
ALMGLGG?
ALMGL 463
ALMGL 46y
ALMGL46S
ALMGL Y464



243.

C9=2G(10,9)*CFI+G(Bs10)*SPY ALMGL467
C10=6(10»10)*CP10+4G(9,10)*SP10 ALMGL468

BR=ZBER=10s0%AUR*(G(10,1)#Pl01+4C2*P10P2+4C34P103+4C42P104+C54P10S+COH*PLIALMGLY46Y

106+C7*P107+CO*P10B8+CA*P109+C10*P101N) ALMGLA4TY
BTERT+AOQR*(G(10»1)*DPL101+4C2*DP102+C3*DP103+CU*DPI0L+CS*DPLOS+COH*NPALMGLET7]
1106+C7*0P107+CR«DP10R+CO9*DF109+C10*DP1010) ‘ ALMGL4T2

RP=pp=AOR* ((u(10,2)*sp2=G(1,10)*CP2)*P102+2,0*(G(10,3)*SP3=G(2510)A MG 4T3
1%CP3)*P103+3.0%(G(10,4)«SPA=G(3,10)*(PU)*P108+4,0%(G(10,S)*SPO=G(4ALMGI 474
2s610)#CP5)*P1US+5,0*(G(100s6)*SPE=G(5,10)%CPE)*P106+6,0*(G(10»7)*SP7ALMGL4TS
3=G(6510)*CPTI*P107*+740*(G(1028)*SPR=G(7,10)*CPB)*P108+8,0%*(G(10»9)ALMGL4TS

4*Sp9=G(R,10)"CPY)*P10949,0*(G(10,10)+SP10=G(9,10)*CP10)*pP1010) AL MGLAUTZ7
1F (NMAXOLECLG) 40 TD 1 ALMGL 478
N=11 ALMGL 479

SP11=2(SP6+SPE)«CP6 ALMGL4BO
CP11=(CP6+SPL)*(CP6E~SP6) ALMG) 481
P111=P21*P101%0,25077399+*P9 ALMGL4B2
PF111=P21+6P101+pP21+P101%0,25077399+DPyy ALMGL4B]
P112=P21*P1u2%0e24767801*P92 ALMGL4BY
DF112=P21«P1UL+PR21+pP102=0,24767801«NPy? ALMGL 485
P113=P21*P103°04+23839009*P93 ALMGL4BE
DF113=P21*0DP103+DP21*P103%023839009*DP93 ALMGL 487
P114=P21+P10470,22291021*P9g4 aLMGLagdY
DP114ZP21*DP10U+DP21*P104=0422291021*NP 94 ALMGL4BY
P115=P21*P10°%0+20123839*p95 ALMGL 490
DP115=P21+DP105+DP21+P105=0420123839+DPas ALMGL 461
P116=P21*P106%0417337461*P96 ALMGL4S?
DP116=p212DP106+)P21#P106=0,17337461xDP96 ALMGL 493
P117=P21*P107"0.,13931888*p07 ALMGLA4SGY
DP117=P21*0PL1O7+DP21*P107"0.13931888+DP97 ALMGL 4SS
P116=P21+P108=0,09907120+P98 ALMGY 456
DP1185P21*OP1UB+DP21*P108=0.,09907120*NP9AR ALMGLA4ST
P1192P21*P10Y70.05263157*P99 ALMG) 458
DP119=P21+DP109+0P21+P109"0.05263157+NP99 ALMGL49Y
P1110=p21*P1V10Q ALMGL 500
DP1110=p21+pFr1010+pP21+pP1010 ALMGL 501
P1111=P22+PluUl0 ALMGL50?
DP1111=10.0*F1110 ALMGL 503
AOR=AODR*AP ALMGLS504
C23G(11,2)*Cr2+G(1s11)5P2 ALMGL505
C33G(11»3)*CP3+G(29,11)*SP3 ALMGL 506
C4=G(1154)*Cra+G(3,11)*SPy ALMGLS07
CS=G(11»5)*CHS5+G(4011)*SPS ALMGLS08
C6aG(11,H)*Crb+G(hs11)2S5P6 ALMGL 509
C7=2G(11.,7)*Cr7+G(6s11)2SP7 ALMGLS10
C8=G(11,B)*CFB+G(7s1]1)*SPB ALMGLS11
C9uG(11,9)*CPI9+G(Bs11)%SP9 ALMGLS12
Clo=G(11510)*CP10+G(9,11)%8p10 ALMGLS13
Cl1=G(11,21)*CP11+G(10,11)%SP11 ALMGL 914
BR=BR'11oO*AUHt(G(llol)*PIII*C2*P112*C3*P113*C4-P11a+C5*P115¢C6*P1ALMGL515
116¢C7+P117+4CO*P116+4C9*P119+4C10*P*110+C11*P1111) ALMGL516
BT'HT’AUR*‘G‘11'1)*DPlll*CZtDPl12*C3*DP113*C4*DP1la*CS*DPllStC6*DPALuGL517
1116¢C7*DP117*CB20P11A+CI*DP119+4C10*DP1110+C11*DP1111) ALMGLS18

BP'BP‘AUR'((G(i1.2)*SP2'G(1.11)-CP?)tP112*?.0t(G(11.3)*SP3'G(?.1|)Aanleq
I'CP3)*P113*3-0*(6(11.4)*5Pu-6(3o11)tCPa)*P11u+u.ot(a(11.5)*Sp5-e(4ALMgL520
2.11)*CP5)"P115'*500'((_‘,(11'6)‘5"(\'(}(59]1)*CP6)'P1]6’6.0'(G(1107)iSP7AL"GL521
3'6(6011)*CP7)fP117t7.0*(G(1|»8)*SP8'G(?o11)*CPB)*P118+B.0*(G(11.9)ALMGL52?
a*SP9-G(8oll)'LPQ)*PI19+9.0*(G(11.10)*5P10'G(9a11)'CPIO)tP1110010.0ALMGl5zj
5#(G(11,11)*SP11=G(10,11)*CP11)*P1111) ALMGL 524

NE12 ALMGLS26

SP12=SP2+CP11+4CP2+SP]1] ALMGL 527
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CP12=CcP2*CP11=SP2*SP11] ALMGLSZg
P121=P?21*P111=0:25062656*P101 AL MGL 52

DP121=P21+0P111+pP21*P111%0.25062656+NP101 ALMGL530
P122=P21*P11¢"0.,24812030*P102 ALMGL 531
DP122=P21*0P112+DP214P112=0,24812030*DP102 ALMGL53?
P123=P21*P113°0424060150%P103 ALMGL 533
DP123%P21+0P1134pPP1#*P113%0.28060150*PP103 ALMGL534
P124=p21+P11470422807017*P104 ALMGL535
DP124=P21+DP114+NP21#P114=0,22807017*DP104 ALM?L536
P125=P21*P112°0421052631*P105 j ALMGL 537
DP1252P21*DP1154pP21#P115=0,21052631+DP105 ALMGL538
P126xP21*P116"0.18796992*P106 ALMQL.S3q
DP126=P21*DP1164DP21%P116=0418796992+DP106 ALMGL 40
P127=P21%P11/=0,16040100%P107 ALMoLsa}
DP127=P21%DP11740P21*P117=0416040100*0P107 ALMGL D42
P1282P21*P119%0412781954*P108 ALMGL 543
DP128=P21+DP118+4DP214P118=0,12781954*DP108 ALMGLSa4
P129=P21*P11Y%0.09022556*P109 ALMGLS54S
DP1298P21*DPL19+DP21%P119=0409022556%DP109 ALMGL 546
P1210=P21*P1110=0+04761904*P1010 ALMGL547
DP1210=P21*DF1110*0P21*P1110=004761904*DP1010 ALMG( S48
P1211=P21+P1111 ALMGL549
DP12113P21*DF11131+0P214P1111 ALMGL S50
P1212=pP22*P1111 ALH9L551
DP1212=11.0%"1211 ALMGLSS5?
AOR=AOK*AR ALMGL5S3
C2%G(12,2)%CF2¢G(1512)%5P2 ALMGL 554
C32G(12,3)%2C"34G(25,12)+SP3 AL MGL5SSS
C4mG(12»4)*Cra+G(3»12)*SP4 ALMGL556
C52G(12,5)*CF5+G(4s12)#SP5 ALMGLSS7
C62G(12,6)*Cr6+4G(5s12)*SP6 ALMGL 558
CT=2G(1227)*CHT4+G(6212)*SP7 ALMGLYSY
Co=G(12,8)*Cr8+G(7,12)*SP8 ALMGLYS60
C92G(12+s9)*CF9+4;(8s12)2SP9 ALMGLS61
C10=2G(12,10)*CP10+G(9s12)2SP10 ALMGLS62
C1126¢(12,11)"CP11+46(10,12)*5P11 ALMGL 563
C12=G(12,12)*CP1z+G(11,12)#5P12 ALMGL 564

BHEBR=12.N*AURK(G(12,1)%P1R214C2%P122+C3*P123+4CUxP1244C5»p125¢C6*PLALMGE D65
1264CT*P1274CO*P128+C9*P129+CI0*P1210+C11*P1211+C12*P1212) ALMGLS66
RT=BT*A0R*(G(125s1)*DP121+4C24DP122+C3*NP123+C4*DP124+CS*NPL12S+CO*NPALMGLS6T
1126+C7+0P127*CR»DP128+4C9#DP129+4C 1 ovDP1210+C11#DP12114C12#DP1212) ALMGLSHS
BP=RP=AQK*((u(12,2)+5P2=G(1,12)*CP2)#P122+2,0+((12,3)*5pP3=G(2,12)ALMGL56Y
1#CP3)*P123+3.0%(GC12,4)%*5P4mG(3,12)%CPA)*P124+8,0%(G(12,5)*SP3=G(UALMGLDTO
2,12)¢CP5)#P1¢545,0%(G(12s6)%SP6=G(5,12)*CP6I*P12646,0*(G(12,7)2SP7aL MG 571
3°G(6s12)*CPTI*P127+7.0%(G(12+8)*SPB=G(7»12)*CPE)*P128+8.0*(G(1229)ALMLLST?
4eSP9=G(B8s12)*CPY9)*P129+9,0*(G(12,10)*SP10=G(9,12)*CP10)*p1210+10,0ALMG| 573
Sw(G(12,11)%SP11=G(10,12)*CP11)+P1211+411+0*(6(12,12)+5P12=6C11,12)*aALMG( 574
6CP12)*P1212) ALMGLSTS
IF (NMAX.LE«12) GD TO 1 ALMGLS576
1 B8R = BR /7 10V000.

ALMGL 632
BT = B1 7/ 10Y000, ALMGL®33
BP = BP 7/ ST 7/ 100000, ALMGL 634
B & SQRT(BR“BR+BT*BT+uP*BL ) ALMG( 635
RETURN ALMGL G636
END

ALMGL637
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SUBRODUTINE DEKMAG(MODEL s TMeRKMsSToCT,SPH,CPHsBR«HT+BPsH,
1SHMIT»GoNMAX*MODOLD» TMOL.D)

[ 2 3 8

L2 3 2 4

L B 2§

L2 & 8

'S 3 X

L2 2 8

L E R B
(2 X2 X
2 2 K 2
I 2 8 XX ]
(2 2 2 8 4
(A2 2B
L2 8RB
(2 R X ]
(2 2 2 X ]

(2 2 2 8 4

2 8 XX

THIS VERSJUN READS IN COEFFICIENTS AS DATA CARDS»

SLE BEL(IW

GEOCENTRIC VERSION OF GENMAGMETIC FIELD ROUTINE

SINGLE PHREVISION DECK FOR IBM 360 MACHINES (FBCDIC»

029 PUNCH)

SHORT DECK® USES SUBSCRIPTED VARIARLFS AND DO LOOPS
FIME PER CALL 3 TIMES GREATER THAN LYING DECK

EXECUTION

PROGRAM DESIGNED AN TESTFD BY E G STASSINOPOULOS AND G D MEADS

CODE &4)>»
INPUT:

OuTPuTs EBrsRT,RP
B

NDTE: FORr GREATEST EFFICYENCY» COMPLETF ALL CALCULATIONS WITH
UNL MODEL AN] ONE TIME BFFNPE CHANGING MUDELS NR TIME,

"ASA GODDARD SPACE FLT CTR» GRFENBELT» MD 20771

MUDEL
T
RAM
StecT
SFHsCPH

CHOICE nF 7 MODELS

~TIME IN YEARS FOR DESIRED FIELD

GEUCENTRIC DISTANCE IN KILOMETERS
SIN * C0S OF GYNCENTRIC COLATITUDE
SIN + ¢0S OF FAST LONGTTUDE |
GEOCENTRIC FIELD CUMPONFNTS IN GAUSS
FIFLD MAGNITYUDE IN GAUSS

FOR DOUBLE PHECISION Anp THE FOLLOWING CARD
IMPLICIT REAL*H(A=H»(=2)

SEE END UF DECK FQR QNF MORE CHANGE
DIMENSION CO%ST(13,13)sFNC13)sFM(13)

DIMENSION P(13,13)sDP(13513)sSP(13)sCP(13)
DIMENSION TOM7)sNHX(7)sG(13,13)

REAL*8 LABELLY»7)
Gu(13,13,7)sGGTC13,13,7)5GGTT(13,13,7)sSHMIT(13,13)
DATA PUL1s1)slPC1)sDP(191)sSPC(L) / 2%14s2*%0. /

REAL#4
(X R R BEGIN P
MODEL = MO

1IF(SHMIT(1+,1)eEQe"10)

I 28 XX |

FN

RLULGRAM
DEL =7

GO0 TN 8

INITIALILE * ONCE ONLY» FIRST TIME SUBROUTINE IS CALLED
SHMIT(1,1)==1,

DU 18 N=i»13

(N)=N

DU 18 M=1,13
FM(M)=M=1

co
DU
GG

NST(NsM)
18 K=1,7

(NsMoK) =

= FLOAT((N=2) %02 (M=1)a42) / ((2244=3)%(24N=5))

Ue

GGTI(NsMsK) = U,

18
nu

2 Nx2»13

GGTT(NsMeK) = 0,

SHMIT(N,1) = (24N=3) « SHMIT(N=1,1) 7/ (N=1)

JJ
DU

=2
2 M=2,N

SHMIT(N,M) = SHMIT(NsM=1) * SQRT(FLOATC(N“M+1)%JJ)/(N+M=2))
SHMITOM=1,N)ISSHMIVTI(NIM) .

2 JJ

z |

COEFFICIENTS ARt READ IN WHEN DEKMAG IS CALLED THE FIR T IME
SET UP INPUT DECK AS FOLLOWS! ) e

CARD

1,

NMODLS*PRINT (215),

NMODLS = NNe OF MODLS TO BE READ IN

DECK At FIRST MUDEL IN STANDARD CAIN FORMAT
DECK Bt SECOND “UDEL* ETCos

FIRST CARD IN EACH pECK CONTAINS [PQCH (COLS 4=9) AND LABEL (10=73),

LAST CARD IN EAVH MODEL DECK CONTAINS ZERD DR BLANK IN cOLS 1-=3,

RE

AD(5»4)

4 FURMAT(215)

IFCNMODLS+GTe7) NMODLS = 7
3 K=1.NMOULS
READ(5+20) TLs(LABEL(I»K)»sIm1:9)

00
20

FORMAT(3XsF6¢15946)

NMUDLS»NPRINT

WRITE(6521) Ko (| ABELC(IsK)s»Im1:9)

DEKMGOOY
DEKMGOO06
PDEKMGO08
NEKMGO010
PEKMGU1Z
NEKMGO14
DEKMGU106
DEXMGO1LB
NEKMGU20
NEKMGO22
DEKMgO24
DEKMGO26
DEKMgGU28
DEKMGO3U
NDEKMR 037
NEKMGO 34
NEXMgO036
DEXMGUIH
DEKMGL4O
DFKMGO50
DEKMGOS2
DEKMGOA42

DEXMGO46
DEKMGOS54
NEKMGOSO6

NEKMGOS58
NEKMGO60
DEKMGO6?
NEKMGO6M
NEKMGUGDH
NEKMGULSH
NEKMGO70
DFKMGOT2
NEKMGO74
NEKMGOT76
NDEKMGUT78
DEKMGLBO
DEKMzO82
NEKMGOBAY
NEKMGUHBG
DEKMG088
NDEKMG0OY0
NEKMGO92
DEKMGO9G
DEKMGO96
NEKMG098
DEKMG100
NERMGL102
DEXKMGL04&
DEKMG 106
DEXKMG106
NEKMGL1O
DEKMGLL?
DEKMG114
DEKMGL16
DEKMGL1D
DEKMGl2C
DEKMK122
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21 FORMAT("0 “UUEL NUMBER™I3sS5X»9A6)
MAXN=0
5 READ (556) N*MaGNMaHNMsGTNMIHTNMsGTTNMsHTTNM
6 FURMAT (2[3»°F1144)
IF (NeLESO) ulTrorz

IF CNPRINTofGQ0l) WRITE(O6s6INsMIGNMOMNMPGTNMoHTNMIGTTNMAHTTNM

MAXNz (MAXO(Ns>MAXN))
GG(NsMIK) = UNM
GGTINIMsK) 2 GLTNM
GGTT(NspMaK) = GTTNM
1F (MeEQel) LOTNS
GGIM=1sNsK) = HNM
GGT(M=1sNsK) = HTNM
GGTT(M=1sNsK? = HTTNM
G0 T0 5
7 CUNTINUE
WRITEC(6,100) :
100 FORMATCIHO»IX246HGEUCENTRIC CNORDINATES
1 10Xs1HBs1UXP1HL » /o1 1Xs18HLAT LONG
2 4XsAHLAT» /s LUX, 19H(DEGR ) (DFGR)
I IXsTH(GAUSS)I*6X213H(EARTH RADTII) o 6X s FHELEVATION)
IF (NPRINTCEQ*0) WRITE(6022) GG(2s1sK)
22 FORMAT(® G(egs1) ="F9,1)
NMX(K) = MAXis
TO(K) = T2
DO 3 NE=1sMAXWY
ND 3 Mx1,MAXH
GGINsMIK) 3 uGINIMIK) * SHMIT(NsM)
GGT(NoMsK) = GGT(NsMsK) * SHMIT(MsM)
I GATT(NIMeK) = GGTTINsMsK) * SHMIT(Ns M)
8 IFC(MODELSEQsMODINLD) eANDe (TMEQ.TMOLN)) RETUPRN
C wewee NOTE wWRITE STATEMENT = NEW MODEL OR NEW TIME
PRINT 9, MUDEL» (CLARELC(TIsMDDEL)»I=1,9)5THM
9 FORMAT(™O MOULEL ySED IS MUMBFR™sI2+2Xs9A6,"
IF(MODEL ¢L Tl oQReHODEL «GT eNMODLS) STOP
MUDOLD=2MODEL
TMOLD=TM
NMAXENMX (MODLL)
TeTM=TO(MODEL)
DO 10 N=1oNMAX
DU 10 M=l,NMAX

ALTs7Xs11HLAT

10 G(N'M)CGG(N'MvMUDEL)th(GGT(NoHoMGDEL)+GGTT(N»M.MUDEL)*T)

MODEL=7+MODLL
RETURN
END

(KM)»6Xs19H(DEGR) (DEGK)

GEOCETIC CUOKRNDINATES»

LUNG»
(KM)»

FOrR TM ="»F943/)

NDEKMG124
NEKMG126
DEKMG128
DEKMGL 30
NDEKMGL32
DEKMG1 34
DFKMGL 36
DEXMGL 38
DEXKMG140
NEKMGL4?
DEKMG144
DEKMGL146
DFEKMG148
NEKMGLIS0
DEKMG15?
PDFKMG154

018
020
022

NEKMG1I56
DEKMG158
PEKMG160
DEKMG162
PERKMG164
DEKMG166
DEKMGlo6H
NDEXKMGLT70
NFrMG177?

DEKMGL176

PEKMGL180
DExMG182
DEKMGL184
DEKMGLlE6
DFKMG188
NEKMG190
DEKMG192
DEKMG194
DEKMGI96
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