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Abstract

Video surveillance systems have become prevalent. Factors responsible for this

prevalence include, but are not limited to, rapid advancements in technology,

reduction in the cost of surveillance systems and changes in user demand.

Research in video surveillance is majorly driven by rising global security needs

which in turn increase the demand for proactive systems which monitor

persistently. Persistent monitoring is a challenge for most video surveillance

systems because they depend on visible light cameras. Visible light cameras

depend on the presence of external light and can easily be undermined by over-,

under, or non-uniform illumination. Thermal infrared cameras have been

considered as alternatives to visible light cameras because they measure the

intensity of infrared energy emitted from objects and so can function persistently.

Many methods put forward make use of methods developed for visible footage,

but these tend to underperform in infrared images due to different characteristics

of thermal footage compared to visible footage. This thesis aims to increase the

accuracy of pedestrian detection in thermal infrared surveillance footage by

incorporating strategies into existing frameworks used in visible image processing

techniques for IR pedestrian detection without the need to initially assume a

model for the image distribution. Therefore, two novel techniques for candidate

generation were formulated. The first is an Entropy-based histogram

modification algorithm that incorporates a strategy for energy loss to iteratively

modify the histogram of an image for background elimination and pedestrian

retention. The second is a Background Subtraction method featuring a strategy

for building a reliable background image without needing to use the whole video

frame. Furthermore, pedestrian detection involves simultaneously solving several

sub-tasks while adapting each task with IR-specific adaptations. Therefore, a

novel semi-supervised single model for pedestrian detection was formulated that

eliminates the need for separate modules of candidate generation and validation

by integrating region and boundary properties of the image with motion patterns

such that all the fine-tuning and adjustment happens during energy
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minimization. Performance evaluations have been performed on four publicly

available benchmark surveillance datasets consisting of footage taken under a

wide variety of weather conditions and taken from different perspectives.
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Chapter 1

Introduction

Video surveillance has become a mainstay in Society. In 2016, the market for video

surveillance was valued at $29.89 billion and is expected to increase to a value of

$72.19 billion in 2022 [2]. Video Surveillance Systems (VSS) include a camera or

group of networked cameras deployed in specific areas (see Fig. 1.1) to capture

and send video data of activities and patterns of behaviours. Two main factors

are driving the prevalence and widespread adoption of VSS.

The first factor concerns the increasing demand for security due to rising crimes

rates and terrorism. Presently, it is not uncommon to find such cameras mounted

in public places and private residences, but previously, they could only be found on

government buildings or large organisations. The captured video data is monitored

live for real-time proactive response or recorded and stored for future forensic

investigation. The earliest systems consisted of simple recording, storage and

playback facilities [4] which were Reactive systems useful for after-the-facts record

of events. These were followed by Proactive systems useful for immediate response

Figure 1.1: Surveillance Cameras mounted in various locations [3]

1
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to critical events as the events were monitored live by human operators. The

current efforts are towards Preventive Systems to predict critical events before

they happen using various cues deduced from real-time monitoring of video feeds.

At the very least, they are expected to provide an alert for the possibility of a

potentially disastrous event.

The ubiquity of VSS is also driven by a corresponding drop in the cost of acquiring

and installing such systems due to technological advancement from analogue to

digital surveillance. Most modern systems consist of IP cameras able to compress

and store video which can be installed by the owner over a computer wired or

wireless network, allowing for monitoring of video feeds at any time and from

anywhere. These cameras can also be easily adjusted to meet the owner’s changing

needs, unlike older analogue VSS whose recording, storage and playback facilities

were installed together in one location. The forecast for the market for IP-based

video surveillance systems has been estimated to grow at a higher Compound

Annual Growth rate (CAGR) during the period between 2019 and 2024 [5].

With the advancement in technology, intelligence and video analytics have been

introduced into video surveillance making it an important research area. Human

operators were solely responsible for video analysis; however, this is prone to

missed events as human attention degenerates over time [6, 7] and it becomes

increasingly expensive to employ a lot of operators to make up for this

shortcoming. This, therefore, necessitates the inclusion of computer-automated

techniques involving imaging and video processing algorithms to assist and/or

take over from humans the task of video monitoring and analysis [8]. Also, the

data generated from modern VSS have the potential to be integrated with data

generated by the Internet of Things (IoT) thereby sharing data with connected

devices and creating opportunities for better security solutions.
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1.1 Motivation

Given the paradigm shift from reactive to proactive surveillance, a most desirable

trait is for VSS to function in a persistent - all day, all night, every day of the week

- manner. However, without or in poor light, surveillance cannot be carried out.

The most prevalent cameras in VSS are the visible light cameras which work on

the same principle as the human eye and share the same limitation, that is, they

cannot ’see’ if objects are not properly illuminated. Sensors in visible cameras

collect visible light radiated off objects which are used to render images and video

streams. It is the radiation from light that causes objects to be illuminated and

thus detectable by the eye or the camera. At night, artificial lights need to be

provided otherwise monitoring cannot take place and although there is illumination

during the day, analysis of video stream can be hampered by over-illumination,

uneven illumination and too many fine details captured in the image. Thus, it

becomes necessary to augment the VSS with cameras that do not depend on

illumination and can work all day and night.

A thermal camera does not need any artificial lighting whatsoever to work properly

and it cannot be blinded by direct sunlight (see Figs. 1.2 and 1.3), and thus,

thermal imaging cameras provide uninterrupted 24/7 surveillance regardless of the

amount of light available [9]. Thermal cameras are useful as soon as it is possible

to detect heat energy from objects. All objects, whether they are hot, at room

temperature or frozen, emit energy from the infrared part of the electromagnetic

spectrum called heat signature. Thermal cameras create images based on the

amount of infrared detected from objects in the scene [10].

Thermal cameras have been around, but their size, complexity and cost meant that

their use was only a practical option for the military, rescue services, security firms

and such similar operations. They were used extensively by military operators

under very low light conditions. Thermal cameras can see through smoke and

fog (see Fig. 1.4) and they currently find utility in industrial, commercial, and

consumer markets [10].
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(a) Visible light camera (b) Thermal camera

Figure 1.2: Comparison of image clarity during night driving [11]

(a) Visible light camera (b) Thermal camera

Figure 1.3: Comparison of Visible light camera and Thermal image of a
roadway in bright sunlight [11].

(a) Visible light camera (b) Thermal camera

Figure 1.4: Comparison of Visible light camera and Thermal image of a person
behind smoke [12]
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1.2 Problem Statement

Thermal images are not simple grayscale images, that is, they are not RGB

images turned grayscale but radiometric data encoded using 14 to 16 bits. They

are obtained from an array of detectors within the thermal cameras which collect

infrared energy emitted by objects. This high resolution means that the camera

can detect slight differences in infrared energy. And as surveillance scenes

typically have areas with very different temperatures and objects with different

levels of infrared emissivity, the resulting histograms have long tails. Thus,

thermal images are properly referred to as high dynamic range (HDR) images.

To display HDR images on 8-bit displays, they need to be tone-mapped.

Tone-mapping is, essentially, rendering high dynamic range data to low-dynamic

range displays. The problem is that target detection is highly dependent on

tone-mapping. Without a target in mind, it is either the histogram of the

tone-mapped image is similar to the long-tail histogram of the raw sensor data

such that there is a lot of redundant information to work through or the

resulting image is a global contrast-enhanced image that is visually pleasing, but

which increases the difficultly level for target detection using computer algorithm

as several objects get mapped to the same gray level because of reduced

sensitivity. An example of an image with a long-tail histogram and its

corresponding contrast-adjustment is shown in Fig. 1.5.

Though IR images are not affected by illumination problems of visible images, the

appearance of objects varies depending on several other factors. Firstly, IR images

display a measure of how much IR energy was emitted by objects in the scene and

this amount depends largely on the emissivity and transmissivity of the objects

and reflected IR from other objects in the vicinity [13]. This is an important point

given the general assumption that IR images display the temperature of objects in

the scene. The emissivity is a measure of how much IR is given off by the object

itself. Transmissivity is a measure of how much IR can pass through an object.

The measure of how an object reflects the IR from other objects can increase or

decrease the amount of IR detected from it. Fig. 1.6) illustrates this point with
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(a) (b)

(c) (d)

Figure 1.5: (a) IR image with (b) long tail histogram. (c) Same IR image but
with (d) original long tail histogram clipped to the range of the high density

gray levels and then stretched

an image of a hand with a ring on it. The ring and the hand are at the same

temperature but are emitting IR at different rates. The ring appears to be much

colder than the hand because it has a low emissivity and is reflecting a lot of the

IR from the colder surrounding areas. This means that if the temperature of the

environment were to change, the appearance of the ring will also change. Glass

has a low emissivity and transmissivity and will almost always appear colder than

its actual temperature.

Most footage taken for surveillance are captured in uncontrolled environments.

Fig. 1.7 shows examples of surveillance footage from the same scene under different

weather conditions. On some days, the white-hot appearance of the pedestrians

shows very brightly, while on other days, there is polarity reversal in the footage
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(a) (b)

Figure 1.6: Examples of how emissivity and reflected background can affect
the perception of an infrared image.

(a) The ring appears to be much colder than the hand because it has a low
emissivity and is reflecting a lot of the IR from the colder surrounding areas

[14]
(b) A transparent tape with the Pepsi logo has been placed over the Coca-Cola
Can filled with hot water. Because the tape has higher emissivity than the can,
the tape appears warmer than the can which is why the details on the tape

override those of the can [15]

and the pedestrians appear black. There are some days where the details in the

background appear distinctly, while on other days they appear hazy.

(a) (b) (c)

Figure 1.7: Different weather conditions [16] (a) Morning, Partly cloudy, 25◦C
(b) Afternoon, Partly cloudy, 21◦C (c) Morning, Haze, 18◦C

Pedestrians are typically warmer than most objects in thermal video streams

because the human skin emits (radiates) infrared energy almost perfectly

emissivity at 0.98 where 1 is the value of the perfect radiator [13]. However, they

are normally clad in accessories that reduce the amount of IR detected from

major parts of the human body.

Certain limitations in Thermal Camera Technology present challenges to

detecting Pedestrians. Generally, thermal cameras have lower spatial resolution

and less sensitivity than visible cameras making it difficult to precisely define the

shape or silhouette of the Pedestrian [18]. Infrared cameras using ferroelectric



Chapter 1. Introduction 8

Bird sequence [1] Sequence 7 [16]

Sequence 7 [17] Crouching Sequence [1]

Figure 1.8: Example of variation among IR images on images from different
datasets. The Pedestrian’s outfit mask a lot of the IR emitted from the human

skin

detectors have unique limitations such as the presence of a halo around objects

highly contrasting with the background.

The characteristics of thermal images influence the type of algorithm that can be

used on them. It is generally found that the algorithms do not perform similarly

on infrared and visible images for several reasons. For example, the statistical

background technique used in [19] performs well on visible images but is hindered

in performance by the artefacts present in thermal images ferroelectric detectors

and an extra set of steps is required for ROI extraction. The effect of the artefact

is shown in Fig. 1.9 where even after background subtraction, several steps are

still required to extract the pedestrian from the halo. The performance of visible

image algorithms are also hindered by the low amount of details present in infrared

images. In recent times, the state-of-art object detectors have been applied to
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Figure 1.9: The performance of statistical background subtraction is hindered
by the halo surrounding very cold or hold objects in infrared images as it detects

both the pedestrians and the halo [19]

the task of pedestrian detection in infrared images. Some authors [20, 21] used

YOLOv3 to detect pedestrians from infrared images in varying weather conditions.

Gao et al. [22] performed for feature extraction using a transfer-learned visual

geometry group (VGG-19) CNN. The rationale for using these methods is that

they perform well on visible images and achieve state-of-the-art results. However,

they do not perform similarly on infrared images for two reasons. First, the models

developed for testing infrared images were trained on visible images. Second,

different thermal cameras output different level of details. Also, even for models

trained on infrared images such as done by [20], the performance of the trained

model on different datasets will depend on the similarity of the test data to the

training data.

1.3 Thesis Objectives

The aim of this research is to propose novel algorithms that adapt methods

developed for visible images to infrared images to reduce the false-positive

pedestrian detection rate. The specific objectives are:
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1. To re-purpose histogram-based algorithms from contrast enhancement and

unbiased image partitioning to background suppression for pedestrian ROI

extraction

2. To formulate a background Initialisation method for Background Subtraction

to extract moving regions

3. To create a single model for candidate generation and validation technique

using Graph Cut

1.4 Thesis Contributions

The contributions of this thesis are as follows:

1. An entropy-based histogram modification algorithm for pedestrian hotspot

detection. Histogram Modification, also referred to as Histogram

Specification, is the transformation of an image’s gray-level histogram to a

desired histogram. The radiometric resolution of infrared images is

quantified as the dynamic range of the image and is displayed in varying

shades of gray which can be visualised with the aid of histograms.

Normally, histogram modification is primarily done to enhance contrast for

better visualisation by a human operator. However, in the proposed

framework, histogram modification is done to extract likely pedestrian

candidates. Given the two extremes of tone-mapping where there is either

a lot of redundant information to work through or too little gray level

variation to distinguish objects in the validation stage, the proposed

algorithm seeks to reduce redundancies while leaving the original values

intact for further processing.

2. A new Background Initialisation method for background subtraction which

leverages motion. The background is modelled using only two video frames

unlike most methods that require the use of the whole video. In addition,
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it is robust against certain artefacts (depending on the sensor) in infrared

images such as the halo effect which surrounds objects that are too hot or

too cold and pedestrians which have different intensity levels in the same

video frame.

3. Graph Cut is an optimization method for binary labelling problems that

guarantees an exact solution. Graph Cut has not been used extensively in the

thermal (infrared) domain for pedestrian detection. This study introduces

Graph Cut as a validation method for Infrared Pedestrian detection.

4. A semi-supervised single-model for pedestrian detection that eliminates the

need for separate modules of candidate generation and validation by

integrating appearance properties of the image with motion patterns such

that all the fine-tuning and adjustment happens during energy

minimization. This model is inspired by the supervised single-model in [23]

that integrates appearance and motion and the semi- supervised method in

[24] that integrates the image region and boundary information into a

single energy function. Both methods, [23] and [24], were used on visible

images. The proposed framework shows significant improvement over using

the original formulation in [24].

1.5 Organization of Thesis

The rest of the thesis is organized as follows.

• Chapter 2 presents background information on Infrared, thermal imaging

and image analysis in the thermal domain and reviews the literature on

pedestrian detection in thermal infrared images

• Chapter 3 presents the two Candidate Generation techniques formulated in

this study

• Chapter 4 provides the experimental results and discussion
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• Chapter 5 concludes the thesis and provides directions for future work



Chapter 2

Literature Review

2.1 Introduction

This chapter presents background information on Infrared, thermal imaging and

image analysis in the thermal domain and reviews the literature on candidate

generation and validation techniques for pedestrian detection in thermal infrared

images

2.2 Infrared and Thermal Imaging

Not all light is visible. Light is essentially energy; another name for light is

Electromagnetic Energy and the entire range of light is referred to as the

Electromagnetic Spectrum (see Fig. 2.1). Electromagnetic energy travels in

waves of different wavelengths typically measured in nanometres (nm). The eye

easily detects the part of the spectrum called visible light which has wavelengths

from 400-700 nm [25] and the skin can detect the wavelength 700 nm - 15,000

nm in the form of heat of the part of the spectrum called Infrared but the rest of

the waves are imperceptible to the senses and can only be detected from their

effects on an object or with the use of special instruments.

13
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Figure 2.1: Diagram of the electromagnetic spectrum showing the different
wavelengths of the various waves [14]

Sir Frederick William Herschel (1738-1822) discovered Infrared (IR) radiation in

1800 by its effects on a thermometer. The name ”Infrared” is because it lies below

the red light band of the visible light spectrum; in Latin, Infra means below. Red

is a colour in the visible light spectrum which has the longest wavelength. Infrared

energy has longer wavelengths than visible light with a range between 700nm and

30000nm. All objects emit infrared energy across this range of wavelength, but

thermal sensors are sensitive only to a specific range [15].

IR can be subdivided into three bands based on the recommendation of the

International Commission on Illumination (CIE) namely: IR-A, IR-B and IR-C.

Table 2.1: IR wavelength division based on CIE recommendation

Name Wavelength range µm
IR-A 0.78 - 1.4
IR-B 1.4 - 3.0
IR-C 3.0 - 15

IR is also subdivided as follows: Near-infrared (NIR), Shortwave-infrared

(SWIR), Midwave-infrared (MWIR), and Longwave-infrared (LWIR) and Far

Infrared (FIR). Out of these divisions, LWIR and FIR constitute the part of the

spectrum referred to as thermal infrared (TIR) [10, 15].
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Table 2.2: Common IR wavelength division [10]

Name CIE Wavelength range Usage

NIR IR-A DIN 700nm - 1000nm Fibre-Optic telecommunications
SWIR IR-B DIN 1000nm - 3000nm Long-distance telecommunications
MWIR IR-C DIN 3000nm - 5000nm Guided Missile technology
LWIR IR-C DIN 8000nm - 14000nm Thermal Imaging

Thermal images visually display measured amounts of thermal radiation emitted,

reflected and transmitted within an area. The appearance of objects in the image

is affected by multiple sources of thermal radiation, the object’s properties and its

surrounding. When Electromagnetic radiation (EMR) hits an object, some of it

is absorbed, reflected and/or transmitted. Objects also embody thermal energy

which can be converted into EMR. The amount of thermal energy emitted from

an object depends on its temperature and the material it is made of. Emissivity is

the ratio of the emittance of an object to the emittance of a black body. A black

body, although it does not exist in nature, is defined as an object that absorbs all

the incident EMR. The materials of an object exhibit properties different in the

thermal spectrum than in the visual spectrum. For example, glass is opaque in the

thermal spectrum but is transparent under visible light. Other materials that are

reflective in one spectrum are usually not so in another. In addition, TIR cameras

emit radiation during operation which changes the final appearance of the image.

Another challenge in thermal imaging is the type of thermal camera used and

how the images are stored. Thermal cameras are of two types: cooled and

uncooled. Cooled cameras are high-end cameras with high-temperature

sensitivity that produce HD images often stored as 16-bit images to

accommodate a wide dynamic range. Uncooled cameras are less expensive with

lower temperature sensitivity and produce smaller noisier images. Thermal

cameras calibrated to measure temperatures are called Thermographic cameras.

Radiometric cameras allow access to raw 16-bit typically used to store images.

All cooled thermal cameras are radiometric cameras, but not all uncooled

cameras are. Most uncooled cameras prevent access to the raw 16-bit data and

convert the images to 8-bit data thus adjusting the dynamic range of the image
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to look visually pleasing to the eye but discarding a lot of information. While

radiometric cameras’ 16-bit images are desirable for our purposes, most of the

images in public datasets have been stored as 8-bit images.

The major advantage of a thermal camera over a visible camera is that as

thermal cameras measure emitted radiation and are independent of illumination,

monitoring can be done at night under darkness and in difficult weather

conditions. They are generally more advantageous in outdoor scenarios and at

night. However, thermal cameras are more expensive, need more technical

know-how for correct usage before operation and produce low-resolution images.

In situations where there is no marked difference in thermal emissions and

applications requiring identification of detected targets, visible cameras are more

favourable.

2.3 Image analysis and Target Detection in TIR

images

There are slight differences in image analysis when performed on visible and

thermal images. The characteristics of TIR pose challenges and also nullify

certain steps in algorithms for visible light image analysis. Some of the

differences were introduced in Section 2.2.

In visible images, there is an immediate change in appearance as illumination

changes while in thermal images, the appearance changes much slowly as emitted

radiation gradually increases or decreases. Also, objects do not cast shadows in

TIR images although emissions from highly reflective materials in the thermal

spectrum like glass and water can appear similar to shadows. Therefore, for

algorithms that depend on change such as background subtraction, the steps for

scene update and shadow removal will not be as urgent in thermal imagery as in

visible imagery.



Chapter 2. Literature Review 17

Objects in the visible spectrum can easily be differentiated by their colour and

are commonly displayed in the RGB (Red-Green-Blue) colour space. When

visualised as histograms, three histograms provide information on how much red,

green and blue are found in the scene. However, in the thermal spectrum, colours

are useful only when they correspond to differences in temperatures or the

property of materials in a scene. TIR images are commonly mapped to grayscale,

but other colour maps exist also (see Fig. 2.2 ). The histogram of the TIR image

corresponds to the amount of emitted radiation detected in the scene.

(a) Iron (b) Gray (c) Rainbow

Figure 2.2: Visualising images under different colourmaps [15]

Although RGB images can be converted to grayscale images, they still do not

show the same information as Infrared images. Fig. 2.3 shows the same scene

captured using a visible camera and an infrared camera. The visible-light image

has been converted to grayscale in Fig. 2.3 (b) and the histogram of the grayscale

visible-light image and infrared images are shown in Fig. 2.3(d) and Fig. 2.3(e)

respectively.
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(a) RGB image

(b) RGB-turned-Grayscale image (c) Infrared image

(d) Histogram of RGB-turned-Grayscale (e) Histogram of Infrared image

Figure 2.3: Comparing visible image and infrared image [26] with their
corresponding histograms. It can be observed that from the histograms that
both images show disparate and disjoint information even though the visible

colour image was converted to grayscale
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2.4 Pedestrian Detection in Thermal Imaging

Pedestrian detection is one of the key tasks in the field of video surveillance as it

provides necessary information for various activity tracking and behaviour

understanding applications. Manual methods of detection are time-consuming

and fraught with a high rate of missed detections while employing the necessary

manpower to make up for the short attention span of humans is an expensive

endeavour [6, 7]. Thus, efficient and accurate computer-automated methods in

this regard are of high importance.

The pipeline for pedestrian detection in TIR images largely consists of steps to

extract likely regions containing pedestrians and steps to discriminate between

pedestrians and non-pedestrians within these regions Thus, it can be considered

that there are two stages for pedestrian detection: Candidate Generation and

Validation.

2.4.1 Candidate Generation

Candidate generation is directly responsible for the rate of true positive

pedestrian detections. The two common techniques used in the thermal domain

are thresholding and background subtraction while those based on saliency have

also been found to be useful.

2.4.1.1 Thresholding techniques

Thresholding techniques rely directly on the differences in intensity values of the

pixels in the image. Region-of-interest (ROI) extraction is carried out by applying

a threshold to classify image pixels into those which belong to the target and

those which belong to the background; one class of pixels will have intensities

lower the threshold while the other class will have intensities equal to or higher

than the threshold. Let I(c, d) represent an image and B(c, d) be the image after

thresholding. B(c, d) is defined as
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B(c, d) =

1, if I(c, d) ≥ T

0, otherwise

(2.1)

where T is the threshold value. Thresholding algorithms fall into two categories:

parametric and non-parametric. Parametric algorithms obtain the threshold by

parameter estimation. Non-parametric algorithms optimise an objective function

for threshold selection. Both approaches may or may not assume or approximate

distributions for the image histogram. Therefore, the innovation of methods in

this category is either in the formulation of new threshold criteria to select an

optimal threshold T and/or a new histogram approximation for the image.

Parametric methods produce excellent results when the assumed or approximated

distribution of the histogram fits the image or dataset under consideration as the

parameters are calculated based on the input image under study. Rajkumar and

Mouli [27] proposed an algorithm consisting of steps to suppress the background

and highlight the foreground pixels before employing local adaptive thresholding.

The background is suppressed by subtracting the peak intensity of the histogram

from each pixel value in the image whose value is greater than the peak intensity

value. This process, in addition to suppressing the background, increases the

image’s signal-to-noise ratio (SNR). The foreground is highlighted by a special

high-boost filter to improve the edges of the targets. The adaptive threshold is

designed from the parameters (µ and σ) of the Gaussian distribution. An upper

and lower limit threshold is calculated from the mean µ, the variance of the image

σ together with an adaptive parameter k calculated using entropy. The pedestrian

pixels are determined to be those that lie between the calculated upper and lower

threshold limit. Let B(c, d) be the image after adaptive thresholding. Its definition

was given as

B(c, d) =

0, if Thl ≤ Imod(c, d) ≤ Thu

1, otherwise

(2.2)
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where Imod(c, d) is the image after background suppression, Thl = µ − kσ and

Thu = µ + kσ are the upper and lower threshold limits and

k =
∑L−1

i pf (i) log2 pf (i).

Wu et al. [28] calculated the two threshold limits for binarisation by analysing the

image histogram; a low threshold Tl to eliminate cold regions and a high threshold

Th to eliminate overly bright regions. They are given as follows

Tl = Ipeak −
Imin
Imean

σ (2.3)

Th = Ipeak −
Imax
Imean

σ (2.4)

where Ipeak is the peak pixel value of the distribution, Imin and Imax are the

minimum and maximum pixel values of the frame under consideration respectively,

Imean is the mean and σ is the standard deviation of the frame pixel values. The

binary image, B(c, d) is given as follows

B(c, d) =

255, if Tl ≤ I(c, d) ≤ Th

0, otherwise

(2.5)

where I(c, d) is the input image.

Manda and Kim [29] put forward a formula for determining the optimal

threshold for detecting objects in infrared images by approximating its histogram

to the transient response of the first-order linear circuit. Following the

observation that high-temperature regions correspond to foreground and object,

they split the image histogram into two and model the second part of the

histogram containing high gray level values as the transient response of the

source-free first-order linear circuit given as

y = y(t0)e
−t(t−t0)/τ (2.6)
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where y(t0) is the response of the system at initial time t0. Therefore, the optimal

threshold after histogram approximation was determined as

T = im + τ ln

(
hm − hL−1
hT − hL−1

)
(2.7)

where im is similar to initial response time at t0, hm is similar to the response at

y(t0) and hL−1 is similar to the response at the final time y(t1).

It is important to use the properties of the image to increase true positives.

Parametric approaches can easily become are too image (dataset)-dependent.

This is because it is difficult to generalise an algorithm when it has been

specified for a particular set, but easier to specify an algorithm that has been

created for a generalised purpose. Also, the parametric approach can be found to

involve intensive computation and is not as accurate and robust as the

non-parametric approach [30].

Non-parametric thresholding algorithms like [31–38] produce unbiased solutions

useful in a wide array of applications and easily adaptable because the distribution

of the histogram is not always explicitly assumed or approximated as in parametric

approaches. Li et al. [30] find that the method by Otsu [31] and Hou et al. [33] do

not perform satisfactorily on images whose object and background distributions

are similar, as commonly found in thermal images. They propose a new criterion

to separate an image with similar standard deviations into two parts making it

more applicable to infrared images. The criterion was formulated as

J(t) = min(σ1(t), σ2(t)) (2.8)

and the optimal threshold determined as

T = arg min
t∈[0,L−1]

J(t) (2.9)
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Wu et al. [38] proposed a new criterion for finding the optimal threshold by

modelling the object and background as normal cloud classes and constructing a

criterion that compares the hyper-entropies of both cloud class models. The cloud

model used assumes that the object and background distributions follow a normal

distribution, and the hyper-entropy of each cloud model measures how much each

class deviates from a normal distribution. The criterion aims to partition an image

into two parts having high intraclass and low interclass similarities. The criteria

based on the normal cloud model was formulated as

J(t) = max(Heb(t1),Heo(t2)) (2.10)

where Heb(t1) and Heo(t2) are the hyper-entropies for the background and object

classes respectively and the optimal threshold was determined as

T = arg min
0<T≤L−1

J(t) (2.11)

Minimum Cross-Entropy algorithms [34–37] have drawn the attention of

researchers because determining the threshold of images by comparing an image

with its binary image produces promising results. Li and Lee [34] linearise the

two images so that elements for comparison in both images are from the same

location in the image, and they apply constraints to ensure that the distribution

of the thresholded image follows closely that of the original image thus

eliminating the need to assume the distribution of the histogram of the image.

They formulated a criterion as follows

η(t) = −m1a(t) log(µa(t))−m1b(t) log(µb(t)) (2.12)

where −m1a(t) and −m1b(t) are the first moments of the object and background

portions of a thresholded histogram with the range of gray level within [1, L −

1)] and µa(t) and µb(t) are the means for the object and background portions

respectively. The optimal threshold was determined by



Chapter 2. Literature Review 24

T = arg min
0<T≤L−1

δ(t) (2.13)

Brink and Pendock [36] proposed the metric form of cross-entropy for threshold

selection by imposing symmetry on the true (non-metric) cross-entropy formula

to become

HCE(T ) =

[
N∑
i=y

µ0(T ) log
µ0(T )

g(i)

]
gi≤T

+

[
N∑
i=1

µ1(T ) log
µ1(T )

g(i)

]
gi>T

(2.14)

where µ0(T ) and µ1(T ) are the means of the above and below threshold portions

of the image histogram and g is the distribution of the original grayscale image.

In their work, the probability distribution is taken to be the normalised values of

the histograms at each gray level.

Some minimum cross-Entropy algorithms for threshold selection assume a specific

distribution for the image. Pal [35] assumes the data follows a mixture of Poisson

Distribution. His work aimed to emphasise that when applying the minimum

cross-entropy principles to images, the original image and the thresholded images

must, indeed, be probability distributions and not simply a collection of gray

levels, otherwise, the resulting algorithm cannot be called a ”minimum cross-

entropy algorithm for thresholding”. The results, however, produced similar and

sometimes poorer results to those in [34] due to the specific distribution chosen to

model the image data.

The works reviewed so far using minimum cross-entropy were carried out on

visible images. Minimum-cross entropy algorithms have not been utilised in TIR

image analysis extensively and even less for pedestrian detection. However, it

offers a great deal of flexibility that serves the purpose of this study which is to

adapt visible light algorithms to IR images. One of its flexibilities is that it is not

necessary to assume a specific distribution for the image histogram. This is
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important for robustness because different conditions affect the appearance of IR

images, and the distributions will be different corresponding to these conditions

[39].

Lei et al. [40] use of maximum entropy for threshold selection in infrared images.

Given the target entropy as Htar and background entropy as Hbkg, let φ represent

the sum of the target and background entropy as follows

φ(th) = Htar +Hbkg (2.15)

Maximum information is obtained by maximizing φ(th) and the value of th at

that point is the optimal threshold. After thresholding the image, they proceed to

post-processing using morphology to eliminate noise and other obvious erroneous

regions before obtaining the final extracted candidate regions.

2.4.1.2 Background Subtraction techniques

To reduce the dependence on intensity values for pedestrian detection, candidate

regions are also generated by detecting moving regions. Optical Flow-based

methods and Background Subtraction are commonly used for detecting moving

objects in visible light images, and of the two, background subtraction is less

computationally expensive [41].

The general procedure for Background Subtraction is to, first, create a model of

the expected background, called background initialisation and then, to perform a

comparison of the model with each frame in the video using a similarity function.

This comparison is where the ”subtraction” of background lies as the similarity

function determines which pixels are labelled as likely pedestrian regions thus

creating a Difference image. The innovation of methods in this category is usually

in the background initialisation step of the technique.

Background initialisation is part of Background Subtraction that seeks to obtain

an image that, when ”subtracted” from each of the video frames, improves the
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accuracy of detecting pedestrians in the scene. Ideally, the modelled background

should contain no pedestrian so that any difference between the model and video

frame is attributed to the pedestrian. Although many of the problems of

background subtraction in visible imagery are nullified by the characteristics of

IR images such as lighting changes and shadow removal, the problem of

motionless pedestrians persists.

Jeon et al. [42] made use of temporal averaging over a sequence of images to

obtain an initial background image that may still have pedestrians present. To

ensure that pedestrians are totally eliminated, they proceed to find the humans

present by applying a local max filter based on the consideration that

pedestrians have a higher intensity value compared with the background. Next,

they experimentally determine a threshold to binarise the image. With the

humans detected, they apply a final procedure to erase them by linear

interpolation with regions in the immediate vicinity. Although they obtain good

results, there is still a high dependence on the intensity difference between

pedestrian and background.

Jeyabharathi and Dejey [43] made use of frame differencing and reflected

symmetrical pattern (RSP) to construct a background model. Frame differencing

was used to detect the moving regions and the boundary of objects in the image.

RSP provides geometrical information used in lieu of colour and gradient

information. An object is said to possess reflectional symmetry when its

reflection across a line appears as a mirror image. After frame differencing, the

resulting image is divided into blocks and the RSP for each block is calculated.

Younsi et al. [44] made use of an adaptive Gaussian Mixture Model background

subtraction method. The background distribution is chosen by sorting the

distributions of the mixture model in descending order based on the ratio of the

weight assigned to each distribution and its covariance matrix. Connected

Component labelling is employed to improve the results of the background

subtraction by discarding regions less than the size of the pedestrian in the scene.
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2.4.1.3 Saliency-based Methods

Saliency maps are used to augment the information present in images. They

guide the algorithm towards areas where more emphasis should be placed. This is

done by increasing or decreasing feature weights. Candidate ROI generation using

saliency algorithms can be grouped into two groups: bottom-up and top-down.

Bottom-up approaches make use of the low-level features in the image relating to

contrast such as colour, texture and orientation while top-down methods involve

high-level features and prior knowledge.

State-of-the-art bottom-up saliency methods in visual imaging commonly used in

IR imaging include those in [45–48]. Itti et al. [45] employ Difference of Gaussians

(DoG) to determine centre-surround contrast regions. Harel et al. [46] put forward

the Graph-based visual saliency (GBVS) which is an extension of Itti’s method

where normalisation is, instead, done using a graphical approach. Hou et al.

[47] put forward the spectral residual (frequency domain processing) approach

to saliency detection. Achanta et al. [48] put forward a frequency-tuned salient

region detector that outputs a saliency map that is the same size as the image and

with the detected salient regions having well-defined boundaries.

For pedestrian detection in IR imaging, Cai et al. [49] proposed a saliency mapping

that fused local and global cues to overcome the shortcomings of the GBVS model

[46] when used on IR images. The GBVS model calculates saliency based on local

contrast while a spectral scale [47] is applied to calculate global saliency. The

results of this method showed that pedestrians and vehicles have high saliency.

Lahouli et al. [50] put forward a hotspot ROI extraction algorithm for pedestrian

detection that combines wavelet contrast enhancement with frequency-tuned

saliency mapping [48]. The original image is first filtered with a Gaussian filter

to eliminate high-frequency distortions before it is sent for contrast enhancement

and saliency mapping. The output of the contrast enhancement and saliency

detection modules are merged using their geometric mean and then binarised.
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Yu et al [51] combined bottom-up and top-down methods in their framework. For

the bottom up-model, they made use of the GBVS model [46] to extract ROIs

based on the patterns of temperature where high-intensity values correspond to

high temperatures. Unlike Itti’s method and because they are dealing with IR

images, they extract only two feature maps: luminance and orientation. For

the top-down model, they introduced a gaze map to optimise the feature block

selection used to create the HOG feature vectors.

Rajkumar and Mouli [52] employed an entropy and energy-based saliency mapping

technique. The image is divided into block sizes of 15x15 and for each block, the

local entropy lent and local energy leng are calculated. The global entropy gent

and global energy geng are also calculated for the whole image and the saliency

map is obtained as follows

Iblock =

1, if (lent > gent) & (leng > geng)

0, otherwise

(2.16)

where Iblock is the value assigned to each 15x15 image block.

Bottom-up approaches are more popular in the TIR domain than top-down

approaches. This may be because top-down approaches are computationally

expensive and inefficient for IR imaging [51]. Nonetheless, several authors

[53–59] still make use of this approach to suppress background and highlight

pedestrians features for training.

Heo et al. [53] and Truong and Kim [58] adapt the Boolean Map-based saliency

(BMS) model from [60] for the pedestrian detection at night in IR images.

Unlike the study with visible images in [60], only the luminance channel is

enumerated as the feature channel in [53]. Also, the proposed algorithm took

into consideration the changes in the contrast between the pedestrians and the

road caused by changing weather conditions.

In [58], the feature channels are thresholded versions of the original image and the

initial saliency map is a weighted sum of these versions. The final map is produced
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by refining the initial map with thresholding, morphological area opening and

Gaussian filtering. They create an improved version of the Otsu energy function

for thresholding the IR image. The original Otsu objective function is given as

k∗ = arg max
0≤k≤255

{φ1(k)µ2
1(k) + φ2(k)µ2

2(k)} (2.17)

and the improved version which highlights small salient regions includes entropy

ψ is given as

k∗ = arg max
0≤k≤255

{ψ(k)φ1(k)µ2
1(k) + φ2(k)µ2

2(k)} (2.18)

where k∗ is the optimal threshold, φ1 and φ1 are the class occurrence probabilities

and µ2
1 and µ2

2 are the mean class pixel values.

Chen and Shin [57] introduced an attention mechanism to an encoder-decoder

convolutional neural network to re-weight features generated by the decoder

module. Rahman et al. [59] make use of a saliency map generated by the deep

saliency network (PiCA-net) in [55].

2.4.2 Candidate Validation

After the extraction of likely pedestrian candidate regions, the next step is to

distinguish real pedestrians from similar regions. Current efforts make use of

unsupervised or supervised approaches.

2.4.2.1 Unsupervised methods

Unsupervised candidate validation uses known or calculated physical properties of

the pedestrians to separate them from non-pedestrians with similar properties.

The commonest property is the aspect ratio of the pedestrians which assumes that

the humans are standing or in motion (walking, running, jogging). Caballero et al.
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[61] combines the width to height ratio property with the standard deviation of the

ROIs to distinguish pedestrians from incandescent regions. Pedestrians typically

have higher standard deviation because heat distribution is not uniform across the

entire body; uncovered parts of the body like the head tend to be brighter than

covered parts. The authors also require that the containing area of pedestrians

must be above a determined minimum area for discrimination.

Younsi et al. [44] proposed a global similarity function that uses the sum of

sub-similarity functions to discriminate between human moving objects and non-

human moving objects. A similarity threshold is established such that extracted

regions of interest are classified as follows

“Human”, if (Sglobal ≥ Thsim)

“Non− human”, otherwise

(2.19)

where Sglobal is the sum of the sub-similarity functions and Thsim is the similarity

threshold. The sub-similarity functions include aspect ratio,

foreground/background similarity ratio, overlapping similarity ratio, spatial

distance between regions, and star-skeleton similarity function.

2.4.2.2 Supervised methods

The methodology for supervised validation includes feature extraction, training

and testing. Whether feature extraction is a separate step in the methodology

depends on the classifier framework. The most popular feature used in thermal

imaging for pedestrian detection is the Histogram of Oriented Gradients (HOG)

[62]. The use of these features corresponded with the use of Support Vector

Machine (SVM) for classification [63]. Other features and/or classifiers pairs

have been proposed. The innovation in this category is in the feature developed

and in favourable classifier pairing. Although recent efforts are moving towards

the use of convolutional neural networks (CNN) where features representation is



Chapter 2. Literature Review 31

an inherent part of the training framework, feature representation is still a

challenge for thermal imaging.

Wei et al. [64] combined HOG features with geometric characteristics of the

training samples such as the ratio of bright pixel to total pixels, mean contrast

and standard deviation and performed classification with Linear kernel SVM.

Rajkumar and Mouli [65] combined HOG with Local Directional Pattern (LDP)

and also performed classification with Linear kernel SVM. Baek et al. [66]

developed a new HOG-based feature to handle the specific problems of

pedestrian detection in TIR images as it incorporates not only thermal gradients

but pixel intensities and their spatial locations. Classification was performed

with Additive SVM. The computational cost of SVM increases as the number of

candidates increases [40].

Li et al. [67] developed a mid-level feature to capture correlations among pixel-

level features in addition to contrast and spatial pixel-level differences and pair

this feature with a Principal Component Analysis (PCA)/SVM classifier. PCA is

used for dimensionality reduction of the feature map which is then fed into the

SVM classifier for discrimination. Their method was developed to overcome the

problems of background subtraction in [16]. The performance depends on number

of principal components chosen such that if the image is clear with good contrast,

a larger number of principal components is required, and vice versa. Their future

work involves looking for sparse features for thermal image representation.

Lei et al. [40] made use of Random Forest classifier with feature vector created

using wavelet transform. Their method was compared with HOG+SVM [62] and

showed improvements in the detection rate. They conclude the HOG is not a

suitable feature for TIR because the images do not have the sufficient gradient

information necessary for good performance of HOG.

Park et al. [68] proposed a CNN-based classifier with three input channels for

fine-grained pedestrian detection. The input channels take in the original image,

a Difference image from the previous frame and a background subtraction mask.

They modified the output stride of the ResNet to accommodate pedestrians
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occupying only small areas in the image and they used a weighted cross-entropy

loss function to balance the skewed nature of IR image histograms where the

background pixels are close to 99% of all the pixels in the image.

Chen et al. [57] developed an attention-guided autoencoder network that includes

a skip-connection block. The function of this block is to combine features from

the encoder-decoder modules such that contextual information is increased for

robust and distinguishable features in IR images with low SNR and resolution.

The method was able to detect pedestrians when the brightness values between

the pedestrians and background were close but was limited by occlusions which,

sometimes, resulted in false detections.

You Only Look Once (YOLO) is a deep learning algorithm that has achieved

state-of-the-art as an object detector in visible images. Several studies

[20, 53, 69–71] have been carried out on TIR images using various versions. Heo

et al. [53] used tiny YOLOv2 for classification and adapted the framework to

enhance pedestrians in IR images by adopting ABMS as the hand-crafted kernel.

Huda et al [69] employed YOLOv3 to study the effect of transfer learning from

visible images to the thermal domain to solve the problem of lack of large

datasets for training deep models. My et al. [70] adapt a pre-trained YOLOv3

object detector to pedestrian detection in IR images by applying a generative

data augmentation strategy. They use less than 50% real IR images for training

and supplement with synthesised images. The synthesised images are created

using a Least-squares Generative Adversarial Network. Li et al. [71] propose an

improvement to YOLOv5 called YOLO-FIRI to include IR image features such

that the network is forced to learn more discriminative features and small

infrared object detection accuracy is improved.

2.5 Summary

This review presents several points for consideration. Firstly, Thermal Infrared

(TIR) images are desirable in video surveillance because they can ”see” in
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situations where visible light cameras cannot. Both modalities measure and

display different quantities, therefore, a direct application of state-of-the-art

algorithms that perform excellently on visible images will not achieve similar

results on TIR images.

Secondly, Thermal cameras are useful as soon as there is a marked contrast between

the target and the rest of the scene. Although this marked contrast, which refers

to the difference in infrared emission level among objects in the scene expressed

as pixel intensity when converted to digital images, can also be combined with

motion and other geometrical properties for discrimination, it remains the foremost

consideration. It can be seen that a lot of effort is being made to reduce the

dependence on pixel intensity, contrast is always used as a boost, even in supervised

methods.

Furthermore, algorithms for any particular task should have low computational

requirements and be robust to images acquired under different conditions and

different devices, but the balance of these two requirements must be determined

by the level of accuracy achieved. Some authors choose low-cost computation

techniques applicable to one public dataset and/or one private dataset with high

accuracy while other authors choose high computation cost techniques applicable

to several datasets with lower accuracy. As will be observed in Chapter 4 when the

results are presented, detection accuracy reduces as the computational complexity

of the algorithm increases. However, it is difficult to say whether this is a negative

or positive outcome because algorithms at the two ends of the spectrum (low and

high computational cost) generally do not use the same dataset for performance

evaluation, and also, because the performance of models across different datasets

depends on the similarity to the training data [20]. The question is, “given the

nature of infrared images and the differences in image quality and sensitivity of

thermal cameras, how much robustness is required from a proposed algorithm?”,

where robustness refers to high accuracy across different datasets. The answer to

this question may lay in defining the limits of the study.
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In this study, the aim is to detect pedestrians in surveillance videos whenever the

output of thermal infrared cameras has more advantage over those from visible

cameras. This means that thermal cameras are only considered as substitutes for

visible cameras and in extreme weather conditions where the pedestrian is

indistinguishable from the road or the rest of the background, the

recommendation will be to use data from visible images or fuse them with

thermal data for pedestrian detection. Also, applications in advanced driver

assist systems (ADAS) and autonomous driving are excluded from the scope.

Within this limit, robustness will be shown based on accuracy despite

advancements in thermal camera technology under different acquisition

conditions. With regards to computation time, the aim is to find a balance

between low and high computation cost algorithms without losing accuracy.

The proposed methods formulated in this research will be presented in Chapter 3.

In the proposed methods for candidate region generation, histogram distribution

is not assumed or approximated to increase applicability across TIR pedestrian

detection databases for surveillance. For the semi-supervised candidate validation

where a model is assumed for each class, the information for building each class

model will be user-specified to ensure data dependence.
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Materials and Methods

3.1 Introduction

Details of the candidate generation and validation techniques for pedestrian

detection in Thermal Infrared (TIR) images formulated in this research are

presented in this chapter. The first candidate generation technique proposed is

an Entropy-based histogram modification algorithm and the second is a

Background subtraction method featuring a 2-Frame Background Initialisation

algorithm. The candidate validation technique presented is a motion-constrained

Graph Cut -based framework. Preceding these sections will be details of the

dataset used in this research.

3.2 Dataset

The TIR surveillance data used in this research were obtained from four publicly

available databases namely, Ohio State University (OSU) thermal pedestrian

database [16], LITIV (laboratoire d’Interprétation et de Traitement d’Images et

Vidéo)) dataset [17], Terravic Motion IR (TMIR) database [72] and the

Linköping Thermal InfraRed (LTIR) dataset [1]. These databases were selected

many research efforts for pedestrian detection in IR have used them for

35
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evaluation and to showcase the performance of the proposed methods on older

and modern thermal cameras.

Ohio State University (OSU) thermal pedestrian database contains ten sessions

of 360 x 240 thermal images culminating in a total of 284 frames each having an

average of 3-4 people. A Raytheon 300D thermal sensor with a 75mm lens camera

mounted on an eight-storey building was used to capture the scene. Each video

sequence contains a comprehensive description of the weather conditions under

which they were acquired. Ground truth is also available in the form of bounding

boxes for each pedestrian detected in the scene.

Figure 3.1: Sample images from OSU database showing the ground-truth
bounding boxes

LITIV dataset contains 9 sequences of 320 x 240 thermal videos captured at 30

frames per second with different zoom settings from relatively high altitudes and at

different positions culminating in a total of 6325 frames of lengths varying between

11s and 88s. Ground-truth was provided in the form of foreground binary masks.

Sample images are shown in Fig. 3.1.

Image Groundtruth Mask Image Groundtruth Mask

Figure 3.2: Samples from LITIV database showing the image and ground-
truth binary mask

TMIR database features 18 thermal sequences with 8-bit grayscale JPEG images

of size 320 x 240 pixels taken with a Raytheon L-3 Thermal Eye. Eleven sequences
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were chosen from the Outdoor Motion and Tracking (OMT) Scenarios. Ground

truth was not provided for this database. Sample images are shown in Fig. 3.3.

Figure 3.3: Sample images from TMIR database

The LTIR dataset consists of 20 thermal IR sequences featured in the Visual Object

Recognition challenge 2015. Sequences pertaining to pedestrian detection were

chosen. Each sequence in the database features a different scene. Groundtruth

was provided in the form of coordinates. Sample images are shown in Fig. 3.4.

Figure 3.4: Sample images from LTIR database

3.3 Entropy-based histogram modification

algorithm

This section presents a novel histogram specification algorithm based on entropy

for pedestrian candidate generation in infrared images. In simple terms, Histogram

specification is used to transform or modify a histogram to a desired or ”specified”

shape. However, rather than a transform, this research presents a strategy for

achieving the desired goal but unknown shape. Histogram modification is used

interchangeably with Histogram Specification.

By considering an image as a random variable m with a probability distribution

function Pm(w) specifying the probability that the value of the random variable



Chapter 3. Materials and Methods 38

will be less than or equal to w, a transformation is function T that maps m to

a new random variable n having a probability distribution of PT ·m(w). The task

of histogram specification algorithms in this regard is to find a transformation T

such that T · m has a desired distribution Pd(w). Therefore, given the original

image m and the desired histogram Pd(w), the task is to find a T such that

PT ·m(w) is metrically (or in some other sense) similar to Pd(w). The problem is

that it is difficult to predict the desired histogram because the exact range within

the histogram to localise the pedestrians is not known; there is only a general

idea that pedestrians are typically warmer than most objects in thermal video

streams because the human skin emits (radiates) infrared energy at an almost

perfect emissivity rate of 0.98 where 1 is the value of the perfect radiator [13].

Therefore, the information being sought is toward the right side of the histogram.

The question is ”how much to the right?” and ”how will this movement to the

right be guided?”. Thus, rather than a transformation T , a strategy is used for

increasing information loss that transforms the histogram of the original image

into that of our desired goal and outputs an image with likely pedestrian candidate

regions and minimal background.

Generally, there is loss of information when transforming m by T which means

that constraints are usually included to compromise between the degree of

similarity between PT ·m(w) and to Pd(w) and the loss of information. While

information loss is generally undesirable, it is desirable in this study because it

simulates the effect of reducing the sensitivity of the thermal sensors which

reduces details in the infrared images. Sensitivity reduction enables easier

pedestrian region detection. As mentioned earlier, the radiometric resolution of

the infrared images is dependent on the sensitivity of the thermal sensors and is

quantified as dynamic range. With respect to thermal imaging, the dynamic

range of a scene is the ratio of the hottest to the coldest region in the scene. The

dynamic range of the camera is the ratio of the highest to lowest temperature the

Focal Plane Array (FPA) or thermal sensors are capable of detecting. Sensitivity

reduction is achieved by reducing the width between the highest and lowest

infrared emission the FPA or thermal sensors is capable of detecting so that a
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narrower dynamic range from the camera is mapped to a wider dynamic range

on the display. The effect of imitating sensitivity reduction is shown in Fig. 3.5.

It can be seen that by finding the range of intensities within which the hand lies

and remapping that range to a wider range, pixels of the accessories on the hand

(ring and hand-band) become saturated leading to fewer details. Saturation

means that information is lost for pixels lower or higher than the minimum and

maximum intensity range within which the hand lies.

Figure 3.5: Manual sensitivity reduction forces pixels below and above the
minimum and maximum values of the manually selected range for the hand
to become saturated thereby reducing the details within the hand (a) original
image and histogram (b) a chosen range within which the hand lies (best viewed

in colour) (c) adjusted image and readjusted histogram

While Fig. 3.5 was done manually, the proposed algorithm described in this section

aims to do it automatically by combining histogram equalisation and minimum

cross-entropy for threshold selection for the new dynamic range. The success of

the method lies in the fact that Entropy is more when information is uniformly

distributed. By increasing the entropy within the human regions, that is sensitivity

reduction, the areas of lower entropy are iteratively eliminated until the desired

Figure 3.6: The result of using the proposed method on the hand image. (a)
Input image (b) Output image
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goal is attained. Histogram equalisation is responsible for increasing the entropy

within the human regions while minimum cross-entropy provides the criteria for

subsequent histogram modification until convergence is reached. Applying the

proposed method on the image in Fig. 3.5 produces the result shown in Fig. 3.6.

An outline of the proposed framework is shown in Fig. 3.7 and is also based on

the principle of minimum cross-entropy but it is unlike previous methods [34–

37, 40, 73] in three ways.

Figure 3.7: Overview of the proposed Entropy-based histogram modification
method

First, rather than using the image in its original form, the image’s histogram is

equalised to become uniformly distributed. This is an important step because

entropy increases when information is uniformly distributed and as the proposed

strategy involves information loss, it is necessary to maximise, as much as

possible, the entropy of the areas to be kept. Also, it was found that equalising

the image provides a spatial cohesiveness to the infrared image which is

necessary for the success of the iterative nature of the proposed algorithm.

Secondly, given the wide dynamic range of infrared image, the sensitivity of the

image was iteratively reduced. Furthermore, the algorithm is ”guided” towards

the right side of the histogram by making all the pixels intensities in the
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equalised image less than the intensity at the minimum cross-entropy tCE equal

to zero. Therefore, at each iteration, the gray level at which minimum

cross-entropy is attained becomes the new minimum dynamic range value for the

image thus creating a modified histogram for the next iteration until the

previous and current minimum value become equal. Thirdly, several algorithms

rely on normalizing the pixel intensity to provide a measure of the probability,

but histogram equalisation achieves the same effect. Therefore, the known

probabilities w(xi) are the equalised pixel intensity values of the original image.

3.3.1 Histogram Equalisation

The mathematical foundation of histogram equalisation is based on the idea that

pixels in the original and equalised images can be regarded respectively as

continuous random variables H and N in the range of graylevels [0, L − 1] and

the normalized histogram as probability density function (PDF) [74]. It is a

transform T of H into N which spreads gray levels over the entire scale and each

gray level is allotted an equal number of pixels. Therefore, Y is defined as

N = T (H) = (L− 1)

∫ H

0

pH(h)dh, (3.1)

where pH is the PDF of the original image. T , therefore, is the cumulative

distribution of H multiplied by (L− 1).

The histogram hf of an image f with L gray levels in the range [0, 255] is given

as

hf (l) = nl (3.2)

where nl is the number of pixels with l graylevel. If the image has m pixels in

total, the normalised histogram pf is calculated as

pf (l) =
hf (l)

m
(3.3)
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where l = 0, 1, ..., L− 1. Given the graylevel l, this is equivalent to dividing each

gray level nl by the total number of pixels in the image m. Given the intensity k,

the histogram equalised image w of f can then be defined by

w(k) = floor((L− 1)
k∑
l=0

pf (l) (3.4)

3.3.2 Histogram Specification

3.3.2.1 Cross-Entropy

Let the original image be the prior distribution with known probabilities w(xi).

Cross-entropy HCE(b, w) is the average number of bits needed to encode data with

distribution b(xi) when modelled with distribution w(xi) [75] and is defined as

HCE(b, w) =
∑
i

b(xi) log
1

w(xi)
= −

∑
i

b(xi) logw(xi)

and can be written as

HCE(b, w) = HE(b) +DKL(b||w) (3.5)

where

HE(b) = −
∑
i

b(xi) log b(xi)

is the entropy of the distribution b and

DKL(b||w) =
∑
i

b(xi) log
b(xi)

w(xi)

is the Kullback-Leibler (K-L) divergence of distributions b and w defined as the

excess code over the optimal code needed to represent data because it was modelled
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using distribution w instead of the true distribution b [75]. The value of HE(b) in

equation (3.5) is fixed and during minimization reduces to an additive constant.

Therefore, the cross-entropy reduces to

HCE(b, w) =
∑
i

b(xi) log
b(xi)

w(xi)
(3.6)

subject to

∑
i

b(wi) =
∑
i

w(xi) (= 1)

3.3.2.2 Minimum Cross-Entropy for minimum range value selection

The minimum range value selection problem can be posed as the choice of the

best distribution estimate for an event with unknown probabilities. Let the event

with unknown probabilities b+(xi) be the modified image where xi refers to the

graylevel of the image pixels or the number of bins in the image histogram. The

problem is to choose a distribution b that best estimates b+ given what is known.

The solution to the problem is the distribution having expected values that fall

within the bounds or equal to the known values thereby satisfying certain

learned expectations
∑

i b
+(xi)md(xi) or constraints. However, there is an

infinite set of distributions that satisfy the constraints. Information is a measure

of one’s freedom of choice in making selections [76] and thus, entropy, a measure

of information, becomes necessary. The principle of maximum entropy, which

states that the distribution of choice, from all that satisfy the constraints, is the

one with the largest entropy is the prescribed solution for solving such problems.

However, in situations where a prior distribution that estimates b+ is known in

addition to the learned expectations, the principle of minimum cross-entropy, a

generalisation of the maximum entropy principle, applies. The principle of

minimum cross-entropy states that of all the distributions b that satisfy the

constraints, the distribution of choice is the one with the smallest cross-entropy

[77].
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The unknown probability distribution b is determined from that of the equalised

original image w and can be described using two probability measures µ0(T ) and

µ1(T ) which are the below- and above-threshold means of the equalised original

image respectively. These expectations are summarised as

(i) b(xi) ∈ {µ0(T ), µ1(T )}

(ii)
∑

w(xi)<T

w(xi) =
∑
i<T

µ0(T )

(iii)
∑

w(xi)≥T

w(xi) =
∑
i≥T

µ1(T )

(3.7)

which allows for the determination of µ0(T ) and µ1(T ) as

µ0(T ) =
T∑
i=y

ipi

µ1(T ) =
z∑

i=T+1

ipi

(3.8)

where y and z are the lowest and highest graylevels present in the equalised original

image respectively, T is the candidate threshold value and pi is the probability of

gray level i given by:

Pi =
mi

N
(3.9)

where mi is the number of pixels having graylevel xi and N is the total number of

pixels making up the image. Therefore,

i=z∑
i=y

w(xi) =
i<T∑
y

µ0(T ) +
z∑

i≥T

µ1(T ) (3.10)

Hence, the Cross Entropy from equation (3.6) becomes
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HCE(b, w) =
T∑
i=y

µ0(T ) log

(
µ0(T )

w(xi)

)

+
z∑

i≥T

µ1(T ) log

(
µ1(T )

w(xi)

) (3.11)

and the pixel intensity value which chosen corresponds to the minimum Cross

Entropy and is given as

tCE = arg

(
min
y<T≤z

{HCE(b, w)}
)

(3.12)

which is the minimum range value.

3.3.2.3 Histogram Adjustment

Let tn−1 be the previous tCE and tn be the current tCE. The decision on whether

the distribution b is the final distribution is determined by if tn−1 = tn where tn−1

and tn is the previous and current tCE respectively. Consider an image f with

histogram hf with L gray levels and l = 0, 1, 2, ..., L − 1. After each iteration, if

tn−1 6= tn, all l < tCE are set to zero which readjusts the dynamic range of the

image. Thus, a new tCE, referred to as tn for the sake of clarity, can be calculated

as

tn = arg

(
min

tn−1<T≤z
{HCE(b, w)}

)
(3.13)

and compared to tn−1. This means that at every iteration, a different histogram-

adjusted image takes the place of the original w in Eq. 3.12 and the minimum

range value using minimum cross-entropy is re-calculated. If there is no change,

that is tn−1 = tn, the iteration stops and the resulting w is chosen as the image

containing the likely candidates.
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Figs. 3.8, 3.9, 3.10 and 3.11 show the modified histograms at each iteration for

different images from three different databases. These are the images which take

the place of the w in Eq. 3.12 at each iteration.

(a) (b) (c) (d)

Figure 3.8: Histogram Adjustment (image in000399 (Sequence 3) from LITIV
database)

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 3.9: Histogram Adjustment (image img 00014 (00002) from OSU
database)

The procedure of the proposed framework is also summarised in Algorithm 1
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 3.10: Histogram Adjustment (image 00000006 (hiding) from LTIR
database)

(a) (b) (c) (d)

(e) (f) (g)

Figure 3.11: Histogram Adjustment (image 00000005 (Saturated) from LTIR
database)
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Algorithm 1 Entropy-based histogram modification

1: Input: Input image f,
2: Output: Adjusted image w with pixels i ∈ w
3: obtain w using Eq. 3.4
4: calculate tCE from w using Eq. 3.12
5: tn ← tCE; tn−1 ← 0
6: for i ∈ w do
7: if i < tCE then
8: i← 0 // the output is a new w
9: end if

10: end for
11: while tn 6= tn−1 do
12: tn−1 ← tCE
13: Compute tCE on w using Eq. 3.13
14: for i ∈ w do
15: if i < tCE then
16: i← 0
17: end if
18: end for
19: tn ← tCE
20: // the output is a new w until the while condition is false
21: end while

3.4 Background Subtraction using 2-Frame

Background Initialisation

This section presents a novel background subtraction algorithm that features a

2-frame background initialisation algorithm for candidate generation in Thermal

Infrared images. Background initialisation builds a representation of the scene

without the targets. This algorithm proposes to create a useful background image

from two frames in the whole video.

This algorithm is based on the nature of thermal infrared (TIR) images. Firstly,

TIR footages do not change as rapidly as their visible counterparts. This means

that scenes do not suddenly become bright or become dark because, for example,

the sun suddenly came out or was hidden by a cloud. Also, the appearance of

objects does not change rapidly as the increase or reduction of thermal emissions

happens gradually. For example, a warm pedestrian standing in the rain will

gradually cool down over time beginning with the feet and hands. Secondly, some
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unwanted regions remain even after utilizing the whole video information. For

example, the work in [42] still had to detect pedestrians as having higher intensities

to totally eliminate them after averaging all the frames in the sequence. Also, some

artefacts such as halos become aggravated such as in [19] when the whole sequence

is used. Thirdly, the low resolution and noisy nature of infrared images mean that

only slight modification in the pixel values where motion is detected is necessary

to obtain a background able to detect pedestrians in the rest of the video frames.

Two frames are required because motion is used as the criteria for extracting the

regions of interest. Also, two frames are used to keep the algorithm

computationally inexpensive. Motion foster the usefulness of this algorithm in a

wider variety of images where hotspot algorithms fail such as reverse polarity

and pedestrians with non-uniform appearance.

An outline of the proposed background subtraction method is presented in Fig.

3.7. Let (Mg)0≤g≤Uk−1
represent a sequence of Uk video frames. First, a Difference

Df is obtained as follows

Dk = |Mk −Mk+step| (3.14)

where step in Mk+step refers to the number of frames between the two selected

frames.

Let G+H be the pixel-wise sum of pixels values of two images G and H, and Gc

represent the inversion of each pixel value of an image G. G+H is the “distortion

of pixel where motion is detected” mentioned at the beginning of this section.

Thus, the background image B is obtained as

B = (Dk +M c
k)
c (3.15)

Background subtraction is then carried out to generate likely candidate regions.

For each frame Mp, the likely candidates are generated as follows
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LCp = |B −Mp| 0 ≤ p < Uk−1 (3.16)

Figure 3.12: Overview of the proposed Background subtraction method

The Candidate Generation steps are summarised in Algorithm 2. Figs. 3.13 and

3.14 provide a visual on the flow of the algorithm.

Algorithm 2 Background Subtraction

1: Input: Sequence of Uk images (Mg)0≤g≤Uk−1
,

2: Output: Sequence of Uk images (LCg)0≤g≤Uk−1

3: Obtain Mk and Mk+step from sequence
4: calculate Dk using Eq. 3.14
5: calculate background image B using Eq. 3.15
6: for p← 0 to Uk−1 do
7: LCp = |B −Mp|
8: end for

Figure 3.13: Generating a background image from two consecutive video
frames
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Figure 3.14: Candidate Generation after Background Subtraction

3.5 Motion-Constrained Graph Cut

Before describing the proposed method, an introduction to Graph Cut and the type

of problem it solves is presented. Graph cut is from the family of optimisation

methods called combinatorial optimization used for solving inference problems on

discrete graphs formulated as finding the Maximum à Posteriori estimate (MAP)

of a Markov Random Field (MRF) [78, 79]. Labelling problems are inference

problems solved by combinatorial optimization. Greig et al. [80] were the first to

produce an exact MAP estimate using min-cut/max-flow theorem in [81] to solve

a binary labelling problem and were also the first to introduce Graph Cut to image

processing by applying the exact solution to image restoration. Boykov and Jolly

[24] were the first to extend the method in [80] to image segmentation.

Formally, the labelling problem is a function that maps observed data to labels.

For our purposes, the observed data is the image and the labels are the classes.

Optimization algorithms like Graph Cut perform efficient searches for the optimal

labels among the possible set of labels. The optimal solution is determined by the

energy function defining the labelling problem.

In this section, a motion-constrained Graph Cut energy function is presented for
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pedestrian detection in IR images. The novelty of the proposed method is

explained as follows. Let Z = (‘ped’, ‘bkg’) be labels assigned to a pixel

corresponding to the ROI and background respectively. The labelling of X over

Z is a function h : X → Z. hx specifies the label assignments to x in X and is

taken from Z. The formulation in [24] presents an energy function E

incorporating a region D(h) and boundary term S(h) shown as follows

E(h) = λ · D(h) + J(h) (3.17)

where

D(h) =
∑
x∈X

Dx(hx)

J(h) =
∑
{x,y}∈N

Jx,y(hx, hy) · ε(hx, hy)

and

ε(a, b) =

1, if a 6= b

0, otherwise

where N are unordered pairs of neighbouring pixels from a standard

neighbourhood system e.g., 4-, 8- or 26- neighbourhood system and λ is used to

balance the contribution of the region and boundary term to the final

segmentation result.

D(h) measures how well pixels fit into the object or background models. The costs

are calculated as
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Dx(‘obj’) = − ln Pr(qx|‘obj’)

Dx(‘bkg’) = − ln Pr(qx|‘bkg’)
(3.18)

where qx is the intensity value of pixel x.

J(h) is also called the smoothness term and was calculated as

Jx,y(hx, hy) = exp

(
(qx − qy)2

2σ2

)
(3.19)

.

Jx,y(hx, hy) is higher when the pixels have similar intensity values as they will more

likely be assigned the same label.

There are two areas where this formulation falls short in TIR images. Firstly, the

low resolution and noisy nature of IR images mean that more importance will be

given to the region term in many instances using this formulation. This means

that a robust model for each class will have to be determined. From the literature,

most models and approximated distributions do not generalise well across datasets,

therefore, it is important to add another element to reduce over-dependence on the

region term. Secondly, this formulation produces solutions where area with similar

intensity values as the pedestrians are included in the solution irrespective of their

location (shown in Fig. 3.15). The impact of the proposed energy is expressed in

Fig. 3.16

A new energy function, referred to as a motion-constrained Graph Cut energy

(MCGCE), incorporates motion constraints and modifies Eq. 3.17. It is defined

in Eq. (3.20) as

E(h) = D(h) + J(h) + M(h) (3.20)

where



Chapter 3. Materials and Methods 54

Figure 3.15: Topological Unconstrained solution:
The object pixels (shown as red in (a)) are properly labelled as foreground

(shown as white in (b)) irrespective of their location

Figure 3.16: Constrained solution:
Only object pixels constrained by motion are labelled as foreground

D(h) =
∑
x∈X

Dx(hx) · δ(hx)

J(h) =
∑
{x,y}∈N

Jx,y(hx, hy) · ε(hx, hy)

M(h) =
∑
x∈X

Mx(hx) · β(hx)

and

δ(hx) =

1, if x ∈ T ∧ x /∈ Dcomb

0, otherwise

ε(hx, hy) =

1, if x ∈ T ∧ y ∈ T ∧ hx 6= hy

0, otherwise
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β(hx) =

1, if x ∈ Dcomb

0, otherwise

where M(h) is the motion term, T is the set of pixels containing one or more

motion pixels and Dcomb is the set of pixels with the highest energies from four

directional difference images. To obtain T , the image is divided into

non-overlapping equal-sized detection windows such that only windows which

have one or more pixels from Dcomb are considered by D(h) and S(h).

MCGCE was also inspired by the work in [23] where a framework was proposed

which eliminates the need for separate modules for pedestrian detection and

integrates appearance and motion patterns such that all the fine-tuning and

adjustment happens during training. However, the framework of [24] is

semi-supervised while that of [23] is supervised. Also, in the background

subtraction method presented in Section 3.4, no information about the

magnitude or direction of motion was included.

3.5.1 Motion Constraint

The motion constraint Dcomb provides an estimate of the location of each

pedestrian in the image. Frame differencing detects moving regions and is

commonly used in tracking algorithms [82]. The presence of motion can be

obtained from the absolute difference between image pairs Df . The direction of

motion can be obtained from the absolute difference DUf , DDf , DLf and DRf

between the first image and shifted versions of the second image.
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Df = |If − If+1|

DUf = |If − If+1 ↑ |

DDf = |If − If+1 ↓ |

DLf = |If − If+1 ← |

DRf = |If − If+1 → |

During experiments, it was found that the energy of the image was highest when

the image was shifted in the direction of motion and the least when shifted in the

opposite direction. Also, because the surveillance footage is taken from different

angles and there are usually several pedestrians are going in different directions,

the energy for each subject is higher in at least two directions, that is, either in

the ↑ or ↓ direction and either in ← or → direction. Therefore, a new difference

image Dcomb was created by combining the pixels with the highest energies from

each directional difference image and is defined as

Dcomb = {(DUf > e) ∪ (DDf > e) ∪ (DLf > e) ∪ (DRf > e)} (3.21)

where e is used to extract the highest energies from each directional difference

image.

In Fig. 3.17, it can be seen how the shifted difference images provide information

about the direction of motion. These findings are different from [23] where the

image energy is least in the direction of motion. The hypothesis is that this might

be caused by the difference in visible and thermal infrared images. Fig. 3.18 shows

Dcomb and how it provides information about the location of the pedestrians.

3.5.1.1 Definition of M(h)

The term M(h) in Eq. (3.20), the cost of assigning a label to a pixel determined

by the motion constraint, is defined as follows:
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Figure 3.17: (a) and (b) are two consecutive frames with an area of interest
selected and (c) shows the directional difference images around that selected
area. The image energy is higher when the image is shifted to the right than
to the left, and then when it is shifted downwards than upwards. So, without
previous knowledge, one can tell the pedestrian is moving to the right and

slightly downwards.

Mx(“ped”) =

η, if x ∈ Dcomb

0, otherwise

(3.22)

Mx(“bkg”) =

η, if x /∈ Dcomb

0, otherwise

(3.23)

The value of η can be any large number. This is to ensure that all pixels affected

by the motion constraint are included for label assignment.

3.5.2 Graph Construction

An example of a graph constructed over an image is shown in Fig. 3.19. Let

G = 〈V , E〉 be a graph with V as vertices and E as edges. The vertices represent

the image pixels and the edges connect pixels to one another. Source S and sink T

are two additional vertices that connect to pixels belonging to the object of interest

and background respectively. The connection between pixels is determined by the

neighbourhood system. In Fig. 3.19, a 4-neighbourhood system is used. The
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Figure 3.18: (a) Image (b) DUf (c) DRf (d) DLf (e )DDf (f) Dcomb
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assignment of weights to edges is determined by the terms of the energy function.

Table 3.1 gives the edge weights for the graph.

Figure 3.19: Binary labelling of an image using Graph Cut (a) shows the
graph constructed from the image (b) shows the minimum cut separating the

vertices (c) shows the binary labelling as a result of the cut

Table 3.1: Edge weights of the graph constructed from the image

Edge Weight for

{x, y} Jx,y {x, y} ∈ N , x ∈ T ∧ y ∈ T

{x, S}
Dx(“ped”) x ∈ X , x ∈ T
Mx(“ped”) x ∈ X , x ∈ Dcomb
0 x ∈ X , x /∈ Dcomb ∧ x /∈ T

{x, T}
Dx(“bkg”) x ∈ X , x /∈ T
Mx(“bkg”) x ∈ X , x /∈ Dcomb
0 x ∈ X , x /∈ Dcomb ∧ x /∈ T

3.5.3 Energy Minimization

Following the energy formulation, the graph is constructed, weights are assigned

and the minimum cut separating the two terminals is computed which produces

the final labelling on the original image (see Fig. 3.19c). The energy is minimized

using the algorithm proposed by [83].
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3.6 Summary

Details of the dataset selected and the Candidate Generation and Validation

techniques formulated in this research were presented in this chapter.

The dataset chosen for evaluation ranges from the earliest and most extensively

used for pedestrian detection to modern databases. LTIR is the most modern

database and has higher resolution images while OSU is the earliest and has lower

resolution and more noisy images. They were also chosen to reflect a wide range

of scenarios, weather conditions, pedestrian sizes and camera viewpoints.

In the entropy-based histogram specification algorithm, the principle of

minimum cross-entropy was extended to include principles of Histogram

specification by using energy loss to modify an image’s histogram distribution.

The success of the method lies in the fact that Entropy is more when information

is uniformly distributed. By increasing the entropy within the human regions,

the areas of lower entropy are iteratively eliminated until the desired goal is

attained. Histogram equalisation is responsible for increasing the entropy within

the human regions while minimum cross-entropy provides the criteria for

subsequent histogram modification until convergence is reached.

In the Background Subtraction method, a computationally inexpensive 2-frame

background initialisation method was put forward. The success of the method lies

in the fact that infrared images have large areas of similar pixel intensities and do

not experience sudden appearance changes like visible camera footage. The low

resolution and noisy nature of infrared images mean that only slight modifications

in the pixel values where motion is detected are necessary to obtain a background

able to detect pedestrians in other video frames.

The Candidate Validation technique aims to eliminate the separate modules for

candidate generation and validation. The semi-supervised nature of the

algorithm is similar to that in [24] where pixels are selected to build the

appearance model of the image, however, motion constraint is incorporated to

guide the final segmentation result.
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In the next chapter, detailed experimental results and discussions will be presented

on each method put forward in this chapter.



Chapter 4

Experimental Results and

Discussion

4.1 Introduction

This chapter presents the experimental setup, results and discussions of the

proposed candidate generation and validation techniques put forward in this

research for pedestrian detection in IR images.

4.2 Experimental Setup

4.2.1 Framework Development Environment

The algorithms for candidate generation and validation were implemented using

MATLAB R2018aTM on an Intel i7-4790 CPU 3.60GHz with 8GB RAM.

62
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4.2.2 Performance Evaluation Measures

The performance measures are Total True Positive (TTP), Total False Positive

(TFP), Positive Predictive Value (PPV) and Sensitivity.

A detection is said to be False Positive (FP) when a non-pedestrian is detected

as a pedestrian and True Positive (TP) when a pedestrian is correctly detected.

Therefore, TFP is the sum of regions incorrectly included in the detection results

and TTP is the sum of correctly detected pedestrians. Sensitivity is the

algorithm’s ability to detect pedestrians. A high sensitivity indicates high

performance. PPV measures the rate of detecting false positives. A high PPV

value is desired because that translates to a low rate of false positives detected

by the algorithm. Some methods in the literature use precision and recall but

the values obtained correspond to the PPV and sensitivity respectively,

therefore, where required, they are used interchangeably. Sensitivity and PPV

are computed as

Sensitivity =
#TTP

#TNP
∗ 100 (4.1)

PPV =

(
1− #TFP

#TNP

)
∗ 100 (4.2)

4.3 Experimental Results and Discussions

4.3.1 Qualitative Evaluation

The qualitative performances are presented to showcase the improvements made by

the techniques proposed in this study. The Entropy-based histogram modification

(EHM) is compared with the Minimum Cross-Entropy algorithm in [36]. The

motion-constrained Graph Cut framework is compared with the framework in [24].

For the Background Subtraction Method (BS2FI), the results show the two frames
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used for initialisation, the background image, the image to be subtracted and the

candidate image generated. Each method uses images from the four databases

detailed in Section 3.2.

4.3.1.1 Entropy-based histogram modification

The Entropy-based histogram modification algorithm is visually compared to the

Minimum Cross Entropy algorithm (MCE) [36] on four different databases. Fig.

4.1 and 4.2 present the output on images from the LTIR database which has six

sequences for pedestrian detection. Fig. 4.3 and 4.4 presents the output on one

image from each of the nine sequences in the LITIV database. Fig. 4.5 and 4.6

present the result on one image from each of the ten sequences of the OSU thermal

database. Fig. 4.7 presents the results from the TMIR database.

(a)

(b)

(c)

Figure 4.1: EHM results on the LTIR database (a) Image (b) MCE (c) EHM

The threshold chosen for the images from the LTIR database are not sufficient

to separate the pedestrians from the background even though the pedestrians
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(a) (b) (c)

Figure 4.2: EHM results on the LTIR database (a) Image ((b) MCE (c) EHM
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(a) (b) (c) (d)

Figure 4.3: EHM results on the LITIV database (a) Image (b) Ground-truth
(c) MCE (d) EHM

are sufficiently brighter than the background. However, the proposed method

performs poorly on the Mixed Distractors Sequence (Row 5 in Fig. 4.2) as the

infrared emissions vary widely on the pedestrians.

In the case of the LITIV dataset, even though the background appears uniformly

black to the eye in most images, this is not the case. In Fig. 3.8, the histogram

of images from the LITIV database are the narrowest which means that a lot of

information is compressed within a very narrow range of pixel intensities. Thus,

the background of the images creates a problem for minimum cross-entropy and
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(a) (b) (c) (d)

Figure 4.4: EHM results on the LITIV database (a) Image (b) Ground-truth
(c) MCE (d) EHM

pedestrians at the edge of the images cannot be extracted. The method performs

poorly on Sequence 4 (row 4 in Fig, 4.3) because the algorithm converges after

one iteration and the initial value is too low to properly separate the pedestrian

from the background. In the case of this image, both algorithms chose the same

threshold value of 61, but the difference in output is due to histogram equalisation.

Unlike the LTIR and LITIV databases, it can be seen that there is a more varied

response to the use of minimum cross-entropy in the OSU thermal dataset. In

Sequences 2 and 9 (row 2 in Fig. 4.5 and row 3 in Fig. 4.6), the threshold selected

by minimum cross-entropy was so low that the whole image was selected. The

only sequence that the proposed method performed poorly on is row 3 in Fig. 4.5

where the pedestrians are not bright.
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(a) (b) (c)

Figure 4.5: EHM results on the OTCBVS (OSU) Thermal database (a) Image
(b) MCE (c) EHM
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(a) (b) (c)

Figure 4.6: EHM results on the OSU Thermal database (a) Image (b) MCE
(c) EHM

In the TMIR database, it can be seen that the pedestrian is lost within the

vegetation when Minimum Cross-Entropy thresholding is used while the

proposed method can extract the pedestrians.
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Figure 4.7: EHM results on the TMIR database (a) Image (b) MCE (c) EHM
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4.3.1.2 Background Subtraction using 2-frame Initialisation

Fig. 4.8, 4.9, 4.10 and 4.11 show the results obtained using the proposed

Background Subtraction algorithm (BS2FI). Each figure has five rows showing

the two frames Mk and M(k+step) selected to obtain the background image, the

background image B obtained after the pixel-wise difference and sum operations,

the image Mp from which pedestrians are to be extracted and the image LCp
showing the candidates generated. The columns are different images chosen from

the database under consideration. The step in M(k+step) was determined

empirically from the rate of motion and size of pedestrians. The method

performs well on all four databases as it can extract the pedestrians from the

background and all the pedestrians in the original image are accounted for in the

candidate generation image.
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If

I(f+step)

B

Ip

Qp

(a) (b) (c)

Figure 4.8: BS2FI results on the LTIR database. Columns (a), (b) and (c)
are different images chosen from the database. The third row is the background
image obtained using the images in the first two rows. The fifth row contains
the pedestrian candidates to be forwarded for validation obtained from the

difference between images in third and fourth rows.
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Mk

M(k+step)

B

Mp

LCp

(a) (b) (c)

Figure 4.9: BS2FI results on the LITIV database. Columns (a), (b) and (c)
are different images chosen from the database. The third row is the background
image obtained using the images in the first two rows. The fifth row contains
the pedestrian candidates to be forwarded for validation obtained from the

difference between images in third and fourth rows.
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Mk

M(k+step)

B

Mp

LCp

(a) (b) (c)

Figure 4.10: BS2FI results on the OSU database. Columns (a), (b) and (c)
are different images chosen from the database. The third row is the background
image obtained using the images in the first two rows. The fifth row contains
the pedestrian candidates to be forwarded for validation obtained from the

difference between images in third and fourth rows.
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Mk

M(k+step)

B

Mp

LCp

(a) (b) (c)

Figure 4.11: BS2FI results on the TMIR database. Columns (a), (b) and (c)
are different images chosen from the database. The third row is the background
image obtained using the images in the first two rows. The fifth row contains
the pedestrian candidates to be forwarded for validation obtained from the

difference between images in third and fourth rows.
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4.3.1.3 Motion-constrained Graph Cut

The Motion-constrained Graph Cut framework (MCGCE) is visually compared

with the method in [24] (GC). The results are shown in Figs. 4.12, 4.13, 4.14 and

4.15. In the LTIR dataset, MCGCE improves the detection results by eliminating

objects with similar intensities. In the first row of Fig. 4.12, the lines patterns

on the road are similar in intensity to the pedestrian Therefore, the GC algorithm

labels the pedestrian and all the lines connected to the pedestrian as one object.

However, with the motion constraint, the pedestrian is detected using the MCGCE

algorithm. The LITIV database also has such problems when the pedestrian is

connected to the object with similar intensity when using GC. Although in most

cases it detects the pedestrians, GC detects erroneous regions as well. In the OSU

database, many FP regions get included in the detection results because of noise

when using the GC algorithm. However, we see a drawback of MCGCE where the

car is included in the results. In the TMIR database, the pedestrians are uniformly

bright and present little challenge to being detected by both GC and MCGCE,

but in the GC results, the background objects with similar intensity get included.
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(a) (b) (c)

Figure 4.12: MCGCE results on LTIR database (a) Image (b) GC (c) MCGCE



Chapter 4. Experimental Results and Discussion 78

(a) (b) (c)

Figure 4.13: MCGCE results on LITIV database (a) Image (b) GC (c)
MCGCE
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(a) (b) (c)

Figure 4.14: MCGCE results on OSU database (a) Image (b) GC (c) MCGCE
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(a) (b) (c)

Figure 4.15: MCGCE results on TMIR database (a) Image (b) GC (c)
MCGCE
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4.3.2 Quantitative Evaluation

The performance measures described in section 4.2.2 will be used for the

quantitative evaluation. For EHM, sequences are chosen from the LTIR and

OSU dataset where pedestrians are brighter than the background. For BS2FI

and MCGCE, sequences are chosen from the LTIR dataset where pedestrians are

in constant motion most of the time regardless of the polarity of the pedestrian.

Tables 4.1 and 4.2 show the ability of the Entropy-based Histogram Modification

(EHM) and Background Subtraction (BS2FI) methods to correctly detect

pedestrians calculated using sensitivity. Table 4.3 presents the sensitivity and

PPV of the motion-constrained Graph Cut (MCGCE).

Table 4.1: Sensitivity Results for the Entropy-based Histogram Modification
algorithm

Database Sequence Sensitivity

OSU 1,2,4-10 98.14

TMIR 11 (OMT) 99.30

LITIV All 98.91

LTIR Saturated 96.44

LTIR Street 98.78

LTIR Crossing 99.95

LTIR Hiding 99.63

LTIR Mixed Distractors 95.68

LTIR Soccer 99.97

Table 4.2: Sensitivity Results for the BS2FI algorithm

Database Sequence Sensitivity

OSU All 94.69

TMIR 11 (OMT) 100.00

LITIV All 100.00

LTIR Street 99.52

LTIR Crossing 98.73

LTIR Quadrocopter2 98.97

LTIR Soccer 98.59

LTIR depthwise crossing 99.35

As the OSU dataset has been extensively tested in the literature over the years and

has the most comprehensive ground-truth, the results of the proposed algorithms
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Table 4.3: Sensitivity and PPV Results for the Motion-Constrained Graph
Cut (MCGCE) algorithm

Database Sequence Sensitivity PPV

OSU All 97.65 99.65

TMIR 11 (OMT) 100.00 100.00

LITIV All 99.59 99.75

LTIR Street 98.78 99.83

LTIR Crossing 98.93 100.00

LTIR Quadrocopter2 99.97 99.55

LTIR Soccer 99.59 100.00

LTIR depthwise crossing 99.35 99.79

are presented in comparison with other methods that make use of it. These results

are shown in Tables 4.4, 4.5 and 4.6. The Candidate generation methods are paired

with validators to facilitate a comparison with other methods in the literature.

EHM is paired with the unsupervised validation method in [61]. BS2FI is paired

with the framework in [24] as put forward in [84]. MCGCE is a semi-supervised

single model for pedestrian detection formulated to eliminate the need for separate

modules for candidate generation and validation. The third sequence of the OSU

database is omitted to accommodate the EHM algorithm.

Table 4.4: Comparing BS2FI, EHM and MCGCE with other methods using
Total True Positives (TTP) on the OSU dataset

Sequence #Pedestrians [16] [28] [65] [85] [86] BS2FI EHM MCGCE

1 (91) 88 90 87 77 78 85 88 90

2 (100) 94 95 96 99 98 97 100 98

4 (109) 107 108 109 107 109 109 109 98

5 (101) 90 95 100 97 101 97 101 109

6 (97) 93 94 94 92 97 93 94 99

7 (94) 92 93 86 78 80 90 93 94

8 (99) 75 80 97 89 96 93 98 92

9 (95) 95 95 95 91 95 95 95 95

10 (97) 95 95 94 91 83 89 89 95

1-10 (883) 829 845 858 821 829 848 867 863
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Table 4.5: Comparing BS2FI, EHM and MCGCE with other methods using
Total False Positives (TFP)

Sequence [16] [28] [65] [85] [86] BS2FI EHM MCGCE

1 0 0 5 3 0 0 0 0

2 0 0 14 2 2 2 0 1

4 1 0 18 7 10 0 0 0

5 0 0 13 16 16 1 2 0

6 0 0 2 8 0 0 0 0

7 0 0 4 8 0 1 1 0

8 1 1 3 8 0 0 0 0

9 0 0 2 4 0 0 0 1

10 3 3 8 18 16 0 0 0

1-10 5 4 69 74 44 4 3 2

Table 4.6: Comparison of Precision and Recall of the proposed methods with
the state-of-the-art on the OSU dataset

Method Precision Recall

[20] 0.8600 0.8900

[69] 0.7100 0.6100

[87] 0.9920 0.9775

BS2FI 0.9922 0.9469

MCGCE 0.9965 0.9765

EHM 0.9967 0.9814
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4.4 Summary

The performances of the candidate generation and validation techniques

formulated in this study have been tested on four publicly available databases

and the results have been presented in this chapter. The results show that the

adaptations made to the original visible image algorithms in this study make

them produce better results when used on thermal images for pedestrian

detection. The results also show that their performance is comparable to

methods in the literature.

In the next chapter, the conclusions and recommendations for future work will be

presented.



Chapter 5

Conclusion and

Recommendations for Future

Work

5.1 Summary and Contribution

In this research, a detailed review of the literature was carried out on candidate

generation and validation techniques used for pedestrian detection in infrared

images. Many of the existing methods in the literature make use of algorithms

created for visible light images, but due to the differences in imaging

characteristics between visible and thermal infrared images, the algorithms do

not perform well. In addition, many of the methods that attempt to create

algorithms specific to infrared images only perform well on one or two databases

usually because the algorithm has approximated or assumed a distribution that

suits the data under observation. Attempting to create algorithms that

generalise across, supervised techniques are increasingly being adopted for

pedestrian detection in the thermal domain. However, these methods still use

features or pre-trained models developed for visible images, and the original

problem of differences in imaging characteristics persists. Some authors have
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equally put forward models trained using only infrared images, and the results

have been that performance is higher when the test data is similar to the

training data which is similar to the unsupervised technique of approximating or

assuming a distribution. Furthermore, the disparity in infrared images from

different databases comes not only from the disparity in the scene to be captured

such as weather conditions but from the camera used for capture and the

settings used when capturing. Finally, methods in the literature for pedestrian

detection fall into two groups, unsupervised and supervised. However, the review

shows that there is still a significant dependence on the contrast between the

pedestrian and the background especially when saliency is used to build

attention mechanisms in either approach.

The motivation of this research was to incorporate strategies into existing

frameworks used in visible image processing techniques for pedestrian detection

without the need to initially assume a model for the image distribution. Three

algorithms were put forward, two for candidate generation and one for candidate

validation. The candidate generation techniques formulated include an

Entropy-based histogram modification algorithm and a Background subtraction

method featuring a 2-frame initialisation method. The candidate validation

technique makes use of a motion-constrained Graph Cut energy function.

The Entropy-based histogram modification algorithm incorporates a strategy for

energy loss to iteratively modify the histogram of an image for background

elimination and pedestrian retention. This algorithm was motivated by the fact

that the dynamic range of an infrared image controls how much information is

displayed and was developed by combining histogram equalisation with minimum

cross-entropy for minimum range value selection for the dynamic range. One of

the advantages of this proposed method is that the use of histogram equalisation

reduces sensitivity to initialisation which most thresholding algorithms suffer

from. A second advantage is that it eliminates most of the background making it

easy to use a simple method for candidate validation such as that in [61].
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The Background Subtraction method featured a strategy for building a reliable

background image without the need to use the whole video frame. The motivation

for this algorithm is that the imperfections of the infrared image, specifically its

low resolution and noisy nature, can become advantages. Also, as the appearance

of objects in TIR footages does not change rapidly, it is enough to distort the

pixels in areas where motion is detected is to obtain a background image able to

extract pedestrians from the rest of the video frames.

The Candidate validation method is a semi-supervised single model for

pedestrian detection. These two attributes are significant: semi-supervised and

single model. First, methods in pedestrian detection are either supervised or

unsupervised. Semi-supervised methods have not found much application in the

thermal domain for pedestrian detection. Single model means that it combines

the task of several modules into one for better results. Graph Cut [24]

incorporates region and boundary into an energy function for labelling problems

and is a semi-supervised method, therefore, it is adopted in this study. Also,

motivated by the supervised framework in [23], the semi-supervised single-model

method seeks to eliminate the need for separate modules for candidate generation

and validation. Therefore, in addition to the region and boundary property, a

motion constraint is incorporated into the Graph Cut energy function.

The results were presented and showed that the objectives of this research were

achieved. The performance was tested on four publicly available databases. OSU

thermal pedestrian database is the oldest, most comprehensive in ground truth

and most extensively used, thus it allowed comparisons with other methods in

the literature. LTIR is the most recent of the four databases and provided the

opportunity to test the performance of the methods on modern cameras and across

various scenes. It is important to note that the LTIR is not strictly for pedestrians

nor pedestrian detections, therefore, selections had to be made from the database

as necessary. TMIR was a straightforward database with few changes but was

essential in testing the motion aspect of the proposed algorithms. LITIV images

appear simple, but they are examples of long-tailed histograms which have most

of their information compressed in a small area of the histogram (see Fig. 3.8).
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5.2 Recommendations for Future Work

The work done in this research is part of efforts towards achieving persistent

monitoring for increased security by augmenting existing video surveillance

systems with thermal information. Although the differences in characteristics

between visible light and thermal infrared images present different challenges for

pedestrian detection, future work will involve exploring the fusion of information

from both modalities for improved detections and, ultimately, a more efficient

video surveillance system.
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