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Abstract

The option pricing theory set forth by Black and Scholes assumes that the
underlying asset can be modeled by Geometric Brownian motion, with the
Brownian motion being the driving force of uncertainty. Recent empirical
studies, Dotsis, Psychoyios & Skiadopolous (2007) [17], suggest that the
use of Brownian motion alone is insufficient in accurately describing the
evolution of the underlying asset. A more realistic description of the un-
derlying asset’s dynamics would be to include random jumps in addition to
that of the Brownian motion.

The concept of including jumps in the asset price model leads us natu-
rally to the concept of a Lévy process. Lévy processes serve as a building
block for stochastic processes that include jumps in addition to Brownian
motion. In this dissertation we first examine the structure and nature of an
arbitrary Lévy process. We then introduce the stochastic integral for Lévy
processes as well as the extended version of It6’s lemma, we then identify
exponential Lévy processes that can serve as Radon-Nikodym derivatives
in defining new probability measures.

Equipped with our knowledge of Lévy processes we then implement
this process in a financial context with the Lévy process serving as driv-
ing source of uncertainty in some stock price model. In particular we look
at jump-diffusion models such as Merton’s(1976) [37] jump-diffusion model
and the jump-diffusion model proposed by Kou and Wang (2004) [30]. As
the Lévy processes we consider have more than one source of randomness
we are faced with the difficulty of pricing options in an incomplete market.

The options that we shall consider shall be mainly European in nature,
where exercise can only occur at maturity. In addition to the vanilla calls
and puts we independently derive a closed form solution for an exchange
option under Merton’s jump-diffusion model making use of conditioning
arguments and stochastic integral representations. We also examine some
exotic options under the Kou and Wang model such as barrier options and
lookback options where the solution to the option price is derived in terms
of Laplace transforms. We then develop the Kou and Wang model to include
only positive jumps, under this revised model we compute the value of a
perpetual put option along with the optimal exercise point.
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Chapter 1

Introduction

The purpose of this chapter is to introduce definitions, concepts as well as fix
notation that we shall frequently encounter throughout this dissertation.

Definition 1.1. : Let S be a non-empty set and F be a collection of subsets of
S. We call F a o- algebra if the following conditions hold :

e ScF.
e If AC Sand A € F then A° ¢ F.

e If (A,) is a sequence of subsets in F then |J A, € F.
n=1
The pair (5, F) is called a measurable space. A measure on (S, F) is a map-
ping u : F — [0, oo] that satisfies the following conditions:

e u(0)=0.

o If (A,) is a sequence of mutually disjoint sets in F then
M( U An> = p(An). (1.1)
n=1 n=1

The triplet (S, F, ) is called a measure space. If ;(S) < oo then the measure
1 is said to be finite and if it is possible to find a sequence of disjoint events
{An,n € N} in F such that S = (J A, and each p(4,) < oo, then we say that

n=1
the measure is o-finite. For a probability measure, we usually write S = Q

and take Q to represent the set of all possible outcomes. Elements in F are
called event sets and any measure P on the measure space ({2, ) must satisfy
P(Q) = 1. Here the triple (2, 7, P) is called a probability space.

An effective tool for modeling the uncertainty that can evolve over time is
the concept of a filtration (F;,¢ > 0) which represents a family of o-algebras
that satisfies s C F; for all s < t. A filtration can be thought of as capturing
information that is evolving over time and as we have F, C F;, information



is not forgotten. A probability space equipped with a filtration is known as a
filtered probability space. With this idea of a probability space we shall now
consider the notion of a stochastic process. A stochastic process is a sequence
of time indexed random variables {X;,¢ > 0} that is defined on a probability
space, note that we suppress the dependence of X; on w as we take it to be
implicitly assumed. For our purposes we shall be interested in stochastic pro-
cesses where the time index is assumed to be continuous, as such we shall be
dealing with continuous time parameter stochastic processes. When dealing
with a stochastic process there are certain desirable properties that are of in-
terest to us as they lead to elegant results without the hazard computational
difficulty. Among the many properties of stochastic processes, for our purposes
there probably none more important than that of the martingale property. Mar-
tingale processes play an important role in the pricing of derivatives and finan-
cial instruments, needless to say it will be a recurrent theme throughout this
dissertation.

Definition 1.2. : A continuous time parameter stochastic process {X;,t > 0}
is said to have a martingale property with respect to a sequence of information
sets (F;,t > 0) under a given measure P if

EP|X;| < 00 Vt>0  and (1.2)
EF (Xi|Fs) = X P-as. forany0<s<t< oo. (1.3)

When indicating that a stochastic process has the martingale property we
will often say that X; has a (P, F;)-martingale property to indicate the impor-
tant fact that the martingale property only exists with respect to a particular
measure and filtration. Whenever Eq.(1.2) holds true we say that X is inte-
grable with respect to the measure P and denote this by X € L!(Q, 7, P), which
we abbreviate sometimes to just L!($, P).

Remark 1.1. Note that we have defined the martingale property for process
where the time index runs from [0, c0), for most of our applications however our
focus shall be restricted to the the time interval [0,7] where 7' < co. When
verifying the martingale property over the time interval [0, 7] we still use Defi-
nition 1.2 with the only minor change being Eq.(1.3) must hold for all ¢t < 7.

For martingale processes that are defined on the time interval [0,00) the
following theorem allows us to associate a limiting random variable with the
stochastic process.

Theorem 1.1. Let {X;,t > 0} be a process with a (P, F;)-martingale property
that is also L'(Q), F,P) bounded, i.e.

sup EP | X;| < oo, (1.4)
>0
then we have that
tlim Xi = X P—a.s. (1.5)

Proof: See Elliott [14] N



If we fix a particular w € 2 and allow only the time parameter ¢ to vary for
the stochastic process {X;,¢ > 0} then we obtain what is known as a sample
path trajectory of a stochastic process. Properties such as continuity and differ-
entiability now become of interest to us; as far a continuity goes we have the
following:

Definition 1.3. : A continuous time parameter process {X;,t > 0} is said to
have a cadlag property under a given measure P if its sample path trajectories
are all right-continuous in a P-a.s. sense and have a finite left limit.

In a similar manner process that have left-continuous sample path trajecto-
ries with finite right limits are said to be caglad.

For a given set of time points {¢1,¢s,...,t,} the following theorem provides
an easy method of verification of independence between a sequence if random
variables:

Theorem 1.2. The random variables X1, ..., X, are independent if, and only if
E(exp [iZUij]> =x, (u1) - ¥x, (un) forall uy,...,u, € R,
j=1

where x, (uy) is the characteristic function of Xy, i.e. ¥x, (uy) = E[e®sXk].

Proof: See Applebaum [4] W

Two important examples of stochastic processes are standard Brownian mo-
tion and the Poisson process. Brownian motion serves as a fundamental build-
ing block for the modeling of continuous path processes, ever since Louis Bache-
lier [6] first postulated its potential use as a model for describing the evolution
of stock prices.

Definition 1.4. : A continuous time parameter process W = {W;,0 <t < T} is
said to have a standard Brownian motion property under a given measure P if

e Wy=0 P-a.s.

e IV has independent increments, i.e. for 0 < s < t, W; — W is independent
of Fs = o(Wy, u < s).

e TV has increments that are normally distributed for non-overlapping in-
tervals of time, i.e. W, — W, ~ N(0,t — s).

The Poisson process is a counting process that serves as the basic building block
for modeling jump processes. It counts the number of times a certain random
event occurs in some time interval.

Definition 1.5. : A continuous time parameter process N = {N;,0 < t < T} is
said to be a Poisson process with intensity parameter A under a given measure
Pif



e Ny=0 P-a.s.

e N has stationary increments, i.e. N; — Ny and N,_; both follow a Poisson
distribution with mean parameter \(t — s).

e N has independent increments, i.e. for 0 < s < ¢, Ny — N, is independent
of Fs = 0(Ny, u < s).

Both the standard Brownian motion process and the Poisson process have cadlag
sample paths and while they are different stochastic processes we shall see that
they share certain characteristics.

We conclude this chapter by defining what is meant by an adapted process.
Consider a stochastic process {X;,t > 0} and a filtration (F;,¢ > 0), the process
{Xt,t > 0} is said to be adapted to the filtration (F;, ¢ > 0) if for any ¢ X; is F;-
measurable. To avoid technical measurability problems we shall assume that
when working with any filtration (F;,¢ > 0), that the the filtration is complete.
By this we meant that the filtration contains all the P-null sets. For more
thorough introduction to concepts in stochastic calculus we refer the interested
reader to Protter [40].



Chapter 2

Stochastic calculus for Lévy
processes

2.1 Lévy processes

The aim of this section is to introduce the reader to the concept of a Lévy process
and the properties associated with this process as it will serve as our source of
randomness when building a stock price model. To fully understand the nature
of any arbitrary Lévy process we will examine the Lévy-Khintchine formula.
However, before we can gain more insight into this formula we will require
some understanding of jump processes, counting measures and integration with
respect to jump process. After gaining an understanding of these aspects we
shall be able to decompose the Lévy process into three independent processes,
namely Brownain motion, a compound Poisson process and a final compensated
jump process. Throughout this section we shall assume that we are under the
real world measure or canonical measure P. We shall now start by giving a
precise definition of the Lévy process

Definition 2.1. : A stochastic process X = {X; ,t > 0} is said to be a Lévy
process if

e Xg=0 P-as.

e X has independent increments, i.e. X; — X is independent of
Fu=0{Xy,u < s}.

e X has stationary increments, i.e. X; — X, has the same distribution as
Xi_s.

e X is stochastically continuous, i.e. Ve >0and s > 0

1ltim P(|X:—Xs|>¢€)=0.
—s

If we are given any arbitrary process we can then use Definition 2.1 to deter-
mine whether or not such a process is indeed a Lévy process. However this
definition of the Lévy process does not give us a real insight to the nature of



2.1. Lévy processes

the process, ideally we would like to have some representation of a general
Lévy process. Such a representation is made possible with the aid of the Lévy-
Khintchine formula. This formula reveals a great deal about the nature of any
general Lévy process and is also connected with the Lévy-It6 decomposition.
Such a decomposition will allow us to write X; as linear combination of Brow-
nian motion, compound Poisson process and a compensated jump process. The
Lévy-Khintchine formula states that if X; is a Lévy process then its character-
istic function must be of the form

EP % | = exp(~t(9))

where 1)(0) is called the Lévy exponent and is given by
2

w0y = 2% +we+/ (1— e~ _ i02) v(da) +/ (1— =) y(dz) (2.1)
|z|<1

2 2|1

for a, 6 € R and for some o-finite measure v on R — {0} satisfying
v{0} =0 and / min{a?, 1} v(dz) < oo.

Eq.(2.1) may at first seem intimidating, however it contains all the necessary
information to completely specify the Lévy process X;. To fully appreciate the
Lévy-Khintchine formula and to aid our understanding of Lévy processes we
shall first introduce the jump process AX = {AX,, t > 0} defined by

AXy =Xy — Xio (2.2)

where X;_ is the left limit of X at time point ¢ (or using a more mathematical
definition X;_ = li%l X;). One particular problem that we are faced with when
S

dealing with the jumps of a Lévy process is that the sum of all possible jumps
may become unbounded, i.e. we may have

Z |AX,| =00 P-a.s. (2.3)
0<s<t

We overcome this problem by exploiting the fact that we will always have

Y |ax|*<o  P-as. (2.4)
0<s<t

This property of the jump process is similar to that of Brownian motion, which
has unbounded first order variation but finite quadratic variation. The justifi-
cation of Eq.(2.4) will be shown later on. Furthermore the jump process is right
continuous with finite left limits. Such a property implies that the sample path
trajectories of the jump process are cadlag. Rather than working directly with
the jump process AX we will find it more convenient to work with a process that
counts the number of jumps that have occurred in some time interval. In this
regard we shall consider the following process, for 0 < ¢t < oo and A € B(R—{0})
define

N(t,A) = > Liaxea =#{0<s <t AX, € A} (2.5)

0<s<t



2.1. Lévy processes

where 1 is the indicator function. N(¢, A) counts the number of jumps up to a
time point ¢ and the Borel subset A represents the range of possible jump sizes.
Note that this process does depend on w and is thus a stochastic process. So
if we fix ¢ then N (¢, A) is a random variable. Similarly if we fix a particular
sample path w € Q) then the set function A — N (¢, A)(w) is a counting measure
on B(R — {0}). Thus if we take the expected value of N(t, A)

EP(N(t, A)) = / N(t, A)(w) dP(w)
Q

we obtain a Borel measure on B(R — {0}). We shall define EF (N (1, 4)) = v(A)
for A € B(R — {0}), calling v(A) the intensity measure associated with X. The
intensity measure represents the expected number of jumps of a certain height
in a time interval of unit length 1. When dealing with Lévy processes the inten-
sity measure is more commonly known as the Lévy measure. As we have seen
in Eq.(2.3), the sum of all possible jumps can explode to infinity. We shall give
a brief explanation why with the use of the following lemma.

Lemma 2.1. N(t, A) < oo P-a.s for all t > 0 if the Borel subset A is bounded
away from zero.

Proof: See [4] Chapter 2 Lemma 2.3.4 W

We say that A is bounded away from zero if 0 ¢ A where A represents the
closure of the subset A. The proof of this Lemma makes use of stopping times
and the fact the sample paths of the jump process are cadlag, which guarantees
that there can be at most a countable number of jumps in any finite time inter-
val. When A is not bounded away from zero Lemma 2.1 may no longer hold true,
in which case we may have an infinite number of jumps occurring. The reason
for the number of jumps becoming unbounded is due to an infinite number of
small jumps around the point zero. We can thus conclude that it is only when
the Borel subset A is not bounded away from zero that the sum of all possible
jumps in Eq.(2.3) may explode towards infinity due to an accumulation of an
infinite number of small jumps. Therefore zero is an accumulation point for the
process {N(t, A),t > 0}. When dealing with a Lévy process X we consider the
Lévy measure v(-) to determine whether or not the process we are dealing with
has infinite number of jumps. The reason for this is that if we have v(-) < co!
we can conclude that there are finite amount of jumps in any finite time inter-
val. Thus by examining the Lévy measure we shall be able to determine if the
Lévy process admits an infinite number of jumps.

Theorem 2.1. Let N(t, A) be defined as in Eq.(2.5), then we have the following

o If Ais bounded away from zero, then the stochastic process {N(t, A),t > 0}
is a Poisson process with intensity parameter v(A).

o If A1,--- , Ay, is a sequence of disjoint Borel subsets in B(R —{0}), then the
random variables N(t, Ay),...,N(t, Ay,,) are independent.

!Since v(-) = EF(N(1,-)), if we have v(-) < oo = N(t,-) < oo P—a.s. for any finite ¢.
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Proof: See Applebaum [4] chapter 2 N

From Theorem 2.1 we can now identify N (¢, A) as a Poisson process that
counts the number of jumps up to time ¢ and the Borel subset A indicates the
magnitude of the jumps that are being counted by N (¢, A). However when A
fails to be bounded away from zero we can no longer claim that N (¢, A) is a
Poisson process. The reason for this is because a Poisson process can only ex-
perience a finite number of jumps in any finite time interval and when A fails
to be bounded away from zero we may have an infinite number of jumps in any
finite time interval.

Next we shall define a random measure, in particular we shall see that the
Poisson process N (¢, A) satisfies the requirements of a random measure.

Remark 2.1. Since N(t, A) is a Poisson process we will always have v(A) < oo
for all A bounded away from zero.

Definition 2.2. : Let (5,.4) be a measurable space and (2, 7, P) be a probabil-
ity space. A random measure M on (S,.A) is a collection of random variables
{M(B), B € A} such that

e M(0)=0

e Given any sequence of mutually disjoint sets {A4,,, n € N} in A,

M( U An) =Y M(4) P-as.

nelN nelN

e For each disjoint family (B, ..., B,) in A, the random variables
M(By),...,M(B),) are independent.

Since N(t, A) is a counting measure is satisfies the first two properties of in Def-
inition 2.2. The final property of a random measure follows from Theorem 2.1.
So N(t, A) is indeed a random measure and is in fact a Poisson random measure
on Rt x (R — {0}).

Having defined the process {N(¢,A),t > 0} and examined the properties
that such a process possesses we can now proceed towards defining the Poisson
integral. Let f be a Borel measurable function from R to R and let the Borel
subset A be bounded away from zero, then for each ¢ > 0 and w € Q2 we may
define the Poisson integral of f as a random finite sum as follows

/ FEN (@ de)(w) = 3 F(r) Nt (o} (@), (2.6)
€A

Now if we make use of the fact that the integral in Eq.(2.6) is zero unless a jump
occurs we can also define the Poisson integral as

/f N(t,dr)(w) = Y f(AXy)Lax,e) (2.7

out



2.1. Lévy processes

Eq.(2.6) and Eq.(2.7) both have the same meaning but are just different rep-
resentations of the Poisson integral. Note that for each ¢, [, f(z)N(t,dx) is a
random variable. Hence if we vary ¢t we will obtain a stochastic process with
cadlag sample paths since AX is cadlag. By making use of the fact that the
sample paths of N(¢, A) are bounded almost surely for A bounded away from
zero we will always have for any Borel measurable function f that

/ |f(z)| N(t,dz) < oo P-a.s. (2.8)
A

Having stated that for each fixed ¢ that the Poisson integral is indeed a random
variable we would now like to determine the distribution of such a random
variable. Again we assume that the Borel subset A is bounded away from zero
in the following theorem.

Theorem 2.2. For each t > 0, [, f(x) N(t,dx) is a compound Poisson process
with characteristic function given by

EF <eXp [zu / (@) N(t dx)D ~ exp (t /A (el _ 1) u(d:r)) for each u € R.

(2.9)
Proof: See Sato [42], pg 124 W

For the above compound Poisson process it is the Borel measurable function
f that governs the actual jump sizes. Furthermore we can obtain the moments
of the compound Poisson process, provided that they exist, by differentiating
Eq.(2.9) with respect to u. So the first moment the compound Poisson process is

given by
EP(/f tdm>_t/f (2.10)

Remark 2.2. Note that Eq.(2.10) will only be defined if f € L'(A,v), i.e

/A\f(x) V(dz) < o0

Similarly higher moments of the compound Poisson process will only exist if
feLlL"(Av) forn>1.

We shall require one more final result on the Poisson integral. Consider two
stochastic processes defined by { [, f(v) N(t,dz),t > 0} and { [, g(z) N(t,dx),
t > 0} where f and g are Borel measurable and the Borel subsets A1 and Ag are
disjoint and bounded away from zero. Then it can be shown that since the the
range of jumps that that are common to both processes is the (), both processes
are independent (see [4] Chapter 2, Theorem 2.4.6).

In order to deal with the fact that the sum of all possible jumps may become
unbounded we have to consider the following process {N(¢, A),t > 0} defined by

N(t,A) = N(t, A) — tv(A).
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Such a process is known as a compensated Poisson random measure. This pro-
cess has the desirable property of being a martingale-valued measure since
E(|N(t,A)]) < oo and

EF(N(t, A)|Fs) = EP(N(t,A)|F) - tv(A)
= N(s,A) —sv(A) = N(s, A), (2.11)

where the last line in Eq.(2.11) makes use of the fact that the Poisson process
N(t, A) has independent increments. We define the compensated Poisson inte-
gral in a similar manner to that in Eq.(2.6) (or Eq.(2.7)), however now we have
to impose that condition that the Borel measurable function f be integrable
with respect to the measure v, i.e. we must have f € L'(4,v) in order to give
proper meaning to the following integral

/f N(t,dx) /f N(t,dx) —tv(d:v)]. (2.12)

By making use of the independent increments property of the Poisson process,
a straightforward exercise reveals that { [, f(x) N(t,dz), t > 0} is a martingale
process. Now if we make use of Theorem 2.9 and the fact that [, f(z) v(dx)
is deterministic, then we can conclude that the characteristic function of the
compensated Poisson process must be of the following form

EP <exp [zu / flz) N(t dx)]) = exp (t /A (@) — 1 —juf(z)) V(dg:)), (2.13)

where u € R. We are now in a position to identify part of the Lévy-Khintchine
formula. Consider Eq.(2.13) and Eq.(2.9). If we assume that the Borel measur-
able function f(z) = = and that the Borel subsets A; and A, which represent
the range of jumps, are disjoint then the joint characteristic function of the
random variables [, x N(t,dz)and [, = N (t, dz) must be of the following form

E<eXp {i@ . N(t,dz)+i0 | =z N(t,dx)D

Ao

— EP <exp [m N x N(t, dm)} ) -EP <exp [m N x N(t, da:)D (2.14)

= exp <t/ (e — 1) v(dx) + t/ (9% — 1 —ifx) V(dar)), 6 € R. (2.15)
A1 A2

The justification for Eq.(2.14) follows from the fact that the Borel subsets A;
and A, are assumed to be disjoint, hence both the random variables are inde-
pendent and we can thus make use of Theorem 1.2. Now if we examine Eq.(2.15)
carefully we see that it almost identical to part of the Lévy-Khintchine formula
in Eq.(2.1), the only difference being that the Borel subsets are defined to be
A1 ={|z| > 1} and A2 = {|z| < 1}. We can now identify part of the Lévy process
X as a linear combination of a compound Poisson process and a compensated
Jump process. The process is given by

|z|>1 0<s<t

10



2.1. Lévy processes

is the compound Poisson process and is responsible for all the jumps whose size
is greater than or equal to one. Since the Borel subset defining the range of
possible jumps is bounded away from zero we know that the Poisson integral
defined in Eq.(2.16) is finite almost surely under the measure P. The compen-
sated jump process defined by

/ 2 N(t, do) 2.17)
|z|<1

deals with all the jumps whose size is less than one. The reason for working
with a compensated sum of jumps lies in the fact that the uncompensated sum
of all jumps less than one explodes towards infinity since the Borel subset is not
bounded away from zero. A rigorous construction and proof that the compen-
sated integral in Eq.(2.17) exists in a square integrable martingale space can
be found in [4] or [42].

Remark 2.3. Note that the process defined by {f\:v|<1 x N(t,dz),t > 0} is not a
compensated compound Poisson process since the Borel subset which indicates
the magnitude of all possible jumps is not bounded away from zero.

We are now in a position to decompose the Lévy process X. Firstly recall
that the Lévy exponent in Eq.(2.1) was given by

—% i — e 07 _i0x) v(dx — e 0 y(dx
(o) = +u9+/|x|<1(1 bx) vido) + [ (1= ) vida),

2 o[ >1

We know that integrals in the above Lévy-Khintchine formula represent a com-
pound Poisson process and a compensated jump process. To identify what re-
mains of the Lévy-Khintchine formula we shall make use of the following result

Theorem 2.3. Let {W;,t > 0} be standard Brownian motion under the measure
P with filtration {F;,t > 0} and let u be a constant. Then the process {Y;,t > 0}
is a complex martingale where Y; = exp(iuW; — 1u*t)

Proof:
Clearly we have that EF|Y;| =1 < co. Now
B (vi| )

1
— EP <exp(iu(Wt + Wy — W,) — 2u2t)‘.7-“5>
1
= exp(iuWy) EF <exp(iu(Wt — W) — 5u%) ‘]—")

1

= exp(iuW, — §u2t) EF (exp(iu(W; — W,)) independent increments
1

= exp(iuW; — §u2t) exp(u?(t — s)) Wiy — W5 ~ N(0,t — s)

1
= exp(iulWs — §u2 ) =Y, P-a.s. [ | (2.18)

11



2.1. Lévy processes

By making use of Theorem 2.3 above and the fact that the martingale must
have a constant mean we have

EP(Y) = Y
1
éEP(exp(ith—ith)) =1
jEP(eXp(ith)) = exp<;u2t>. (2.19)

We can now identify the rest of the Lévy-Khintchine formula as as Brownian
motion with drift. Notice that we can factor the characteristic function of the
Lévy process into three distinct components as follows (see Theorem 1.2)

P (., —if0X - 0%a” —ifx
E" (e7%) = exp| —iuft— tT cexp| —t (1 —e ") v(dx)
|z[>1

xexp< —t / (1—e % —ifx) y(dm)>. (2.20)
|z|<1
Hence we can conclude that the Lévy process X; must be of the form
X; = pt +aW; + / x N(t,dz) +/ z N(t,dx) (2.21)
lz|<1 lz|>1

where W, is standard Brownian motion and the drift i is given by
p=EP (Xl — / x N(1, d:z)). (2.22)
|z[>1

Remark 2.4. Note that we have not imposed the integrability requirement that
f\x\Bl z v(dx) < co. Even though fm% x N(t,dz) is finite almost surely it does
not imply that any of the moments of the random variable exist. However it
can be shown that for any Lévy process of the form

X — / x N(t,dx) Ve>1, (2.23)
|z]>e

will always have finite moments of all orders, see [4] chapter 2 pg 101. Hence
Eq.(2.22) will be finite even if f is not integrable with respect to v on the set
{lz| > 1}.

Eq.(2.21) is often referred to as the Lévy-It6 Decomposition. We can now
conclude that the Lévy process X must be a linear combination of a Brownian
motion process, a compound Poisson process and a compensated jump process
responsible for all jumps of size less than one. Furthermore the Brownian mo-
tion process and both the jump processes are independent of each other.

We need to mention a little more about the measure v. As stated earlier v
must be a o-finite measure satisfying

v{0} =0 and / min{a?, 1} »(dz) < oo, (2.24)

12



2.1. Lévy processes

focusing on the interval where the jump sizes are less than one in magnitude
we must have

/ x? v(dz) < oo. (2.25)
lz|<1
Since v(-) = EP(N(1,-)) we can conclude that

/ 22 v(dz) < o0

EP</I|<1 z? N(t, dx)) < 00

and thus / 2% N(t,dz) < oo P-a.s., (2.26)
|x|<1

but Eq.(2.26) is just

Z AXE]-(AXS<1) < 00 P-a.s.
0<s<t

Recall Eq.(2.8) which guarantees that for any Borel measurable function f and
Borel set A bounded away from zero that the Poisson integral is finite almost
surely. By taking f(z) = 22 and A = {|z| > 1} we have

/ $2 N(t, d$) = Z AX521(AXS>1) < 00 P—-a.s.
|21

0<s<t

This together with Eq.(2.26) guarantees that the sum of all jumps squared will
remain finite, i.e.
Z AX? < o0 P-a.s.

0<s<t

as claimed in Eq.(2.4). Note that while we can claim that the sum of all jumps
squared will remain finite we cannot guarantee that any of the moments exist
for either of the jump processes. The Lévy measure v contains all the informa-
tion about the jump process. The drift y, the coefficient of the Brownian motion
which is represented by the constant ¢ and the Lévy measure v completely spec-
ify the Lévy process X; and it is because of this that the following triplet (u, a, v)
is called the Lévy or characteristic triplet. We shall now state some standard re-
sults concerning that of the Lévy measure and the coefficient of the Brownian
motion

Proposition 2.1.

. If v(R) < oo then the sample paths of X have a finite number of jumps in
any finite time interval. The Lévy process X is said to have finite activity.

. If v(R) = oo then the sample paths X have an infinite number of jumps in
any finite time interval. The Lévy process is said to have infinite activity.

. Ifa=0and f‘x|<1 |z| v(dz) < oo then the sample paths of the Lévy process
X have finite first order variation.

13



2.2. Stochastic Integration

.Ifa#0or f|a:\<1 |z| v(dx) = oo then the sample paths of the Lévy process X
are said to have infinite first order variation.

If we let v(-) and © = 0 in the Lévy triplet then the Lévy process is simply
standard Brownian motion. Similarly if we let « = 0 and (R — {1}) = 0 with
v(1) = 1 then we obtain a jumps process that can only take on jumps whose size
is the value one, which is the Poisson process. Therefore we can conclude that
the Brownian motion and Poisson process are special cases of the Lévy process.
This should not be very surprising since both the Poisson process and Brown-
ian motion satisfy the requirements of a Lévy process provided in Definition 2.1.

We shall conclude this section by stating some of the additional properties
satisfied by the Lévy process X. An important property that is satisfied by the
Lévy process X is that it belongs the class of processes known as semimartin-
gales. More precisely a stochastic process { X;,¢ > 0} is said to be a semimartin-
gale if it is an adapted process that admits representation as

X = Xo+ M; + Cy, (2.27)

where M = {M;,t > 0} is a local martingale and C' = (Cy,t > 0) is an adapted
process which has finite first order variation. From the Lévy-It6 decomposition
in Eq.(2.21) we know that standard Brownian motion is indeed a martingale
and that the compensated jump process flxl “aZ N(t,dz) is also a square inte-
grable martingale. By grouping the drift term ut and the compound Poisson
process f|w‘>1 x N(t,dx) it can be shown that the sum of the drift and compound
Poisson process has finite first order variation. By defining

Mt:aWt+/

x N(t,dr) and Ct:,ut—k/ x N(t,dx),
lz|<1

|z|>1

we can see the Lévy process X does indeed admit representation as a semi-
martingale since it is of the form required by Eq.(2.27). For a formal definition
of a local martingale see Definition 2.4.

2.2 Stochastic Integration

In this section we shall examine integrals of the form

T
/ hy dX¢ (2.28)
0

for a selected class of integrand processes {h;,0 < t < T} and where the in-
tegrator process {X;,0 < ¢t < T} is some Lévy process. Integrals of this form
are commonly referred to as Lévy integrals. We shall start by reviewing the
Brownian motion integral, as much of the theory concerning Lévy integrals
can be closely linked to that of the Brownian motion or the It6 integral. While
the main aim of this chapter is to define stochastic integrals with respect to
Lévy processes there are other results that are of importance. In particular

14



2.2. Stochastic Integration

we shall be interested in It6’s Lemma for a function of a Lévy process and the
product rule between any two Lévy process as these are the tools that we shall
require later on when faced with problem of pricing financial instruments. Be-
fore proceeding we shall need to define some of the terminology that we shall
use throughout this section.

Definition 2.3. : A discrete time parameter process {Yy, £ =1,...,n} is said to
be predictable with respect to a sequence of information sets {F;, k =1,...,n}
if Y, is a F,_; measurable function for each and every time point k = 1,...,n.

Having defined X;_ as the left limit of a process X at time ¢, another process
{Y:, 0 <t < T} is said to be predictable (with respect to X) if Y; is progressively
measurable with respect to the information sets ]—"tX T =0(Xs—, 0< s <t). The
notion of predictability is important in defining the stochastic integral as we
shall see. We begin now by recalling the It6 integral and our focus shall be on
some finite time interval [0, 7] where T" € [0, c0). While integrals of the form

/0 ") ds

can be given a Rieman interpretation the unbounded first order variation prop-
erty of a Brownian motion sample path makes it impossible to develop a path-
by-path Rieman-Stieltjies based interpretation for integral expressions of the
form

T
It :/ hs dW, (2.29)
0

where {W,,t > 0} is standard Brownian motion. Instead we start by considering
a special class of integrands h = {h;,0 < t < T} that are predictable with
respect to the filtration (F/V,0 <t < T') and satisfy the following condition

T
/ EF (h2) ds < 0. (2.30)
0

Whenever Eq.(2.30) is satisfied we usually write h € H2(T'). Note that Fubini’s
Theorem (see [45]) allows us to interchange expectation and integration opera-
tors so we can rewrite the condition in Eq.(2.30) as follows

T
EP</ h? ds> < 0. (2.31)
0

Providing that 4 € Hy(7T) holds true we can then find a sequence (¢§"), n =
1,2,...) of predictable step functions that converge to h; in mean square, i.e.

T
lim EP< / (™) — hy)? dt) = 0. (2.32)
n—oo 0

A proof of the above result can be found in Karatzas and Shreve (1988) [27] or
Chung and Williams [25]. The reason for working with step functions is that
the It6 integral is defined in a manner that “resembles” the Rieman-Sieltjies
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2.2. Stochastic Integration

integral provided that the integrand is a simple predicable step function. On
replacing the integrand h; with the approximating sequence of predictable step
functions ¢§”) we then partition the interval [0, T as follows, let (P,,, n € IN) be
a sequence of partitions of the interval [0, 7] that satisfy 0 = ¢ < ¢} < ... <
ty = T. The It6 integral is then defined in the following manner

T n
/ he dWs = lim > ¢ (W, — Wy,_, ). (2.33)
0 i=1

n—o00 4

The limit in Eq.(2.33) can be shown to exist in L?(Q2, P) and is invariant of the

choice of predictable step functions ¢§”) so the limit is well defined. A full and
detailed account of the It6 integral can be found in Kou [32] or Lamberton and
Lapeyre [33] or Shreve [44].

Remark 2.5. Since the sample paths of Brownian motion are continuous P-
a.s. we will always have W;_ = W, and hence the o-field being generated by
W;_ will coincide with the o-field being generated by W;, i.e. }'tW o= tW £,
Therefore the requirement that the integrand process be predictable implies
that {h;,0 < t < T} is also adapted to the filtration (F/V,0 < ¢ < T). Such
an implication only holds true due to the continuous nature of the Brownian
motion sample paths. As we shall see when dealing with a Lévy process that
does not have P-a.s. continuous sample paths we can no longer claim that
]—"tX = = F** and it is then that the notion of predicability becomes essential in

defining the stochastic integral.

Next we shall explore the properties that are associated with the It6 integral
with the help of the following theorem

Theorem 2.4. An It6 interpretation applied to the stochastic integral I; = fot hs dW

will produce a stochastic process with P-a.s. continuous sample paths and

(i) EP[,]=0
(ii) Var® ( 5 hs dWS) = EP ( Jo h? ds> = [JEP(h2) ds  (Ito isometry)

(iii) EX(L|FY) =1, P-a.s.
Proof: See Shreve [44] chapter 4 W

The most important result in Theorem 2.4 which has significant implica-
tions in finance is the fact that the It6 integral is a square integrable martin-
gale under the measure P. This martingale property will prove essential when
we wish to price some contingent claim. Note that the martingale property of
the It6 integral requires that the integrand process satisfy h € Ho(T). If we
were to relax this condition and only require that the integrand process satisfy

T
P</ hg ds<oo) =1, (2.34)
0
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2.2. Stochastic Integration

then we would still be able to define the It6 integral in a manner similar to
Eq.(2.33) but the limit is now taken in probability, a weaker mode of conver-
gence as apposed to convergence in mean square. Whenever Eq.(2.34) holds
we shall denote this by h € Dy(T"). However we can no longer claim that the
stochastic process {I; = fg hs dWs,0 < t < T} is a martingale under the mea-
sure P if h € Dy(T). Instead we will only have the Ité integral being a local
martingale and not necessarily a martingale under the measure P. We now
define what is meant by a local martingale.

Definition 2.4. : A process {X;,¢ > 0} is called a local martingale if there exists
as sequence of stopping times {7,,, n = 1,2...} such that 7,, - c0c P-a.s. as
n — oo and for each fixed n the stopped process {X;r.,, t > 0, n fixed}? is a
uniformly integrable martingale.?

Clearly all martingales are local martingales but the converse need not be
true. We therefore need to be careful when considering our integrand process
as it has a direct effect on the martingale property of the It6 integral. One final
result concerning the It6 integral that shall prove useful is that if the integrand
h; is a deterministic function of time then the distribution of fg hs dW; can be
shown to be that of a normal random variable, i.e. we have for each fixed ¢

t t
/ hs AWy ~ N(O, / h? ds). (2.35)
0 0

For a proof of the above result see Kuo [32] chapter 2 Theorem 2.3.4 .

Let us now return to developing a proper meaning for stochastic integrals
where the integrator is some arbitrary Lévy process and assume without loss
of generality that the Lévy triplet is of the form (1, 1,v). By making use of the
Lévy-Ito decomposition we can write fot hs dX, as

¢ t t t
/hs dX, = /hs ds + /hs dWs + // xhs N(ds,dz)
0 0 0 0 Jz|<1

S—— —

I I3

Iy
¢
+ // xhg N(ds,dz) .
0 Jlz|>1

1y

The integral I; is the normal Riemann integral which is well defined for all
suitably bounded integrands. As we have already discussed the construction of
I,, we focus our attention on I3 and I;. In particular we are interested in the
construction of both integrals I35 and I, and properties these integrals possess.
We shall begin by considering I, since the integrand is a function of x and s it
will be easier working with integrals of the form

t
//F(s,x) N(ds,dz), (2.36)
0JA

26N T = min(t, )
*We say that X is uniformly integrable if lim sup EF(|X:|1(x,/sn)) =0

n—00 0Lt T
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2.2. Stochastic Integration

where the Borel subset A is bounded away from zero and N(,-) is a random
Poisson measure on R x (R — {0}) as defined Eq.(2.5). With this random mea-
sure we have an intensity measure v(-) = EP[N(-,1)] which is also the Lévy
measure. Since the Borel subset is bounded away from zero we can define the
integral I, in a manner similar to that of Eq.(2.7), as a random finite sum that
may be expressed as

t
/ / F(s,x) N(ds,dz) = Y F(u, AXy)Lax,en)- (2.37)
0JA

0<u<t

The only constraint that we shall place on the integrand process F' is that it be
predictable with respect to (F/X,0 < t < T), the filtration being generated by the
Lévy process X. We shall discuss briefly why we must work with a predictable
integrand process. Suppose that in addition to the predictability requirement
the integrand process F' also satisfies

EP(/OT/A |F(s, )] V(dx)ds) < 0. (2.38)

We can then define a compensated integral process by

/Ot/AF(S’@ N(ds, dx) :/Ot/AF(Sam) N(dsvdﬂf)—/ot/AF(s,x) v(dz)ds. (2.39)

Clearly the integrator N is a martingale as shown in Eq.(2.11). Within the
theory of stochastic integration whenever we have a martingale process serv-
ing as the integrator it is highly desirable that the resulting stochastic integral
should at the very least be a local martingale. So we would ideally like to have
Eq.(2.39) being a local martingale if not a martingale. This can only be made
possible if the integrand process is predictable. It is for this reason that we
impose the constraint that F' be predictable. The following simple but effective
example illustrates the consequences of not working with predictable integrand
processes. Consider the Poisson process N = {N;,0 < ¢t < T'} with intensity pa-
rameter A under the measure P, define the compensated Poisson process which
we know to be a martingale by N; = N; — At and take AN, to be the integrand

1 whenever a jump occurs at time s
AN = i
0  otherwise.

Then we have

t ~ t t
/ AN; dNg = / ANz dNg — )\/ AN, ds
0 0 0
t

= /stA-O
0

= M. (2.40)

In the above example, our integrator was a martingale process but the resulting
stochastic integral was the Poisson process N which we know is not a martin-
gale. The reason for this lies in the fact that our integrand process AN; is not
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2.2. Stochastic Integration

predictable since the value of ANj is only determined by observing Ny up to the
time point s and not before. The above example illustrates the importance of
working with a predictable integrand process.

Finally let us now consider the integral represented by I3. Again because
the integrand is a function of both = and s we shall focus on integrals of the
form

t
/ H(s,z) N(ds,dz). (2.41)
0 J]z|<1

Since the random Poisson measure N(-,-) has an accumulation point at zero
we know that the number of jumps, whose magnitude is less than one, may
become unbounded. It is for this reason that we must work with a compensated
integral process but even this is not enough to guarantee that the stochastic
integral in Eq.(2.41) exists. Once again we start by considering a specific class
of integrand processes H = {H(t,z), 0 < t < T} that are predictable with
respect to the filtration (F/X, 0 < t < T) and satisfies

T
/ / EP (|H(s,2)|?) v(dz)ds < co. (2.42)
0 J)z|<1

Whenever Eq.(2.42) holds we shall denote this by H € Hy (T, E), where £ =
{r € R —{0},|z| < 1}. Provided that H € Hy(T,E) we can then find a se-
quence of predictable step functions that converge to H in mean square. The
construction of the integral in Eq.(2.41) then resembles that of the Brownian
motion integral, where we replace the integrand by the predictable step func-
tions and then take a limit which can be shown to exist in L?(Q, P). The limit
is also independent of the choice of predictable step functions used and hence
the limit is well defined. Therefore in order to define the integral in Eq.(2.41)
we require that H be predictable and that H € Hy(7T', E) as this will ensure that
the stochastic process defined by {fgf‘m|<1 H(s,z) N(ds,dz), 0 <t < T} will be
a square integrable martingale. We shall now list some of the properties of this
stochastic integral with the aid of the following theorem.

Theorem 2.5. If H € Hy(T, E) and is predictable with respect to the filtration
(FX, 0 <t <T) then we have the following

D) EF(JoJipjer H(s,x) N(ds,dz)) =0,
(i) B (| [y fojcr H(5,2) N(ds, dz)|*) = [§ [ ;1< EP|H (s,2)|" v(da)ds,
(iii) EP( [, Jigjer H(u, ) N(du,dz)|FX) = [§ [l H(u,z) N(du, dz).
Proof: See Applebaum [4], chapter 4 W

The proof is carried out by considering the integrator to be any square inte-
grable martingale valued measure on R™ x (R — {0}) with independent incre-
ments that has zero measure at time ¢ = 0, for which the compensated Poisson
measure can be shown to be a special case. Similar to that of the It6 integral if
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we wish to extend the class of permissible integrands to a much broader class of
processes we could impose a less restrictive constraint on the integrand process
by requiring that

T
P(/ / |H(s,x)|* v(d)ds < oo) =1, (2.43)
0 Jz|<1

whenever Eq.(2.43) holds we say H € Dy(T, E). With this constraint on the in-
tegrand process the stochastic integral defined in Eq.(2.41) arises as a limit in
probability and no longer a limit in mean square. A consequence of extending
the class of permissible integrands is that we can no longer guarantee that the
process {fgf\x|<1 H(s,z) N(ds,dz),0 < t < T} is a square integrable martingale
under the measure P as we had in Theorem 2.5 but rather is now a local mar-
tingale.

So to give a brief summary, we are interested in defining integrals of the
form fot hs dXs where the integrator is some Lévy process. In order to define the
Lévy integral we must have the integrand process satisfying some constraints,
the first constraint that we shall impose on the integrand is that it be pre-
dictable with respect to the filtration (F;X,0 < t < T). The second constraint
takes the form of .

/ EP (h3) ds < o, (2.44)
0
for the Brownian motion integral, while for stochastic integrals of the form
fotf|z\<1 H(s,z) N(ds,dz) the constraint is given by

T
/ / EP(|H(S,x)]2) v(dzr)ds < co. (2.45)
0 Jz|<1

We can easily extend the class of permissible integrands to a larger class of
processes by imposing less restrictive constraints given by h € Dy(T) or H €
Dy(T, E), however the consequences of doing so means that we may no longer
have the resulting stochastic integral processes being square integrable martin-
gales but rather local martingales. Integrals of the form fg J4 F(s,z) N(ds,dz)
can be defined as a random finite sum as in Eq.(2.39), for A bounded away
from zero and F' a predictable integrand. It is also possible to give the inte-
gral process {f(ffA F(s,x) N(ds,dz),0 < t < T} a martingale property under the
measure P but we will have to place a constraint on the integrand similar to
that of Eq.(2.45), i.e. we require

/T/ EP (|F(s,2)|?) v(de)ds < oo, (2.46)
0 A

to ensure that we have a square integrable martingale process, see Elliott [14].
As we have seen the predictability constraint that we place on the integrand
process is vital in ensuring that the resulting stochastic integral has the mar-
tingale property. Predictability with respect to the filtration being generated
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by the Lévy process X means that the integrand must be measurable with re-
spect to the filtration (]—"tX =, 0 <t <T). Since the Lévy process admits possible
jumps we can no longer assume that X; = X;_ as was the case with Brownian
motion, therefore F;X* # ]—"tX *= for all t € [0,7] since the sample paths of the
Lévy process are not continuous in P-a.s. manner whenever we have jumps oc-
curring. Concluding, in this section we have introduced the stochastic integral
where the integrator process was a Lévy process. In order to give an interpre-
tation to this stochastic integral we required that the integrand be predicable
and satisfy an integrability constraint.

2.2.1 Quadratic variation and It6’s lemma

Before proceeding towards It6’s Lemma for a Lévy process we need to discuss
the concept of quadratic variation. It is this notion of quadratic variation that
distinguishes stochastic calculus from ordinary calculus and as we shall see
plays a significant role in It6’s Lemma. We start by formally defining what is
meant by quadratic variation.

Definition 2.5. Let (P,,n € IN) be a partition of the interval [0, 7] such that
Pn = {0 = t(T)L < t? <. o< tz = T} and let ||7[‘n|’ = 1r£1a<x |ti —ti71|. Then the
<ikn

quadratic variation for a stochastic process {X;,¢ > 0} up to time 7, denoted by
[X, X]r, is defined by

n
X Xlr = i D Xy = Xoner 2,
i =1
provided that the limit can be shown to exist in some sense, i.e. in either a
L?(Q,P) or in a P-a.s. sense. As [X, X|r is a random variable, if we vary the

time index ¢t we then obtain a quadratic variation process {[X, X];,0 < t < T'}
where for each ¢, [X, X]; is defined by

[X, X]i = lim Z | Xiner — Xt/\ty_l\z- (2.47)
i=1

[l [|—0

For the sake of completeness we shall define first order variation, which we
shall denote by | X|;, for the same stochastic process {X;,t > 0}, by

n

|X‘t = hm Z ’Xt/\ti — Xt/\ti,1 |

[[7n]]—0 =1
When we deal with ordinary calculus functions with continuous derivatives can
be shown to have finite first order variation and quadratic variation equal to
zero, it is for this reason that quadratic variation is not considered within ordi-
nary calculus. However, within stochastic calculus processes like the Brownian
motion have infinite first order variation and finite quadratic variation and it is
this nonzero quadratic variation that becomes very important when we wish to
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form a chain rule for stochastic functions as it means the appearance of second
order terms that would normally have been absent within the realms of ordi-
nary calculus. For our purposes we shall mainly be focused on computing the
quadratic variation for Lévy type stochastic integrals of the form L; = fot hs dX.
Let us start again by considering the Brownian motion integral. Having devel-
oped an interpretation for f(f hs dW4 where the integrator is standard Brownian
motion under the measure P and the integrand process h € Hy (1) we are now

interested in calculating
{/ hs dWS,/ hs dWs] . (2.48)
0 0 t

By making use of the well known fact that Brownian motion accumulates ¢ units
of quadratic variation in the interval [0, ¢], i.e. [W, W], = t. It can be shown that
the quadratic variation for the Brownian motion integral reduces to

. . t
[ / hs dWs, / hs dWs] = / hZ d[W, W],
0 0 t 0

t
= / hZ ds, (2.49)
0

and since h € H2(T') Eq.(2.49) is finite P-a.s. The above result can be found in
Shreve chapter 4 [44] or Protter [40]. Before proceeding towards determining
the quadratic variation where the stochastic integral in question has a random
Poisson measure as the integrator we first need to determine [N (¢, A), N (¢, A)];.
By definition we have for any Borel subset A bounded away from zero

[N(-,A),N(-,A)]; = lim Z]Nt At,A) = N(ti_1 At, A))?, (2.50)

ll7n][—0 <

by making use of the fact that the increments of the Poisson process must sat-
isfy

1 whenever a jump occurs at time ¢;

N(ti, A) = N(ti-1,4) = { 0  otherwise

we can compute the quadratic variation for N (¢, A) as follows

[N(-,A),N(-, A)]; = Z|N ti At A) — N(tiy At, A)|?

||Tfn||—>0

N(t,A)
= lim Z 12

[EAE
= N(t,A), (2.51)

where the last line in Eq.(2.51) follows from the fact that N (¢, A) is independent
of the partition and thus independent of ||7,||. We can then make use of this
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result when we wish to compute the quadratic variation for the compensated
Poisson process N (¢, A) = N(t,A) — tv(A). By making use of the fact that

AN (t;, A)? = AN(t;, A)* — 20(A)AN (t;, A)At; + v(A)2At2, (2.52)
where At; =t; —t,_; and AN(t;, A) = N(t;, A) — N(t;—1, A), we then have

n

[N(-,A),N(-,A); = || h|r|n AN (t;, A)?
Tn||—0
i=1
—2v(A) lim AN (t;, A)At; (2.53)
|7TnHHOZ
+v(A) 2 lim At2 (2.54)
\|7Trz\H0Z

Now both summations in expressions (2.53) and (2.54) have limits equal to zero.
To see this we shall consider expression (2.53)

n

D IAN(ti, A)|AL] < max [At] > [AN(t, A)

1<i<n ‘
=1 =1
= HﬂnH-ZIAN(ti,A)\
=1

= ||mall- N(t, A4),

(2.55)
now

|[mnl| - N(t,A) — 0 as ||m,|| — 0, (2.56)

since N(t,A) < co P-a.s. In a similar manner we can show that the summation
in expression (2.54) converges to zero and the proof mimics what we have done
above, we can thus conclude that the quadratic variation for the compensated
Poisson process is given by

[N(v A)? N(a A)]t = [N('7A)7N('7A)]t = N(tv A) (2.57)

Returning to the problem of determining the quadratic variation for the stochas-
tic integral where the integrator is a random Poisson measure, let us first con-
sider the stochastic integrals of the form fg J4 F(s,z) N(ds,dx) where the inte-
grand is predictable and the Borel set A is bounded away from zero. By making
use of the fact that the value of the stochastic integral is zero whenever there
are no jumps, the quadratic variation is then given by

{/O./AF(S,QC) N(ds,dx),/o./AF(s,x) N(ds, dx) t
://Sx N(ds, dx), N(ds, dz))s
= / / s,2)2 N(ds, dz), (2.58)
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2.2. Stochastic Integration

and by using the same arguments that precede Eq.(2.8), we will always have
Eq.(2.58) being finite in a P-a.s. sense. Finally let us proceed towards the deter-

mining the quadratic variation for integrals of the form fot flz\ 1 H(sx) N(ds, dzx).

We consider the case where H € Hy(T, E) as this will ensure that

t
/ / EP|H(s,z)|? v(dz)dz < 0o
0 Jlz|<1
t
= EP</ H(s,z)? N(ds,dw)) < 00
0 Jlz|<1

t
= / H(s,z)? N(ds,dz) < oo P-a.s.
0 Jlz|<1

The quadratic variation for fg fl H(s,z) N(ds,dz) is then computed in a man-

ner similar to that in Eq.(2.58)

cdot .
[/ H(s,x) N(ds,dx),/ H(s,z) N(ds,dx)
0 lz|<1 0 J]z|<1

z|<1

t

- /Ot e H(s,ac)2 [N(ds,dx),N(ds,dw)]s

t
= / H(s,z)? N(ds,dz), (2.59)
0 Jlz|<1

where the last line in Eq.(2.59) follows from the fact that that the quadratic
variation for the compensated Poisson measure reduces to that of N(-,-) as
shown in Eq.(2.57).

Remark 2.6. We have only considered quadratic variation for stochastic inte-
grals where the integrand process either lies in Hs(T') or Ho(T, E). If we were
to consider the case where the integrand process only satisfied the less restric-
tive conditions of h € Dy(T) or H € Dy(T, E) then the quadratic variation for
the stochastic integrals would still exist and correspond to the results shown
above but convergence is now taken in a probability sense.

One final result that we shall require concerns the quadratic covariation
between two stochastic processes

Theorem 2.6. Given a process {X;,t > 0} with P-a.s. continuous sample paths
and a process {Y;,t > 0} with finite first order variation, then

[X,Y],=0.
Proof:

n
(X,Y];, = lim Z | Xient, — Xent, o |1Yint, — Yint, |
i—1

|7 ||—=0

n
< lim max [ Xy, — Xear,y |- lim Z [Yint; — Yint,_|

Il =0 1<i<n 7nlI—0 &=

= i Xing, — Xing, Y.
m 12?%' int; — Xenti_i |- [Ye
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2.2. Stochastic Integration

It follows from the P-a.s. sample path continuity of X; that

i 1285, [Xenes = Xenei | =0
and since Y; has finite first order variation, it follows that |Y|; < co and hence
we have
(X, Y];=0-Y|:=0 n

The following useful technique is used when we wish to determine the quadratic

variation for any process. In particular consider the Lévy process, if we break
up the Lévy process X; into continuous and discontinuous parts as such

X, = Xf + X2,

where X{ represents the continuous part of the the Lévy process and X{ repre-
sents the discontinuous part, then the quadratic variation can also be split up
in a similar manner as follows

(X, X]p = (X XN+ ) (AXY), (2.60)

0<s<t
see Jacob and Shirayev [24]. By making use of our knowledge on Lévy processes
we know that the Brownian motion together with the drift account for the con-
tinuous part of the Lévy process while the compound Poisson process together

with the compensated sum of small jumps represent the discontinuous part of
the Lévy process. Therefore we have, with the help of Theorem 2.6,

[X,X]t:t+/

z? N(t,dx) + / z? N(t,dz). (2.61)
lz|<1

|z|>1

With this expression for the quadratic variation of a Lévy process we can now
compute the quadratic variation for the Lévy stochastic integral L; = fot hs dX
as follows

LIl = 5L+ . (ALY

0<s<t

t t
= [wzawwlor [ [ P V(s do), N(ds, da)),
0 0 J)z[>1

N / [ H(s ) [N(ds, de), N (ds, d))s
0 Jlz|<1

t t
= /h§ ds+// F(s,z)? N(ds,dz)
0 0 J]z|>1

¢
—i—/ H(s,z)? N(ds,dz). (2.62)
0 Jlz|<1

In view of previously used notation it should be noted that both F(s,z) and
H(s,z) are equal to zh, in Eq.(2.62).

We are now finally in a position to state It6’s Lemma which is one of the
most important results within stochastic calculus.
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2.3. Change of measure and the Stochastic Exponential

Theorem 2.7. It6’s Lemma Let { X;,t > 0} be a cadlag semimartingale stochas-
tic process, then for each f € CH?(R*,R), we have with probability one that

t t
f(t,Xt)—f(O,Xo):/O Z(S,Xs)ds+/o %(S,XS,)dXS

1 [t o2
5 . aix‘];(sts_) d[XC,XC]S

+ > [f(s,Xs)—f(s,XS_)—Z“;(S,XS_)AXS]. (2.63)
0<s<t

Proof: See Applebaum [4], Theorem 4.4.10 N

Note that all the partial derivatives are evaluated at the left time point of
the process X, the reason for this is that it will ensure that the integrands are
predictable with respect to the filtration (F/X,¢ > 0). We end this section by
considering the product rule between any two Lévy processes.

Theorem 2.8. If'Y; and Z; are any two Lévy processes(or any semimartingales),
then the product Y; Z; is given by

t t
YiZi = YoZo +/ Y,_ dZ, +/ Zo_ dY, + Y, Z); (2.64)

0 0

Proof: See Elliott [14], Corollary 12.22. R

As always it will be easier to remember this product rule if we express it in
shorthand differential form as

d(YiZ4) = Yio dZ; + Zy— dY; + d[Y, Z);. (2.65)

For our purposes we shall mainly encounter stochastic integrals in differential
form as seen in Eq.(2.65) which is used just as an abbreviation and has no
other separate meaning. From now on we assume that when we are dealing
with stochastic integrals of the form

t
/ Y,_ dz,,
0

provided that the integrator process {Z;,0 < ¢ < T'} can be shown to have a
martingale property, we will then assume without the the loss of generality
that the resulting stochastic integral process { fot Ys— dZs,0 < t < T} is a local
martingale at the very least. If we wish that the stochastic integral process
should be a martingale and not just a local martingale then it will have to
satisfy the integrability constraints specified in the previous section.

2.3 Change of measure and the Stochastic Exponen-
tial

The purpose of this section is to introduce to idea of an equivalent probabil-
ity measure. Of particular interest to us shall be those equivalent probability
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2.3. Change of measure and the Stochastic Exponential

measures that result in Lévy process having a martingale property. Such mea-
sures are known as equivalent martingale measures, usually written as EMM
for short. The justification for considering equivalent martingale measures will
be made clear in the next chapter when we state the Fundamental Theorem for
Asset pricing. The idea is to create an artificial probability measure Q, which
is equivalent to the real world measure P, in which all contingent claims can
be valued and priced in an arbitrage free manner. In view of this change of
measure we shall focus on the stochastic exponential process and provided this
process has certain properties it will then be used to facilitate the change of
measure and create a new equivalent measure Q. Once we have established
the change of measure our primary interest will be the how the dynamics of
the Lévy process change under the new measure Q. In particular we shall be
interested in how the Lévy process can be made into a local Q-martingale and
what further constraints need be imposed that will ensure that the Lévy pro-
cess becomes a Q-martingale. Let us begin by defining what is meant by an
equivalent measure.

Definition 2.6. Consider a probability space (€2, F,P). Another probability
measure Q is said to be absolutely continuous with respect to P, denoted Q < P
if the following condition holds true:

P(A) =0 = Q(A) =0,

for A € F. If the reverse implication holds true, i.e. Q(A) =0 = P(A) =0, then
both measures share the same null sets and are said to be equivalent measures
which we shall denote by Q ~ P.

Let us now assume that we are already under some measure P. We wish
to change this measure P to some other equivalent measure Q. The question
now arises: how do we go about changing the measure? The following theorem
will aid us in this regard and show us how we can employ a change of measure
formula.

Theorem 2.9. Given a probability space (2, F,P) and a P-a.s. strictly positive
F-measurable function Z(w) satisfying E¥ (Z) = 1. Then for A € F, define
Q(A) = / Z(w) dP(w) = EF (Z1,). (2.66)
A

Q then defines another probability space on (2, F) that is equivalent to P.

Proof: To prove that Q is a probability measure on ({2, ) we need to es-
tablish the three axioms of a probability space. The first two axioms are easily
verified, since the function Z is strictly positive we have

/Q 0 dP(w) < /Q Z(w)14 dP(w) < / Z(w) dP(w).

Q

This in turn implies that

0<Q(A)<1 forall Ae F.
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2.3. Change of measure and the Stochastic Exponential

Furthermore

Q) :/QZ(w) dP(w)=EF(Z)=1.

Finally, let {B,},>1 be a sequence of disjoint 7 measurable sets in 2 and Z,,, =

> Z1p,. We can then use the Monotone convergence Theorem (See Weir [45])
n=1

to show that

Q< U Bn) - gle(Bn),

n=1

and this completes the proof. W

The Radon-Nikodym Theorem (see Royden [41]) can then be used to ensure
that the F-measurable random variable Z is defined in a P-a.s. unique manner.

Remark 2.7. Note that we must have the 7-measurable random variable Z
being strictly positive to ensure the resulting measure Q is equivalent. To see
this let Z be a nonnegative random variable that takes on the value of zero for
some w € ). Then if we use Theorem 2.9 to implement a change of measure
then the resulting measure Q will not be an equivalent measure since Q(A) =
0+ P(A) = 0for A € F. Such a measure would be absolutely continuous but
not equivalent.

Because the Radon-Nikodym Theorem implies that the F-measurable ran-
dom variable Z linking Q to P is in fact P-a.s. unique we can, without further
loss of generality, define

aQ
|, @) =7

calling this random variable the Radon-Nikodym derivative linking Q to P on
the measure space (2, 7). Henceforth we shall write R-N derivative when mak-
ing reference to the Radon-Nikodym derivative. From a finance point of view
Theorem 2.9 is of incredible importance, if we consider the problem of pricing
some random payoff we can then employ a change of measure that will allow
us to can change the probability weights that we associate with this random
payoff without changing its actual values. It is this technique of changing the
probability measure that is essential to asset pricing as we shall see when we
discuss the Fundamental Theorem of Asset pricing.

Having briefly described how we would go about constructing an equivalent
probability measure we now wish to extend our definition of the R-N derivative
to a family of measure spaces {(2, 7;),0 < t < T} thereby constructing a R-N
process. The reason for wanting to create such a process lies in the fact that
modeling continuous time phenomena generally requires that we work with
a filtration process (F;,0 < t < T') that records the flow of information over
some time horizon. To create such a R-N derivative process we need consider a
strictly positive valued process {Z;,0 < ¢t < T'} that has the martingale property
with EP(Z;) = 1 for all t € [0,T]. Such a process will then enable us to change
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2.3. Change of measure and the Stochastic Exponential

the measure for the measure space ({2, 7;) by prescribing

2 -
f

Let us concentrate on the time interval [0,7] for some fixed 7. We wish to

implement a change of measure over this interval, once we have established

that the process {Z;,0 < t < T'} is indeed a strictly positive martingale under

the measure P and has E¥(Z;) = 1 for all ¢ € [0, T]. We then define the change

of measure formula by

= Zr. (2.67)

P,

Note that we used the Fp-measurable random variable Z; to define the change
in measure, however we can still compute probabilities based on event sets that
are F;-measurable rather than Fr-measurable, where F; C Fr, as follows. Let
A € F; then

Q(A) = EF 1AZT)

= EP(14E (ZT|ft)) (2.68)

Eq.(2.68) follows from the fact that if A € F; it must be measurable with respect
to F;. In essence the random variable Z closes the martingale process. This
means that in addition to being L'({), P) integrable we can obtain any of the
random variables Z; by simply setting

Z; = EX (Zr|F). (2.69)

It is for this reason that we concentrate on the random variable Z;. Therefore
when we wish to implement a change of measure we shall define

- Zr (2.70)

P,

calling this Fr-measurable random variable the R-N derivative linking Q to P
on the measure space ({2, 7). Because the martingale process is closed by the
random variable Zr, if we are interested in changing the measure for any other
time ¢ < T we can do this by simply defining

EF(Zr|F) = 2, = 2.71)

dP

The analysis for the time interval [0, c0) is not so straightforward, even if we
have a martingale process {Z;,t > 0} which is a strictly positive and has a
constant mean of one it is not enough to ensure that a closing random variable
can be found. We briefly describe how one would go about closing a martingale
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2.3. Change of measure and the Stochastic Exponential

process that is defined on the time interval [0, c0). We shall define 7, = |J F.
>0
Now it can be easily shown that

supEP|Z| = supEF (Z,) = 1 < o,
=0 20

since the process is strictly positive. Hence the process {Z;, t > 0} is bounded
in L'(Q, P). We can therefore invoke Doob’s Martingale Convergence Theorem
(Theorem 1.1) to justify that Z; will converge to some random variable 7., P-
a.s. Without going into too much detail, provided it can be shown that the mar-
tingale process is uniformly integrable we can then conclude that the random
variable Z,, closes the martingale process, i.e. the L!(2,P) random variable
Z~ has the property

Zy = E¥ (Zo | Fy). (2.72)

The change of measure is the defined by

dQ
P . = Zoo-

Remark 2.8. For our purposes we shall be mainly interested in implementing a
change of measure over the time interval [0, 7] for some fixed finite 7" as most
financial contracts are traded over some finite time horizon. However when
trading in contracts that are perpetual in nature one needs to take this into
consideration because any process used to employ a change of measure will need
to satisfy additional requirements, i.e. the process will have to be uniformly
integrable as well as a strictly positive martingale.

The following result is often useful if we wish to compute the conditional
expectation of some random variable under the measure Q:

Lemma 2.2. Given any Fr-measurable random variable X that is also L'(Q, Fr, P)

integrable and sub o-field F; C Fr. If P and Q are equivalent measures defined
on (2, Fr) , then we have

EP (X Zr|F)
EQ(X|F 2.
(X]7) EP (Zr|F) (2.73)
where iQ
Zp = D . (2.74)

is the R-N derivative linking Q to P on the measure space (X2, Fr).
Proof: See Kuo [32], Lemma 8.9.2 W

We now turn our attention to the identification of the process {Z;,0 <t < T'}
that we shall use to effect a change in measure. We are therefore interested
in strictly positive stochastic processes that have the martingale property as
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2.3. Change of measure and the Stochastic Exponential

well as E¥ (Z;) = 1 for all t € [0, T]. This leads us to the stochastic exponential
process. Consider the following stochastic differential equation

dZy = Zy_[hy AWy + /

g (H(t,z) — 1) N(dt, d:c)+/ (F(t,x) — 1) N(dt,dx)].
z|<1

|lz|>1
(2.75)
If we let

Y, = /Ot h dWS+/Ot/xl<1(H(s,x)—1) N(ds,dz:)+/0t/$|>1(F(s,x)—1)N(ds,dx).

(2.76)
Then we can identify Y; as a Lévy type stochastic integral and thus the process
{Y;,0 < t < T} as being a Lévy process. Let us assume that all integrand
processes in Eq.(2.76) are predicable and satisfy the integrability constraints
listed in the previous section so as to ensure the Lévy integral Y; is indeed a
martingale. It is also understood that the martingale property exists under the
measure P. Bearing this in mind we rewrite Eq.(2.75) as

dZy = Z;— dY;. (2.77)

The solution to the above SDE is given by the stochastic exponential process
(also known as the Doléans-Dade exponential [5] after its discoverer) and is

defined by
Zy = exp (Yt — %[Yc, Yc]t> . H [1 + AY;]e_AYS. (2.78)
0<s<t

Remark 2.9. The infinite product in Eq.(2.78) can be shown to be finite P-a.s.
This together with the proof that the stochastic exponential is indeed a solution
Eq.(2.77) can be found in Elliott [14].

Let us examine this stochastic exponential, for our purposes we shall require
that Z; be strictly positive for all ¢. This therefore implies that

inf{AY;, 0<t<T}>—-1 P-as.

in order for Z; to be strictly positive. We are interested in under what conditions
the process Z can be made into a P-martingale. Writing Eq.(2.77) in integral
form and assuming that Z; = 1 we have

t
Z o= 1+ / 7. dv.
0
t t ~
I / Zu hy dW. + / / Zo (H(s,z)—1) N(ds,dz)  (2.79)
0 0 J]z|<1

t
+ / / Zo (F(s,2) — 1) N(ds, d). (2.80)
0 J|z|>1

As it stands {Z;,0 < t < T} is a local martingale for each integrand suitably
bounded. By this we mean that each integrand satisfies

P(Zihy <M, Yt €[0,T]) =1, (2.81)
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2.3. Change of measure and the Stochastic Exponential

where M < oo. Having studied stochastic integration in the last section we
know the necessary constraints that must be placed on each of the integrands
in Eq.(2.79) and Eq.(2.80) that will ensure that the process {Z;,0 < t < T'} will
be a martingale under the measure P, namely we require that

T

EP< / Zghzds> < o0, (2.82)
0
T

EP</ / Z? (H(s,z) —1)? I/(d:z:)ds> < oo, and (2.83)
0 Jlz|<1
T

EP</ / Z? (F(s,x) — 1)? u(da:)ds) < o0. (2.84)
0 Jlz|>1

Providing that each of these requirements are met we will have {Z;,0 <t < T}
being a martingale under the measure P. As before v(-) is the Lévy measure.
However to verify Eq.(2.82) - Eq.(2.84) is rather difficult in practice, what we
would ideally like is to verify whether the SDE defined by Eq.(2.77) is indeed
a martingale by using some method that posses less computational difficulty.
Such a method of verification is made possible as follows:

Theorem 2.10. Given a Lévy type stochastic integral of the form
t t
Zy = 1 —l—/ Zs_hs dWy -l—/ / Zs_(H(s,x) — 1) N(ds,dx)
0 0 J]z|<1

+/0t/:v|21 Zs(F(s,z) — 1) N(ds,dz)

then this local martingale is a martingale under the measure P if and only if
E¥(Z) =1forallt >0

Proof: See Elliott [14] W

In actual fact Theorem 2.10 can be just as difficult to verify, however if we
choose the functions h;, H (¢, z) and F(¢, x) appropriately we will be able to verify
if the stochastic exponential process is a martingale. For our purposes we shall
mainly focus on the case where h;, H(t,xz) and F(t,z) are assumed to be constant
or deterministic, in such a case Theorem 2.10 is not that difficult to establish.
There are various other methods that can be employed to determine whether
local martingales of the form in Theorem 2.10 are martingales. For instance if
we take Y; = fg hs dW's then the resulting stochastic exponential of the form

1
Z; = exp (Yt — Q[YC,YC],:> (2.85)
will be a martingale if the Novikov criterion is met. More precisely, if we have

a process that has continuous sample paths such as Y; = fg hs dWs and the
Novikov condition

T
EF <exp<;[Y, Y]T>> —EF <exp<;/ hg ds)) < 00, (2.86)
0
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holds true, then we will have the exponential process defined in Eq.(2.85) be-
ing a martingale under the measure P. More general results concerning local
martingales and semimartingales can be found in Chung and Williams [25] and
Durrett [13].

So when we wish to implement a change of measure we use the stochastic
exponential defined in Eq.(2.78) and then verify that it is a martingale for which
EF(Z;) = 1. Let us assume that we have now changed the measure P to some
equivalent measure Q, we now turn our attention to examining the dynamics of
the Lévy process under the new equivalent measure Q. Of particular interest
to us is how we can express the Lévy process as Q-martingale. We have already
seen that the Lévy process is a semimartingale under the measure P, we are
therefore concerned with how we can go about altering the Lévy process so as
to make it a martingale under the measure Q. In such instances we shall call
the resulting equivalent measure an equivalent martingale measure. We shall
consider Girsanov’s Theorem which allows us to change the standard Borwnian
motion under P to a standard Brownian motion under Q as well as how to
change a martingale jump process under P to a martingale jump process under

Q.

Theorem 2.11. Girsanov’s Theorem Let {W;, t > 0} be standard Brownian
motion under the measure P. Then if the stochastic exponential defined by

Zy = exp (Yt — ;[YC,YC],:> . H [14 AY,]e 2 (2.87)
0<s<t

is a martingale under the measure P for which E¥ (Zy) = 1 where the process
{1@, t > 0} is a Lévy process containing the Brownian motion, then a new process
{Wy, 0 <t < T} defined by

t
W, =W, — / hs ds (2.88)
0

has standard Brownian motion under the measure Q defined by

1Q

| = Zr. (2.89)

Fr

Proof: See Elliott [14], chapter 13 R

Just as Girsanov’s Theorem allows us to change the Brownian motion under
P to a Brownian motion under Q we now wish to consider how the jump process,
which is a martingale under the measure P, can be represented as a martingale
under the measure Q. Let us consider the the process {M;,0 < ¢ < T} under
the measure P that is defined by

t
Mt:// L(s,z) N(ds,dz). (2.90)
0 J|z|<1
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As it stands we have Eq.(2.90) as a local P-martingale, if we impose the inte-

grability condition
T
EP</ / L(s,ac)2 I/(d:r)ds> < 00, (2.91)
0 Jlz|<1

then we shall have the process {M;,0 < ¢t < T'} being a martingale under the
measure P. Let us assume now that we have changed the measure to some
equivalent measure Q defined by

dQ

=7
dP T,

Fr

where Z; is the stochastic exponential defined in Eq.(2.87) that is driven by the
Lévy type stochastic integral of the form in Eq.(2.76). Now if we define a new
process {M;,0 <t < T} by

My = M, — /0 /|m|<1 L(s,z)(H(s,x) — 1) v(dz)ds
t
= /0 L(s,z)[N(ds,dz) — H(s, ) v(dz)ds]

t
= /L(s,x) NQ(ds,dx), (2.92)
0

where Nq(ds,dz) = N(ds,dx) — H(s,x)v(dz)ds. Then it can be shown that
{M;,0 < t < T} is a Q-martingale, see Jacod and Shriyaev [24]. In a simi-
lar manner martingales of the form

t
Jp = / K(s,z) N(ds,dz), (2.93)
0 J|z|>1
under the measure P have representation as martingales under Q as
t
Jp=Jy — / K(s,z)(F(s,x) — 1) v(dz)ds. (2.94)
0 Jlz|>1

In general we have the following lemma which is of considerable assistance
when we wish to verify whether a stochastic process is indeed a martingale
under some P-equivalent measure Q.

Lemma 2.3. A process {X;,0 <t < T} is a local martingale under the measure
Q if and only if the process {X;Z;,0 < t < T} is a local martingale under the
measure P, where Z; is the R-N derivative defined by

dQ

= =27
P, T
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Proof: See Elliott [14] Lemma 13.10. B

Equipped with the knowledge of how to construct an equivalent probability
measure as well as how to change martingales under the some already existing
measure P to martingales under an equivalent measure Q we are now in a po-
sition to apply these results in a financial setting.

In this chapter we have defined what is meant by a Lévy process and exam-
ined the properties that are associated with such a process. As the Lévy process
allows for jumps it will serve as our building block when we wish to model asset
price dynamics that include jumps. We have then considered stochastic inte-
gration with respect to Lévy processes and identified those stochastic integrals
that possess the martingale property. Finally we have discussed how to change
a probability measure P to another equivalent probability measure Q. Of par-
ticular interest to us is how the Lévy process can be made into a Q-martingale
and which processes can serve as possible change of measure formulas. We
shall now apply these results from stochastic calculus in a financial setting.
More precisely, given a random payoff at some future date in the form of an
option the questions we are faced with is: how do we model the dynamics of the
asset in question and what is the fair price for the option? This shall be our
focus and the implementation of results from stochastic calculus in answering
financial based problems.
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Chapter 3

Financial concepts and the
Fundamental Theorems of
Asset pricing

Up until now we have primarily focused on the stochastic calculus regarding
Lévy processes, we now wish to apply our knowledge of Lévy processes in a
financial context. Given that it is our desire to price some contingent claim
that is driven by a Lévy process we shall begin this chapter by reviewing some
financial concepts such as arbitrage opportunities and constructing arbitrage
portfolios. We then examine the Fundamental Theorems of Asset pricing which
will then enable us to develop a price process for a contingent claim in a manner
that will preclude any arbitrage opportunity. The idea is as follows, suppose we
have an economy containing two tradable assets (R;, S;) where S; represents
some stock price also known as the risky asset and R; represents the price of a
risk-free bond. We wish to add another tradable asset to the economy where the
new tradable asset is some contingent claim whose value depends on the under-
lying stock price, the question we are faced with is this: what is the fair value of
such a claim? In other words how can we develop a price process for the claim
in such a manner that it becomes impossible to create an arbitrage opportunity.
Clearly the fair valuation of the claim will depend on the pricing dynamics that
we shall specify for the stock price process. At first we will assume that the
stock price process dynamics contain only one source of randomness, namely
Brownian motion. This gives rise to the Black-Scholes-Merton model where the
stock price assumes the dynamics of a geometric Brownian model. We will then
replace the Brownian motion with some general Lévy process that allows for
possible jumps in the stock price model and examine the consequences of this
action and how the valuation process of contingent claims is thus affected.

3.1 Arbitrage Free Economies

Let us begin by considering an economy made up of the following tradable as-
sets (Ry, St), where R, represents the price of a risk-free bond and S; the price
of some stock. We assume that trading is done on some finite time horizon
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3.1. Arbitrage Free Economies

[0,7] where T' € [0,00). The first question that we are interested in is this: is
the economy arbitrage free? The justification for wanting the economy to be
arbitrage free lies in the fact that if the economy were to permit an arbitrage
opportunity it would allow investors to make a profit without exposing them-
selves to the risk of incurring a loss and in finance we always assume that in a
properly functioning market such opportunities do not exist as it means that an
investor can make a “free lunch” at the expense of the market. Therefore within
the theory of mathematical finance we must restrict ourselves to markets that
prevent any arbitrage opportunities and if such an arbitrage opportunity were
to exist the properly functioning market forces would act quickly to dispel these
occurrences. Before addressing the question of how one would go about deter-
mining whether an economy is arbitrage free or not we define what is meant by
trading strategies and portfolio processes with respect to the current economy
under consideration.

Definition 3.1. A trading strategy is a process (y;, ¢;) where o, represents the
number of units invested in the risk-free bond at time ¢ and ¢; the number of
units invested in the stock price at time ¢. The value of a portfolio based on such
a trading strategy is given by

Vi = @i Ry + ¢4S:. 3.1)

For our purposes we shall only be interested in self-financing portfolios and
trading strategies. A self-financing portfolio once it is created receives no injec-
tion or withdrawal of funds but is only allowed to be re-balanced in the positions
held in stock and bond. In terms of a mathematical description a self-financing
portfolio has the following property

Remark 3.1. There are other trading strategies that one might employ other
than a self-financing strategy but for our purposes we shall not consider such
strategies as most of the definitions and theorems that follow implicitly assume
the use self-financing strategies. In addition there are certain constraints that
need be imposed on the values of (¢, ¢;), such constraints prevent the port-
folio value from becoming unbounded and leading to arbitrage opportunities.
We shall not go into great detail here about the constraints placed on (¢, ¢;)
but implicitly assume these constraints are satisfied, for more details on the
restrictions placed on (¢, ¢;) we refer the reader to Karatzas and Shreve [26]
and Lamberton and Lapeyre [33]

In light of the above definition of self-financing trading strategies and port-
folios we can now define an arbitrage opportunity in terms of a self-financing
portfolio. We assume that we are working under the real world measure or
canonical measure P.

Definition 3.2. An arbitrage opportunity in an economy (R, S;) over the time
interval [0, 7] is any self-financing trading strategy that has V{) = 0 and has

P(VT > 0) =1 and P(VT > 0) > 0. 3.3)
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Therefore in order to establish whether or not the economy is arbitrage free
we must verify whether it is possible to construct some self-financing portfo-
lio that has an initial setup cost of 0 and a terminal value at time T that is
nonnegative, i.e. Vp > 0 P-a.s. and the portfolio must also have a strictly
positive payoff that has positive P measure for certain outcomes. Clearly the
construction of such a portfolio depends on the type of trading strategies that
are allowed within the economy and the underlying dynamics that we assume
are governing the the tradable assets. Let us assume that we have created some
portfolio that has an initial setup cost of 0, if it is then true that no allocation of
(1, ¢1) to (Ry, S¢) produces an arbitrage opportunity then we can conclude that
the economy is arbitrage free. Such a verification may be easy to establish for
an economy that has only two tradable assets. When faced with an economy
that has multiple tradable assets the verification whether such an economy is
arbitrage free using portfolio arguments may become difficult and tedious. We
would like an alternative method of determining whether or not an economy
is arbitrage free that does not require the use of portfolio arguments. Such a
method of verification is indeed possible and has in recent times been called the
Fundamental Theorem of Asset Pricing and was originally coined by Dybvig
and Ross, see Kiesel and Bingham [7].

Theorem 3.1. First Fundamental Theorem of Asset Pricing An economy
or pricing system (Ry,S;) does not admit an arbitrage opportunity if and only
if there exists a probability measure Q equivalent to the real world probability
measure P such that the deflated stock price process

St

R_ 2t 3.4
Sy R (3.4)

has a (Q, F;)-martingale property.
Proof: See Karatzas and Shreve [26] B

Remark 3.2. The proof of the above theorem considers an economy that has
multiple tradable assets which is represented as a vector of tradable assets.
The existence of an equivalent martingale measure implies that there are no
arbitrage opportunities, however, in continuous time the converse need not be
true, this is due mainly to the type of trading strategies that are allowed in
continuous time. To address this problem of equivalence we can either impose
constraints on the type of trading strategies that are allowed or redefine our
notion of arbitrage. A stronger condition called the “no free lunch without van-
ishing risk” was proposed by Delabaen and Schachermayer [11],[12]. We will
not dwell too much on this topic but assume that an arbitrage free economy
implies and is implied by an equivalent martingale measure.

Hence the problem of determining whether an economy is arbitrage free or
not can be reduced to establishing whether or not an equivalent martingale
measure exists. This is done by selecting an asset in the economy, say R; the
risk-free bond, we then deflate all other assets in the economy with respect to
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R; and establish if there exists a measure Q which is equivalent to P such that

EQ <ST

— St
s ft) 3.5)

=R

Note that depending on the dynamics of the assets in the economy there may
exist more than one measure Q such that Eq.(3.5) holds true and if no equiva-
lent martingale measure can be found then the economy is not arbitrage free.
In Theorem 3.1 we chose R; as the asset to which all other tradable assets are
deflated; we call R; the numeraire.

Definition 3.3. A numeraire is a price process that is strictly positive for all
times.

So any price process, provided that it is strictly positive, can serve as a nu-
meraire, so we could have easily chosen S; to serve as our numeraire in Theo-
rem 3.1 as common convention assumes that all tradable assets in the economy
are strictly positive. The pair (R;, Q) which represents the numeraire and EMM
based on selecting R; as the numeraire is called a numeraire pair, we can there-
fore reword Theorem 3.1 and say that an economy is arbitrage free if and only if
it admits at least one numeraire pair. Note that all assets in the economy when
deflated with respect to the numeraire must have a Q-martingale property. In
our economy it is easy to see this since we have

Sy s,
EQ( == —_
(RT ft) Ry
Ry R,

EQ( 2T Y
(RT 7 ) R

The following simple example illustrates how we can use the Theorem 3.1 to
ascertain if an economy is arbitrage free or not. Consider the the following
economy where trading is only allowed at the beginning and end of the time
interval [0, T

120 110
100<i::::::: 100<i:::::::
90 110
St Rt

Clearly there are only two possible outcomes for the risky asset S; at time 7T,
i.e. we can only have S; = 120 if the stock price goes up or S = 90 if the stock
price goes down. The risk-free asset R; has the same payoff at time T of 110 for
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both possible outcomes. Using portfolio arguments to establish if the economy
admits an arbitrage opportunity, we must create a portfolio that has V;, = 0
and V7 > 0 for some outcome while keeping the process {V;,0 < ¢t < T'} strictly
nonnegative.

= 100po + 1009 = 0
=% = —%o

Since trading can only take place at the beginning and at the end of the time
interval [0, 7] the value of the portfolio at time 7" given by

Vi — —110¢g + 120¢g = 10¢y if S = 120
= —110¢¢ + 909 = —10¢g if S = 90.

Clearly there does not exist any ¢y € R that ensures V; > 0 for at least one of
the possible outcomes. Hence the economy is arbitrage free. Now making use of
Theorem 3.1, selecting R; as our pricing numeraire, if we can find at least one
equivalent martingale measure Q such that

s S
EQ(R? ;0> -2 (3.6)
EQ @T ]-'0> _ % 3.7)
T 0

then we can conclude that the economy is arbitrage free. Since there are only
two possible outcomes we can solve Eq.(3.6) and Eq.(3.7) as follows

120 90 100
¢t m(l —q) = 100
110 110 100
m(ﬁ'm(l—@ = 100"

Solving this system of equations we get ¢ = 2 and (1 — ¢) = . So the econ-

omy does indeed admit a numeraire pair and hence we can conclude that the
economy is arbitrage free.

Remark 3.3. Note that in the above example we did not require the probabilities
being generated by the real world measure P. All that we need to know is that
both the possible outcomes for the risky asset have positive P measure which
we make use of when constructing an equivalent martingale measure Q.

The above example illustrates how we can verify that an economy is arbi-
trage free using both portfolio arguments and equivalent martingale methods.
Due to the simple nature of the above economy the portfolio argument was eas-
ily established, for a more complex economy with multiple outcomes such port-
folio arguments can become rather difficult to use in establishing if an economy
is arbitrage free. For such economies the martingale technique is a much more
efficient method of verifying whether the economy is arbitrage free or not.
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3.2 Complete Economies and the Pricing of Attain-
able Claims

Once we have established that the economy under consideration is indeed ar-
bitrage free we can now turn our attention to the problem of adding another
tradable asset to the economy and developing an arbitrage free price process
for this asset. More precisely we wish to add a contingent claim to our economy
or pricing system (R, S;).

Definition 3.4. A contingent claim can be characterized by a nonnegative val-
ued random variable, say Y7, that is measurable with respect to the measure
space (2, Fr).

As our interests have thus far been concerned with trading over a finite time
interval [0,7] we shall assume that the contingent claim is payable at time 7.
Given some contingent claim Y7, suppose that we have developed a price pro-
cess (1) ,0 < t < T) for the claim. This price process must have the property
that when added to the economy or pricing system (R;, S;) the augmented pric-
ing system (R;, S;,n) ), which represents the original economy plus the new
security, should not generate any arbitrage opportunities. A price process for

the claim that satisfies this property is said to be an admissible price process.

A possible starting point for the pricing of a Fr-measurable claim is the
concept of attainability. More specifically a claim Y7 is said to be attainable if
there exists a self-financing trading strategy (¢:, ¢;) that ensures that

Vi =orRr + oSt = Yo P-a.s. (3.8)

Any trading strategy that has this property is said to be a replicating or hedging
portfolio. If we can construct a replicating portfolio for the claim Y, then we
can define the value of the claim at any time ¢ to be the value of the replicating
portfolio, i.e. define 7} = V; for all t+ € [0,7]. The reason behind this lies
in the fact that if the replicating portfolio were at any time not equal to the
value of the contingent claim then it would be possible to create an arbitrage
opportunity, we can therefore define the price process of the claim to be the
value of the replicating portfolio. Such an approach to the pricing of contingent
claims raises the following questions:

(i) Can any Fr measurable claim be replicated?

(i) Given a trading strategy (¢, ¢:) that replicates Y, does there possibly
exist a different trading strategy (¢:*, ¢1*) that generates a portfolio V;x
and has Vix =V, for all t € [0,T)?

The second question can be addressed with the aid of the following theorem:

Theorem 3.2. Suppose that a pricing system (R;, S;) does not admit an arbi-
trage opportunity and that Yr is an attainable claim with payment at time T.
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Then the arbitrage free price ©} for this claim at any time t < T is given by V;
the value of the portfolio for any (i.e. every) replicating strategy of Yr. Moreover,

7rtY Vi :EQ<YT

Ry IRy

Rr

.7-}). (3.9)

Proof: Since Y7 is attainable we can find some self-financing trading strat-
egy (¢¢, ¢¢) with portfolio process {V;, 0 < t < T'} that replicates the contingent
claim and yields V; = Yy P-a.s. To avoid arbitrage the price of this claim at
any time ¢t < T must be given by the time ¢ value of the replicating portfolio,
namely V;. Since we are assuming that the economy is arbitrage free, at least
one equivalent martingale measure exits or rather the economy admits at least
one numeraire pair (by Theorem 3.1). Deflating the replicating portfolio with
respect to the numeraire, which we shall take to be R; we have

Vi, = vt + b1S;. (3.10)
The self-financing constraint on this replicating portfolio then implies that
dV, = ¢,dS,. (3.11)

Rewriting this in integral form we have
~ ~ t ~
Vi=W —I—/ ¢y ASy. (3.12)
0

We know that S, is a martingale under the measure Q, hence V; is a local Q-
martingale. Depending the dynamics of S; if we impose the constraint that

EQ(72) < o, (3.13)

then we will have V, being a Q-martingale. Therefore by the martingale prop-
erty we have

V. = E?(Vr|R)

N Vi EQ<VT

Ry

.7-}) (3.14)

but Vr = Y7 so we have

Yy
o EQ ﬁ
R; Ry

]-'t>. n (3.15)

Note that the left hand side of Eq.(3.14) is determined by the replicating
portfolio while the right hand side is determined only by the choice of the mea-
sure Q and probabilistic methods. Therefore providing that the claim is attain-
able the price of the claim is invariant to ones choice of replicating portfolio.
This result implies that for any equivalent martingale measure Q, and for any
t, all self-financing portfolios replicating Y will have the same F;-measurable
value providing that the original pricing system (R;, S;) is arbitrage free. We
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also see that from Eq.(3.14) that the problem of pricing an attainable claim us-
ing any replicating portfolio is equivalent to computing the deflated value of the
Fr-measurable claim under an equivalent martingale measure Q and that the
value of the claim for any time ¢ < 7T follows a (Q, F;)-martingale property.

Theorem 3.2 only shows how the pricing of a contingent claim can be re-
duced to computing its value under some equivalent martingale measure using
probabilistic methods. This is often of limited value as it stands since we first
need to establish that the economy is arbitrage free and that the claim we are
interested in pricing is indeed attainable. The question of the economy being
arbitrage free has already been established - providing that the pricing system
(Ry, S¢) admits at least one EMM then the pricing system is arbitrage free and
vice versa. The question of attainability can be addressed by either explicitly
constructing the replicating portfolio beforehand or proving that all claims (or
at least those within some suitable class) are attainable. We shall not take
the route of attempting to construct a replicating portfolios to determine if the
claim is attainable but rather make use of a result that deals with the existence
of an equivalent martingale measure.

Definition 3.5. If every random variable Y is attainable, then we say that the
economy or market is complete. Otherwise we have an incomplete economy.

The following theorem characterizes a complete economy in terms of a mar-
tingale measure:

Theorem 3.3. Second fundamental theorem Given a pricing system (Ry, St)
that is arbitrage free. Then it will be complete if and only if there exists a unique
equivalent martingale measure Q

Proof: See Harrison and Kreps [23]. [ |

Therefore when we have established that the economy under consideration
is indeed arbitrage free we know that there exists at least one EMM, provided
that this EMM is unique we will then have all contingents claims being at-
tainable and the valuation of these claims can be computed under the unique
EMM Q as shown in Theorem 3.2. If the economy admits more than one EMM
then the economy is still arbitrage free but since there exists more than one nu-
meraire pair the economy is incomplete and not all claims are attainable. For
claims that are not attainable no replicating portfolio exists that can be used
to derive a fair price process. Given a unattainable claim we can still use the
pricing formula from Theorem 3.2

i — EQ ﬁ
R, Rr

.7-}) (3.16)

to derive an arbitrage free pricing formula for claim, however since there now
exist more than one EMM we have more than one arbitrage free price process
for such a claim. Therefore for each possible EMM we have an associated arbi-
trage free price process for the claim and the challenge we are now faced with is
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to select one EMM that will serve as our pricing measure under which all claims
will be evaluated. The following example illustrates the difficulty of pricing in
an incomplete economy.

120 110
100<ii::::::110 100<i:::::::110
90 110

St Rt

Again we assume that trading can only take place at the beginning and at the
end of the time interval [0, 7']. In this economy there are three different possible
outcomes for the risky asset S; at time 7. We begin by establishing if the above
economy is arbitrage free, selecting R; as our pricing numeraire we seek an
equivalent measure Q such that

E® <ST 70) _ 5 and EQ<RT = —.
Ry

Ry Ry Ry FO)

As before we have no interest in the real world probabilities, all that we require
is that each of the three outcomes has positive measure under the real world
measure P. Since there are three different possible outcomes let us define

@1 = Q(St =120) ¢2 = Q(Sr =110) g3 = Q(ST = 90).

Therefore an equivalent martingale measure, if it exists, must have the prop-
erty that
120 1090 100
110 T 110" T 110" T 100
110 110 110 110

et g+ gy = —— 3.18
1104 T 1102 T 1108 T 110 (3.18)

From Eq.(3.17) and Eq.(3.18) it can be seen that we have three unknowns,
namely ¢1, ¢o and g3, but only two equations in the unknowns. Let ¢ = A
then we have for all 0 < A < 2 we have that

(3.17)

3 A

= =1-—=A =—

Q1 a2 9 a3 5
and so there does exist at least one EMM and hence the economy is arbitrage
free however since there is no unique EMM, there are in fact an infinite number
of equivalent martingale measures for all 0 < A\ < %, the economy is therefore
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incomplete and thus not all claims are attainable. We now examine the problem
of pricing in an incomplete economy. Consider the following Fp-measurable
claim

Yr = y1l(s;=120) + Y21(s,=110) + Y31 (57=90)

then such a claim will be attainable if and only if
2y1 — 3y2 +y3 = 0. (3.19)

To establish this fact note that for any claim to be attainable there must exist
some self-financing trading strategy (i, ¢;) that ensures that

1107 + 12007 = 11 (3.20)
1107 + 11007 = yo (3.21)
1107 + 9007 = ys3. (3.22)

Eq.(3.20) and Eq.(3.21) imply that

:yl—yz

ér 10 (3.23)
while Eq.(3.21) and Eq.(3.22) implies that
op = L2V (3.24)

20

A unique solution will therefore only be possible if

Y2 —Y3 Y1 — Y2
20 10
Provided that the claim is indeed attainable, in our example attainability amounts
to the claim Y7 satisfying Eq.(3.19), then the price process for the claim will be
invariant to ones choice of EMM since the value of the claim at time ¢ = 0 is
given by

= 2y1 —3y2 +y3 =0.

Yo Yr

v — EQ(ZL|r

Ry <RT 0)

Yo Y1 Y2 3 Yz A
0 My 2 2y B2
100 110 + 110( 2 ) + 110 2

10 10
Yo = —)A\2y; — — 1. 2
0 7 (2y1 — 3y2 +y3) + 1Y (3.25)

Such a price for the claim at time ¢ = 0 will be independent of A\ (our equivalent
martingale pricing measure) only if the attainability condition of Eq.(3.19) is
satisfied. If for example we were to price the claim Y7 = 1(g,_120) + 1(s,=110) +
1(s,—90) then such a claim being attainable would be independent of our choice
A that shall serve as our pricing measure. However the claim Y7 = 1(g,_19) is
not attainable as it does not satisfy Eq.(3.19), such a claim will then depend on
our choice of A. So if we choose our pricing measure A = 0.1 then the price of
this claim will be given by
10 1

10
Vo= —A(2) = —0.1 = —.
0 22A() 110 11
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Although such a price process is not supported for the claim Y7 = 1(g,._120) by
a replicating portfolio the augmented pricing system (R;, S;, ;) that results by
selecting the numeraire pair (R;, Q*=1)) will be arbitrage free. Similarly we
could have chosen the numeraire pair (R;, Q*="1%)) and obtained a price for the
claim at time ¢t = 0 as Y, = 2/33 and the augmented pricing system (R;, S;, Y7)
that results by selecting A\ = 0.15 will once again be arbitrage free. Given non
attainable claims we are therefore faced with an identification problem. For
different choices of the pricing measure we obtain different augmented pricing
systems each of which is arbitrage free. We would therefore like to select one
of the many possible pricing measures, based on some criteria, to serve as our
pricing measure which will then be used in the valuation of contingent claims.

The approach we have taken in developing an arbitrage free price process
for a contingent claim can now be summarized as follows:

(i) Given an economy of tradable assets we first need to establish that the
economy is arbitrage free. This is done by selecting an asset within the
economy which is called the numeraire and determining it there exists at
least one P-equivalent measure Q such that when all the tradable assets
are deflated with respect to the numeraire they have a (Q, 7;)-martingale
property. Hence an arbitrage free economy implies and is implied by the
existence of an equivalent martingale measure.

(i1)) Next we must establish if the EMM Q is unique or if there exist multiple
EMM’s. A unique EMM implies that the market is complete and thus any
contingent claim is attainable. We can therefore construct a replicating
portfolio for any contingent claim and the price process for such a claim is

given by
Y
T _ EQ ﬁ
Ry Ry

Such a pricing formula implies that the deflated value of the claim must
have a martingale property under the measure Q. If the EMM is not
unique then we are faced with the problem of pricing in an incomplete
economy where not all claims are attainable. For non attainable claims
we can still use the pricing formula in Eq.(3.26) however for each different
measure Q we obtain a host of different arbitrage free price processes. A
key challenge is therefore to select one EMM from the available pool of
equivalent martingale measures that will serve as our pricing measure.
Such a selection must be based on the EMM Q satisfying some criteria
which we shall explore in detail in the chapters to come.

ft>. (3.26)
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Chapter 4

Pricing Contingent Claims in
Continuous Time

In this chapter we will consider the pricing of contingent claims that makes use
of the martingale concept. We shall specify the dynamics for the tradable assets
in the economy which is composed of a risky asset S; and a risk-free asset R;.
Together these assets form our pricing system or economy (R;, S;). At first we
shall consider the case where the risky asset is driven by geometric Brownian
motion and this leads to the Black-Scholes [8] model where the Brownian mo-
tion is the only source of randomness in the model. Then we shall replace the
Brownian motion with a much more general Lévy process that allows for pos-
sible jumps to be included in the model. Since the pricing of contingent claims
depends on the underlying dynamics that we specify we shall examine how the
price process for the contingent claims are affected by the different dynamics
that we assume for the model.

4.1 Model Assumptions

We restrict economic activity to the finite time horizon [0, 7] where T" € [0, o).
All uncertainty is modeled with the aid of a complete probability space (2, 7, P)
where () is the set of all possible outcomes in the model, the sigma field F is
a collection of subsets of 2 and P is the real world or canonical probability
measure. To model the flow of information over time we use a filtration process
(F1,0 < t < T). When dealing with the Black-Scholes model the uncertainty
is being driven by the Brownian motion and we denote the the filtration by
(FV,0 <t < T). When the Lévy process is the driving source of the uncertainty
we shall denote the filtration process as (FX,0 < t < T). The economy is also
assumed to have the following properties:

(1) The economy is frictionless, i.e. there are no taxes or transaction costs and
assets are infinitely divisible with no restrictions on short sales.

(i) Information is freely available to all and there is no insider trading. All
traders prefer more wealth to less.

47



4.2. Black-Scholes and Merton Model

The risk-free asset R;, also known as a bond or cash roll-over account which we
assume is devoid of any systematic risk, has the following dynamics

th = T‘thdt Ro =1 (41)

where the process {r;,0 < ¢t < T} is interpreted as the risk-free interest rate
process or the instantaneous short rate process. Note that the risk-free interest
rate process can be interpreted as being a stochastic process but for our pur-
poses we shall assume it to be a deterministic process that evolves over the
time interval [0, T]. Solving Eq.(4.1) we have

t
R; = Roexp</ T ds).
0

We also require that the risk-free rate of interest satisfy the following integra-
bility constraint over the interval [0, 7]

T
/ |re| dt < oo P — a.s. 4.2)
0

The risky asset which is some stock price that is subjected to systematic risk
has the following dynamics under the real world measure P

dSt == ,utStdt + O'tStth, (43)

where the process {W;,0 < ¢t < T} is standard Brownian motion under the
measure P. The process {y;,0 < t < T} is the appreciation rate of the stock
while the process {o,0 < t < T'} is the volatility of the risky asset which models
the intensity with which the source of uncertainty influences the stock price,
the source of uncertainty in this case is the Brownian motion. There are also
integrability restrictions placed on both y; and o; which are given as follows:

T
/ (Jjpe) +02) dt <00 P—a.s. (4.4)
0

We refer to r;, u; and o; as the coefficients of the stock price model and assume
that all coefficients of the model are progressively measurable with respect to
the filtration (F/V,0 < t < T). For our purposes we shall assume that the co-
efficients of the model are deterministic as this aids in reducing computational
difficulty.

4.2 Black-Scholes and Merton Model

Among the most renowned models in mathematical finance is the Black-Scholes
and Merton model, in the papers of Black & Scholes [8] and Merton [36] a closed
form pricing formula for the value of a contingent claim known as a European
option was derived. The Black & Scholes paper was based on constructing a
partial differential equation along with an appropriate boundary condition for
the valuation process of the claim and the solving this partial differential equa-
tion to obtain the value of the contingent claim. We will not take this path but
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rather make use of our knowledge that deals with stochastic integration and
equivalent martingale measures. Under the Black-Scholes and Merton model
we have the following dynamics for the evolution of the assets in our economy

th = Ttht Ro =1 (45)
dS; = ,LLStdt + oS dW; Sy € R+, (4.6)

with constant coefficients ;4 € R and r,0 € R*. The solution to deterministic
differential equation is easily seen as R; = Rope"' = ¢’* and an application of
It6’s lemma to the linear stochastic differential equation yields the solution of
the risky asset S; at time ¢ by

1
S; = Soexp<(,u — 502)1‘/ + aWt>. 4.7)

The first question is of course to ask whether the model specified by the above
dynamics for the the assets S; and R; is free of arbitrage. From Theorem 3.1 we
know that an economy or pricing system is arbitrage free if and only if it admits
at least one equivalent martingale measure (or numeraire pair). To verify if
such an EMM exists we deflate the risky asset S; with respect to R;, which we
take to be our pricing numeraire, and apply the product rule (Theorem 2.8) for
stochastic processes as follows:

St 1 1 1
d{ = )| = =dS; + Sid| — d|S,— 4.8
(Rt> R, (Rt>+ [ 7RL’ “9
now since the sample paths of the Brownian motion are continuous in a P-a.s.
sense we can conclude that the sample paths of S; are continuous almost surely

under the measure P. In addition R; has finite first order variation, hence by
Theorem 2.6 we must have
1
S,—| =0.
I: ’ R:| t

We can therefore write Eq.(4.8) as

Sy 1 1
dl = = —dS;+5;d| —
(Rt) R T (Rt)
= e "dS, —re "t S,dt
= ¢t (/LStdt + aStth) —re "t S,dt

= ¢ <(,u —7)Sedt + O‘Stth>

St

t t
=— = So+(p—r) / e "Sy du + a/ e Sy, dW,,. 4.9
Ry 0 0

While fot e~ "8, dW, can be interpreted as a local P-martingale the drift repre-
sented by fot e "S, du prevents the delated stock price from having a local mar-
tingale property under the measure P. In order to express the deflated stock
price as a martingale under some equivalent measure Q we must remove the
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4.2. Black-Scholes and Merton Model

drift term form Eq.(4.9). In order to effect a change of measure let us consider
the following stochastic exponential

1
7, = exp <0Wt - 29%) . (4.10)

It can be easily seen that the process {Z;,0 < t < T} is strictly positive and
satisfies the martingale property under the measure P since

]—"W>
fW>

_ e,%gzt . 6%92(t75)+9W5

= exp <9W8 — ;923> = Zs.

EP (Zt}]:SW) — EP <69Wt592t

_1p2
— ¢ 29 tEP (69Wt

Thus we have that the process {Z;,0 < ¢t < T} is a martingale under the mea-
sure P. Note we could have just as well used the Novikov condition to verify
that the stochastic exponential is a martingale under the measure P since

1 1
EP <exp<2[6Wt, HWt]t>> = exp<292t> < o0.

We also have that
E¥(Z,) =EY (Z)|F7)) =Zy=€" = 1.

Since the stochastic exponential defined in Eq.(4.10) is a strictly positive mar-
tingale under the measure P and has E¥(Z;) = 1 we can make use of this
process implement a change of measure. Under a new P-equivalent measure Q
defined by the R-N derivative

dP W ’ ( )
T

we know that W, = W, — 6t is standard Brownian motion under the measure Q
by Girsanov’s theorem (Theorem 2.11). By making use of this fact we can then
rewrite Eq.(4.9) as

St

t t
— = So+(u—r) / e "S, du + O'/ e Sy d(Wy + 0u)
Ry 0 0

t t
= (u—r+00) / e S, du+ o / e S, dW,. (4.12)
0 0

Now notice that by setting § = %, the drift term will then be removed from
Eq.(4.12) and so we have

Sy bt ~
— =Sy+o0 | e ™S, dWV,
R, 0
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4.2. Black-Scholes and Merton Model

which is a local Q-martingale. For the deflated risky asset to be a martingale
under the measure Q we require that

T
E® (02 / e 2rts? dt) < 0. (4.13)
0

However we can again make use of the Novikov condition which is an easier
method of verification that the deflated risky asset is a martingale under the
measure Q. As the solution to the stochastic integral equation

t
& =5y + a/ e ™S, dW, (4.14)
Ry 0
is given by
Sy < /t . 1 /t 5 >
— = Spex ocdW, — = o° du
R, 0€XP ) 2 Jy
~ 1
= S’Oexp<aWt— 20275). (4.15)

The Novikov condition is then verified since

EQ (exp (;[aWt, O'Wt]t>> = E® (exp <;02t>) = exp (;azt> < 0. (4.16)

Hence the deflated risky asset is indeed a martingale under the measure Q
defined by
Q

= Zr. 4.17
P - T ( )

We have established that there is at least one EMM for the economy (R;, S;) and
hence we can conclude that the economy based on such dynamics of the Black-
Scholes and Merton model is arbitrage free. Notice that the EMM is unique
since the deflated risky asset only admits representation as Q-martingale if
and only if we set # = =¥ and so by Theorem 3.3 the economy is complete
which implies that any contingent claim is attainable. Therefore faced with
any Fr measurable contingent claim Y an arbitrage free price process for the
claim {7} ,0 <t < T} is given by

i:EQ ﬁ
R

The quantity # = "= is called the market price for risk and is seen as a measure
for the tradeoff between risk and return.

4.2.1 Options

Contingent claims or derivatives can be grouped under three general headings,
namely: Options, Forwards and Futures and Swaps. For our purposes we shall
mainly be interested in contingent claims that fall under the category of op-
tions. An option is a financial instrument that gives the holder the right, but

51



4.2. Black-Scholes and Merton Model

not the obligation, to buy or sell the underlying asset at or before a specified date
known as the maturity or expiry date for a specific price known as the exercise
or strike price. Call options afford the holder the right to buy the specified un-
derlying while put options afford the holder the right to sell the predetermined
underlying. European style options have the property that only permits the
holder to buy/sell the underlying at expiry when the option reaches maturity.
American style options allow the holder to buy/sell the underlying at any time
prior to or at the maturity date. The simple or standard call and put options
are referred to as plain-vanilla type options while other path-dependent options
fall under the category known as exotic options.

We now consider the pricing of a European call option under the Black-
Scholes and Merton model; having established that the economy (R;, S;) is ar-
bitrage free and that equivalent martingale measure is unique we now proceed
with the pricing of another tradable asset that we wish to add to the econ-
omy in a manner that will prevent any arbitrage opportunity. Since a Euro-
pean call option gives the holder the right but not the obligation to buy the
underlying asset, which we take to be the risky asset S;, the payoff of such
a claim at maturity date T is given by the F)"-measurable random variable
Yr = max(Sr— K, 0) = (Sr— K)" where St is the value of the risky asset at time
T and K is the strike price agreed at creation of the option. By Theorem 3.2 the
deflated price process of the option must follow a (Q, 7}") martingale property.
Therefore we must have that

Y _
Tt _ gQ (maX(ST K0 ’ftW ) (4.18)
t T

R R

where the measure Q is defined by the R-N derivative

dQ B B rT— i 1/r—p 2
d:PFJWZTeXp(<O_)WT—2< pu )T) (419)

In order to compute the value of the conditional expectation in Eq.(4.18) we
essentially need the distribution of max (ST - K, 0) under the measure Q. Now
recall that from Eq.(4.15) that we have

St
Ry

1 ~ -
= Sp = Stexp<<r - 202> (T—t)+o(Wp — Wt)>

— Siexp <U(WT W) - %UQ(T - t))

We can compute Eq.(4.18) as follows

Y
U . Q maX(ST - K, 0) w
— E
Ry ( Ry 7

= EQ® <6_T(T_t) max (St — K,0) J’:tw). (4.20)
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4.2. Black-Scholes and Merton Model

The max(St — K,0) can be written as Sr1(s,~x) — K1(s,>k), and so Eq.(4.20)
becomes

w EQ (e 0571 (5pm 0|7 ) = EQ (e TR L 570100 | 7Y

= B_T(T_t)EQ(ST]-(ST>K)|ftVV) _Ke_r(T_t)EQ(1(5T>K)|]:tW)' (4.21)

By making use of the fact that the increment Wy — W; ~ N (0,7 — t) under the
measure Q and independent of 7}V we can compute the first term in Eq.(4.21)
as follows

In 2t + (r + §02)(T—t)>

e T TVEY (Sl (s, 7 ) = StQ(Z s VT —t

while the second term in Eq.(4.21) turns out to be

In9t + (r— 10?)(T -t
Ke_r(T_t)EQ(l(sT>K)|.7:2/V) = Ke_T(T_t)Q<Z < g (30 )),

ovT —t

where Z ~ N(0,1) random variable. Hence the price process {m}",0 <t < T’} for
the )V measurable claim known as a European call option is given by

77 = SN(d) — Ke " TN (dy), (4.22)

where d; and dy are given by

p P4 (r+ 30T -1) p IS4 (r—Le?)(T-1)
e oVT —t 2T oVT —t

and N (z) is the standard normal cumulative distribution [*__ %e*%ﬁ dy.

The formula in Eq.(4.22) is the famous Black-Scholes formula for the price of
a European call option. If we were interested in computing the corresponding
European put option with strike price K and payoff function given by max(K —
St,0) then we can make use of the relation that exists between the European
call and put option, known as the put-call-parity. If we denote that value of the
European call option with strike price K at time ¢ by ¢; and the corresponding
European put by p;. Then using the following payoff identity

max(K — S7,0) = max(Sr — K,0) + K — Sp, (4.23)

the value of the European put can be determined by the value the European
call in the following manner by deflating all terms in Eq.(4.23) with respect to
the numeriare and taking conditional expectations under the measure Q we

7 )

=p=c+Ke TV _g, (4.24)

EQ (e_T(T_t) max(K — S7,0)

]:tW> — EQ (e_T(T_t) max(S7 — K,0)

+EQ(e TR |F) —EQ (e T 57| FY)
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4.3. Geometric Lévy model

Eq.(4.24) follows from the fact that the deflated stock price has a martingale
property under the measure Q. The relationship between the European call
and put option as expressed in Eq.(4.24) is known as the put-call parity (PCP)
and as can be seen offers a less computational method for determining the value
of a European put option provided that the value of the corresponding European
call option is known. The beauty of the Black-Scholes and Merton model lies in
its computational efficiency and elegant solutions to the option pricing problem,
however the are several drawbacks associated with this model as well most no-
tably the models inability to incorporate the effects of sudden price jumps in
the risky asset. It is this reason that we will now consider using a Lévy process
as our source of randomness as such a process allows jumps to be included in
the dynamics of the risky asset. As a result of using the Lévy process as the
driving force of uncertainty we are equipped with a model that is more flexible
than that of the Black-Scholes and Merton model.

4.3 Geometric Lévy model

Having studied the dynamics for the risky asset under the Black-Scholes and
Merton framework we have established that the model proposed for the econ-
omy (R, S;) is indeed arbitrage free and that the market is complete. Hence
given any 7" -measurable claim Y7 we can define a unique arbitrage free price
process {m),0 < t < T} for the claim by the prescription

i — EQ<YT FtW>7

Ry Ry

where Q is the unique EMM that gives all tradable assets in the economy a
(Q, F;) martingale property. We now wish to replace the driving force of un-
certainty within the model which is represented by the Brownian motion with
a much more general Lévy process that will allow for jumps to be included in
the risky assets dynamics. By using a Lévy process to model the uncertainty
we obtain a model that is more realistic in depicting the behavior of a stock
price process since it is well known that stock prices exhibit sudden jumps in
relation to internal and external factors. The model that we will now consider
for the economy (R, S;) is given by the following dynamics under the real world
measure P

th = Tthdt RO =1 (425)
ds; = /LtSt_dt +0:S;—dXy Sp € RT. (4.26)

The coefficients of the stock price model, namely i, 0; and r; are all assumed to
be deterministic functions of time and the constraints imposed in Eq.(4.2) and
Eq.(4.4) still hold. The process {X;,0 < t < T'} is a Lévy process satisfying some
additional requirements.

Remark 4.1. While the dynamics for the risk-free asset R; remains the same
there is a change in the SDE for the risky asset S;. The reason for this is more
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easily seen if we write the dynamics for S; in integral form as
t t
Sy = S0 —|—/ oy Syu— du —I—/ OuSu— dX,.
0 0

In order to give the integral f(f ouSyu— dX, a stochastic interpretation the in-
tegrand must be predictable, and since the sample paths of a Lévy process are
cadlag (right continuous), this can only be done by working with the left version
of S; as seen in the SDE of Eq.(4.26).

We shall require that the Lévy process {X;, < ¢ < T'} satisfy
EP[e™ %] <00 forall 0 € (—01,06,), (4.27)

where 0 < 61,0, < oo. Such a requirement will then imply that X; has finite
moments of all orders and in particular E¥ (X;) < oo, see Chan [9]. We also have
the Lévy measure v satisfying the following conditions as a result of Eq.(4.27)

/ e % y(dr) < 0o and / z v(dr) < oo.
|z[>1 |z[>1

With this additional requirement imposed on the Lévy process {X;,0 <t < T}
we can now write the Lévy-Ité decomposition as

Xy =ct+W; + / z N(t,dz), (4.28)
R

where ¢ = EP(X;), {W;,0 < t < T} is standard Brownian motion and {M; =
Jrz N (t,dz),0 < t < T} is the process responsible for all the jumps which is
independent of the Brownian motion. We assume without the loss of generality
that the Lévy characteristic triplet is of the form (¢, 1, ). Returning to the SDE
in Eq.(4.26), in order to find a solution to this equation we apply It6’s lemma
to the function In S;, noting that AS; = 0,5, AX; = 0,5, AM; and [X¢, X, =
[W,W]; =t we have

InS; = InS, +/t1dS +1/t 1 d[s¢, $°
t 0 0 S U 2 0 55_ ) u
1

+ Z [lnSu —1InS,_ —

o<ut

t 1 t
= 1n50+/ (,uudu—l—cruqu)—z/ o2 du
0 0

+ Z [In(0,AM, + 1) — 0, AM,]
out

t 1 t
- 1nSo+/ (uu—§aﬁ) du+/ oy dXy + Z [In(0,AM, + 1) — 0, AM,].
0 0

out

Finally we get

t t 1
Sy = Soexp</ . —l—/ (to, — 505) du) H (O'UAMu + 1)670“AM“. (4.29)
0 0

0ut
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In order to insure that the stock price S; remains nonnegative we need o;AM; >
—1 for all ¢, one possible way to ensure this is to restrict the Lévy measure v
to some interval [—cy, co] where ¢1,co > 0. By restricting the Lévy measure in
this way we will always have AM; € [—cy, o] for all ¢ (i.e. the stock price can
only experience jumps of a certain magnitude) and the stock price will remain
nonnegative as long as —é <o < é

Having specified the dynamics for the risky asset S; in a manner that allows
for jumps to be included in the stock price model we must now establish whether
the economy (Ry, S;), that is being based on the new dynamics for the risky
asset, is arbitrage free. We proceed as before and begin by selecting R; as our
pricing numeraire, by Theorem 3.1 we need to verify that at least one EMM
exists for the economy (R, S;) under the new dynamics. An application of Itd’s
lemma to the deflated stock price S, = ]% yields

S, = So+/( du+/R /dSCSC

+ Y [S 8~ A8,

o<ut R
- t t
= 5o +/ Suf(,uu - Tu) du +/ OuSu— dX,
0 0

+ Y [Su-ouAM, — Sy_0y,AM,]
out

¢ ¢
= So+ / Su— (o, — 1) du + / ouSu— (c du+ dW, + dM,,)
0 0

t t
= S0 +/ Su—(fty — Ty + coy) du +/ TuSu_ dW,
0 0

t
+/ 0uSu— dM,,. (4.30)
0

Now in order to effect a change in measure from the real world measure P to
some other equivalent measure Q we must implement a change of measure
formula such as the stochastic exponential defined in Eq.(2.75) by the SDE

dZy = Zy_ [ht dW; + /

|z|<1

(H(t,z) — 1) N(dt,dzx) +/ (F(t,x) — 1) N(dt,dx)].

|z[>1
(4.31)
Since we have imposed the restriction that the Lévy process {X;,0 < ¢t < T}
must have finite moments of all orders we can without loss of generality rewrite
the SDE in Eq.(4.31) as

dZ, = Zy_[hy dW; + / (H(t,z) — 1)N(dt,dz)] (4.32)
R
= Z;_dY, (4.33)
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where {Y;,0 < ¢t < T} is a Lévy integral process given by

t t
Y; :/ hs dWS+//(H(s,:r)—1) N(ds, dz). (4.34)
0 0JR

The solution to the SDE in Eq.(4.33) is the Doléans-Dade exponential defined
in Eq.(2.78) as

N 1 [t
Zt:exp(/h dWy —l—// (s,z) — 1) N(dsdx)—Q/h§d5>
0

x [ H(s,AX e (HE&AXI=D 0 (4.35)
0<s<t

in order for Z; to remain strictly positive we shall impose the constraint that
H(t,AX;) > 0 P-a.s. As can be seen from Eq.(4.32) Z; is a local martingale
under the measure P, if we select the functions/processes {h;,0 < ¢t < T} and
{H(t,x),0 < t < T} carefully so as to guarantee that EF(Z;) = 1 for all ¢ then
by Theorem 2.10 we will have the process {Z;,0 < ¢t < T'} being a strictly pos-
itive martingale under the measure P and hence we can use this stochastic
exponential to implement a change in measure by defining

=Zr. (4.36)

P |

Calling Zr the R-N derivative linking Q to P on the measure space (2, 7% ).Under

this new P-equivalent measure Q Girsanov’s theorem tells us that there exists
a process {WW;,0 < t < T'} defined by

t
Wt = Wt — / hs dS, (437)
0

that is standard Brownian motion under the measure Q. Further more the
jump process {M;,0 < t < T} defined by

M, = Mt—/t/ z(H(s,z) — 1) v(dz)ds
_ / / N(ds, dz) — H(s, ) v(dz)ds]
_ /0 /R +No(ds, dz) (4.38)

is a Q-martingale and also independent of the Brownian motion process {I;,0 <
t < T}. Here . 3
Nq(ds,dx) = N(ds,dx) — H(s,z) v(dz)ds.

Making use of Eq.(4.37) and Eq.(4.38) we can now rewrite the deflated stock
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price in Eq.(4.30) as

t t
Sy = S+ / Su—(fhy, — T4 + coy) du +/ OuSu— (qu + Ay du)
0 0
t ~ ~
+/ ouSu— (dM, —|—/ z(H(u,z) — 1) v(dz)du)
0 R

t
= / S, <,u,u — 1y +coy + oyhy + / owr(H (u, ) — l)V(d:B)) du (4.39)
0 R

+So —I—/ ouwSu— AWy, + / 0uSu— dM,,. (4.40)
0 0

Since an arbitrage free economy implies and is implied by the existence of at
least one EMM, in order to give the deflated stock price a local martingale prop-
erty under the measure Q we must remove the drift component from the de-
flated stock price which is represented expression (4.39). Hence if we set

Ly — T + €Oy + Oy hy + / owr(H(u,z) — 1)v(dz) =0, (4.41)
R

then we obtain the following dynamics for the deflated stock price under the

measure Q

t t
St = So + / oy Sy AWy, + / 0y Sy dM,,. (4.42)
0 0

Such a representation implies that the deflated stock price process is a local Q-
martingale. In order to prove that S; is a (Q, F;¥) martingale we need to impose
the following integrability constraints on the stochastic integrals

T 5 5 2 T B
EQ<‘ / 0uSu_ dWy, > = EQ( / 0252 du) < 00, (4.43)
0 0

T B B 2
EQQ/ uSu_ dM,, )
0

T
= EQ</ /035’3952}[(3,37)2 I/(d(E)dS) < 0. (4.44)
0o Jr

Only once we have verified that Eq.(4.43) and Eq.(4.44) hold can we then con-
clude that the deflated stock price process has a (Q, F/X) martingale property.
Provided that this martingale property can be shown to exist we will then be
able to deduce that the economy (R;, S;) is arbitrage free being based on the
dynamics of the Geometric Lévy process. In actual practise it can become very
complicated to verify Eq.(4.44), it is for this reason that we shall consider the
cases where H(t,x) is a deterministic function of time and bounded on all finite
intervals [0,¢] C [0,7], such an assumption will also facilitate the computation
in proving that the stochastic exponential has E¥(Z;) = 1. While Eq.(4.41) is
a necessary requirement for the deflated stock price to have a Q-martingale
property it does not uniquely determine the functions h; and H (¢, x) since we
only have a single equation involving two unknown functions, all that we know
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is that H(t,z) > —1 P-a.s. Since these functions are not uniquely specified by
Eq.(4.41) the resulting EMM defined by the R-N derivative

% = Zr, (4.45)
7
will not be a unique equivalent martingale measure. In fact there are infinitely
many EMM’s, one for each choice of h; and H(¢,z). Hence while the economy
(Ry, Sy) is indeed arbitrage free there exists no unique EMM and thus we are
faced with the problem of pricing claims in an incomplete market. Suppose
that we now wish to add some Fr-measurable claim Y7 to the economy (R;, Sy).
Market incompleteness implies that such a claim may no longer be attainable,
and while we can still develop an arbitrage free price process for the claim
{n},0 <t < T} by defining
7).

such a price process for the claim will no longer be unique as it depends on
the measure Q. Thus there exist infinitely many possible price process for the
claim Y7, one for each possible EMM. The question we are now faced with is
this: given that we have an incomplete economy (R, S;), how do we select one
particular EMM under which all claims can be priced? We shall examine this
problem in the following chapter.

i — EQ Yr
R Rr
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Chapter 5

Selecting an Equivalent
Martingale Measure in an
Incomplete Market

Having verified the economy (R;, S;) being based on the dynamics of the the
Geometric Lévy model of Eq.(4.25) and Eq.(4.26) is arbitrage free we are now
faced with the problem of market incompleteness. The purpose of this chapter
is to develop criteria that will aid us in pricing contingent claims in an incom-
plete market. Since market incompleteness implies that there no longer exists
a replicating portfolio that can be used to determine the arbitrage free price
process {m; ,0 < t < T} for the Fr-measurable contingent claim Y7, in light of
Theorem 3.3 market incompleteness translates into the fact that the equivalent
martingale measure Q is no longer unique, in fact there exist infinitely many
possible EMM’s. The approach that we shall take deals with selecting a specific
EMM from this pool of possible measures and the justification for selecting this
measure will be based on the fact that this measure satisfies certain require-
ments. This measure will then be used in the pricing of contingent claims and
will be “unique” in the sense that the price process associated with a contingent
claim corresponds only to that particular EMM selected. We shall now look at
these criteria.

5.1 Follmer-Schweizer minimal martingale measure

Recall that Eq.(4.41) was a necessary condition for the existence of an EMM

Uy — Ty + €Oy + oyhy + / owr(H(u,z) — 1)v(dz) =0, (5.1)
R

however as this equation did not specify both H(u,z) and h, the resulting mar-

tingale measure was not unique implying market incompleteness. The first ap-

proach that we shall take in order to determine both H(u,x) and h,, is referred

to as the Follmer-Schweizer minimal martingale measure, see [15]. This min-

imal measure is constructed with the aid of a replicating or hedging portfolio.
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5.1. Follmer-Schweizer minimal martingale measure

We shall assume that all processes that we encounter hence forth are square
integrable, i.e. any process Y; belongs to the space L?(2, P). The need to work
with square integrable processes will enable us to make use of representation
theorems which will prove extremely useful in this section. In an incomplete
market not all claims are attainable since all self-financing trading strategies
can no longer guarantee that the terminal value of the portfolio replicates the
random payoff, i.e. we no longer have V; = Y P-a.s. In order to deal with
this difficulty Follmer and Schweizer suggest that a cumulative cost process
{C4,0 <t < T} be included in the hedging portfolio that is defined by

t
Cy = Vi — / bu A5, (5.2)
0

where V; is the deflated value of the portfolio at time ¢ with respect to the nu-
meraire R; and fg ¢y dS, represents any gains in the portfolio with S; being the
deflated value of the risky asset; for detailed motivation behind this definition
see Follmer and Sondermann [16]. From Eq.(5.2) we see that the hedging port-
folio is no longer self-financing since the portfolio requires external injections
of funds represented by the cost process. In light of the fact that funds can now
be injected into the portfolio we can now define an admissible strategy as one
which guarantees Vi = Y P-a.s. This does not mean that the claim is attain-
able since we have defined attainability in terms of a self-financing portfolio
and the portfolio process that we now deal with is of the form

t
V, = / by dSy + Cy. (5.3)
0

The cost process represents the external funds required to ensure that the port-
folio yields Vi = Y P-a.s.

Remark 5.1. Note that we still invest in both risky and risk-free assets and so
the process {V;,0 < t < T} defined by

Vi = ¢St + o Ry,

is still the value of the trading strategy however as this trading strategy can
no longer fully hedge the claim an additional cost must be incurred. It is for
this reason why we focus on the process defined in Eq.(5.3) as it represents
gains from trading along with the cumulative cost component that is required
to hedge the claim.

We can interpret this cost process {C;,0 < ¢t < T'} as the additional or intrin-
sic risk that associated with the hedging strategy. If we recall the Black-Scholes
and Merton framework, since the model that was specified for the asset dynam-
ics was complete we could replicate any contingent claim without incurring any
additional risk. In a market where claims are non attainable we are exposed to
the intrinsic risk of not being able to perfectly replicate the claim, and naturally
we would like this intrinsic risk to be as minimal as possible. So as a measure
of the additional risk Follmer and Schweizer introduced the conditional mean
square error process defined by

EP[(Cr - C)*|FY). (5.4)
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Remark 5.2. Note that we have used the real world measure P in the definition
of the conditional mean square error process. The justification is given as fol-
lows. If we consider the case where the contingent claim is a call option, then
the call writer would want to minimize his additional risk based on his own
subjective beliefs.

In the Black-Scholes setup Eq.(5.4) is always zero. Since we wish for the
additional risk to be minimal we must therefore identify trading strategies that
minimize that conditional mean square error process defined in Eq.(5.4). Before
we can proceed in identifying such trading strategies we need define what is
meant by orthogonal martingales since these martingales play a crucial role in
identifying strategies that minimize the conditional mean square error process.

Definition 5.1. Let { X;,0 <t < T} and {Y;,0 < ¢t < T} be two square integrable
martingales under the measure P,i.e. X; and Y; € L?(Q2, P). Then X; and Y; are
said to be orthogonal if and only if [X,Y]; = 0 P-a.s. We denote orthogonality

In order to understand Definition 5.1 we use the idea of quadratic covaria-
tion between two L?-integrable martingales, see Meyer [38]. Under Meyer’s def-
inition the quadratic covariation is defined to be an increasing process [X,Y];
satisfying

EP (X — X,)(Y; - Y5)|F) = EP ([X, Y], — [X, Y| 7). (5.5)

To show that orthogonality occurs if and only if [X,Y]; = 0, let us assume that
[X,Y]; = 0 P-a.s. first. According to Meyer’s definition the quadratic covaria-
tion is an increasing process, hence [X, Y], = 0 implies that [X,Y]; = 0 for all
s < t. So we must have

EP ((X; — X,)(Y; — Y3)|F) =0

E”(X,Y)|F,) — X.EP (Y| F) — Y.EP (X Fs) + XY, =0

EP (X,Y|F) = XYe =0

= EP (X,Y}|F,) = X,Y, P — as. (5.6)

Therefore we have [X, Y], = 0 P-a.s. implying that the process {X;Y;,0 <t < T'}
is a martingale under the measure P. Conversely let us now assume that the
process {X,;Y;,0 < t < T} is a martingale under the measure P, then by the
product rule (Theorem 2.8) we have

t t
XY, — / X, dv. + / Yoo dX, + [X, Y], (5.7)
0 0

noting that XY, = 0. Now since both X; and Y; are square integrable mar-
tingales the stochastic integrals are in Eq.(5.7) are well defined and are both
local martingales under the measure P, but we have assumed that the pro-
cess {X;Y;,0 <t < T} is a martingale under the measure P therefore both the
stochastic integrals in Eq.(5.7) must be P-martingales. Now since the quadratic
covariation is an increasing function in order to preserve the martingale prop-
erty which we now know exists we must have [X,Y], = 0 P-a.s. Hence the
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5.1. Follmer-Schweizer minimal martingale measure

martingale property of the process {X;Y;,0 < ¢t < T} implies that the quadratic
covariation between X; and Y; must be equal to zero.

Returning now to the Follmer Schweizer minimal martingale measure, we
seek to minimize the conditional mean square error process represented by
Eq.(5.4). To be more precise the minimization we shall discuss is in fact lo-
cal minimization in that the additional risk should be minimal under all “in-
finitesimal perturbations”, see Schweizer [43] for a more detailed account of
this concept. To fix ideas let us consider the special case where the measure
P is already a martingale measure for the deflated stock price process. This
then implies that the claim Y, must be a square integrable martingale under
the measure P. Furthermore it can be shown that the space generated by the
all square integrable random variables of the form fot ¢y dS, forms a closed sub-
space of the space L?({2, P). The Kunita-Watanabe decomposition, see [31], then
states that any claim Y7 € L?(2, P) has a unique decomposition given by

T
Yr=Yy+ / ¢y dSy + L, (5.8)
0

where {L;,0 < t < T} is a square integrable martingale orthogonal to S; under
the measure P. Then setting

bt = Pt o= Vi — &S,
along with
T
Vi=Yy+ / Gy dSy + Ly, (5.9
0

we obtain a trading strategy where the accumulated cost process is a square
integrable martingale orthogonal to S; under the measure P, i.e. C; = L;. It
can further be shown that such a trading strategy minimizes the conditional
mean square error process, see Schweizer [43]. Thus the problem of minimiz-
ing the conditional mean square error process can be solved using the Kunita-
Watanabe projection theorem provided the the measure P is a martingale mea-
sure. We refer to any trading strategy satisfying

EY (Cr — G| F) =0,

as mean-self-financing, i.e. the cost process {C;,0 < t < T} is P-martingale.
Based on our previous results with the geometric Lévy model we know that the
deflated stock price is not a martingale under the measure P and since there is
no analogous Kunita-Watanabe decomposition for an arbitrary semimartingale
we cannot make use of the above results in our current situation. However we
can make use of the above ideas, under the geometric Lévy model the deflated
stock price under the measure P was given by the semimartingale

t t
S; = Sp+ / Su—(fy — 14 + coy) du + / OuSu— dW,,
0 0

t ~
n / TuSu_ dM,, (5.10)
0

63



5.1. Follmer-Schweizer minimal martingale measure

where the martingale part of S; under the measure P is

t t
/ OuSu_ AWy, + / OuwSu_ dM,,.
0 0

The following proposition is essential in finding a trading strategy that locally
minimizes the conditional mean square error process.

Proposition 5.1. A trading strategy which “locally” minimizes the conditional
mean square error process is equivalent to a mean-self-financing strategy that
has the cumulative cost process {Cy,0 < t < T} being orthogonal to the martin-
gale part of the deflated stock price under the measure P.

Proof: See Schweizer [43] [ |

So we need to identify a trading strategy that has the cost process as a P-
martingale which is orthogonal to the martingale part of the deflated stock price
under the measure P, such a strategy is called an optimal trading strategy.
The existence of such optimal strategies is given in Follmer and Schweizer [15]
which states that an optimal strategy is equivalent to the deflated claim Yy
having the following decomposition under the measure P

T
Yr =Y +/ by dS, + L, (5.11)
0

where Y7 is the deflated claim and the process {L;,0 < t < T} is a square
integrable martingale orthogonal to the martingale part of S; under P. To see
that such a decomposition is indeed equivalent to an optimal trading strategy
let us suppose that the claim Y admits representation as in Eq.(5.11), then by
setting

Vi

t ~
Yo+/¢udsu+Lt
0

or = Vi— S,

will produce a trading strategy that is optimal. Conversely any optimal trading
strategy will yield a decomposition of the form in Eq.(5.11) with L, = C}; as
a square integrable martingale orthogonal to the martingale part of S; under
the measure P. From our knowledge of equivalent martingales measure we
know that V;, must be a martingale under some P-equivalent measure, as this
negates any possibility of arbitrage. If we accept that the deflated value of the
claim must be of the form as in Eq.(5.11) and set V; = Y7 we can then compute
the value of the claim for any ¢ < T by setting

V, = EQ(Vr|R),

for some equivalent martingale measure Q. In order to determine the measure
Q we shall make use of the decomposition of V;,. More specifically since the
stochastic integral process { fot ¢y dSy,0 <t < T} is a Q-martingale, in order to
ensure that V; be a Q-martingale we require that the process {L;,0 < t < T}
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defined in Eq.(5.11) also be a martingale under the measure Q. We therefore
seek a measure Q that gives the deflated stock price a martingale property but
at the same time retains the martingale property of any square integrable P-
martingale orthogonal to the martingale part of S; under P. This brings us to
the idea of a minimal martingale measure.

Definition 5.2. An equivalent martingale measure Q is called minimal if every
square integrable P-martingale which is orthogonal to the martingale part of
S under P remains a martingale under the measure Q.

The minimal measure Q ensures that any optimal strategy with decom-
position as in Eq.(5.11) is also a Q-martingale which justifies us taking V;, =
EQ(V7|F;) to be the deflated value of the claim at time ¢. The minimal measure
has the property that apart from changing the deflated stock price into a Q-
martingale, it leaves intact the remaining structure of the model. In particular
it preserves any orthogonality relations. The next theorem furnishes us with a
result that will then enable us to compute the minimal martingale measure for
the geometric Lévy model.

Theorem 5.1. The minimal martingale measure Q exists if and only if the R-N

derivative Z1 = %| Fp satisfies

t
Zt =1 +/ ’}/SZS_ th, (512)
0

where {G,0 < t < T} is the martingale part of the Lévy process X, under the
measure P. Furthermore the measure is unique.

Proof: See Follmer and Schweizer [15] [ |

In the geometric Lévy model the martingale part of the Lévy process X;
under the measure P is given by

Gy = Wi+ M,
= Wt+/ x N(ds,dzx). (5.13)
R

The minimal martingale measure is therefore of the form

t
Zi = 1+ [ Zeowd(W.+ )
0

¢ t
= 1 +/ Zs_ s AW +/ / Zs_ysx N(ds,dx). (5.14)
0 0 JRr

Since our change of measure formula was given by the stochastic integral equa-
tion , .
Zy =1 +/ Zs_hg dWj —|—/ / Zs (H(s,z) — 1) N(t,dx). (5.15)
0 0 JR

In order for this change of measure formula to be a minimal martingale mea-
sure it must be of the form in Eq.(5.14). So we require that

hs = s and H(s,x) — 1 = xvys = xhs. (5.16)
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We can now write Eq.(4.41) as

o=t eout ot [ aua(H(ua) - Do(dn) = 0
R
Ly — Ty + COy + oy hy + / oyx(zhy) v(de) = 0,
R
(5.17)
setting v = [ #? v(dz) we finally get
Ty — €Oy — fly
hu = ou(14v)
Ty — COy — [y
H -1 = M O Py 5.18
(v, 2) ( Fu(l +0) )x (5.18)

We have thus specified both functions h, and H(u, x) and in doing so have spec-
ified the equivalent martingale measure. However in order for this stochastic
exponential to remain strictly positive, and thus serve as a probability measure,
we must impose some constraints on the function H(u,z). From Eq.(4.35) we
know that H(u,z) > 0 P-a.s. This is then equivalent to the condition that

1o (7%—0‘7—%) <t
Ca ou(c+v) c1
since AX; € [—c1,c2]. To see that the orthogonality is indeed preserved, let

{B,0 < t < T} be any square integrable P-martingale orthogonal to the mar-
tingale part of the Lévy process G; under the measure P, i.e.

[B,G), =0

[G,W+/]Rx N(-,d:c)]t —0
(G, W] + [G/}Rx N(-,dm)L =0. (5.19)

Then we will have that B is orthogonal to the martingale part of S, under the
measure P since

[B, ouSy_ dW, + / 0SSy dM}

- [/ dBu,/ S dW} U dBu,/ S dM]

:/ OuSu—_ d[B,W], + /O‘uSu d[B, M],
0 0

t t
:/ OuSu_ d[B,W]u—l—/ auSud[B,/ a:N(‘,da;)} , (5.20)
0 0 R u

from Eq.(5.19) we conclude that Eq.(5.20) must be equal to zero and hence the
square integrable martingale B; is orthogonal to the martingale part of the
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deflated stock price under the measure P. Similar arguments show that B, is
orthogonal to the P martingale Z; in Eq.(5.15), we therefore have that [B;, Z;]; =
0. From the product rule we then have

t t
BZ, = /BS dZs—i—/ Z,_ dB, + B, Z];
0 0

¢ ¢
Bz, = / Bs_ dZ, —l—/ Zs_ dBs, (5.21)
0 0

since {B;,0 <t < T} and {Z;,0 < t < T} are P-martingales which are orthog-
onal, {B;Z;,0 < t < T} is a local P-martingale. From Lemma 2.3 we can now
conclude that {B;,0 < ¢t < T'} must also be a local Q-martingale. The Cauchy-
Schwartz inequality (see Weir [45]) can then be used along with Lemma 2.2 to
deduce that

EQ|B|
=EP(|B:.Z))
<EP(|B?) - EP (|1 Z)%) (5.22)

and since both Z; and B; € L?(Q,P), we conclude that Eq.(5.22) is finite and
hence EQ|B,| < oo, therefore B, € L'(£2, Q) and thus a Q-martingale.

5.2 Minimal relative entropy measure

The next criteria that we shall consider involves choosing an equivalent mar-
tingale measure that has minimum relative entropy. More precisely, for a fixed
measure P we define the relative entropy /p(Q) of any measure Q with respect
to P as

Q) { S lng—g | 7 dQ if Q is absolutely continuous with respect to P
P pr—

00 otherwise.

We therefore are interested in the measure Q that minimizes /p(Q) over the
set of all possible equivalent martingale measures. If we think of the real world
measure P as encapsulating information about how the economy behaves then
measure Q with minimum relative entropy is closest to the measure P in terms
of its information content. Recall that the R-N derivative used to implement
a change of measure was given by 3— = Zp, where Z; was given by the

Q
P }FT
stochastic exponential

t t 3 1 [t
Zt:exp(/ hs dWS—i-/ /(H(S,J:)—l) N(ds,dx)—/ h? ds)
0 0 JR 2.Jo

X H H(SaAXS)e_(H(S,AXS)_l)’

0<s<t
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therefore the relative entropy /p(Q) of Q with respect to P is

p(Q = /lndQ 1Q

dP
dQ
_ g, 99
E (1 dp)
T 1 /T T ~
_ EQ(/ h dWS—/ B2 ds+/ /(H(s,x)—l) N(ds,dm))
0 2 Jo o Jr
+EQ<ln{ 11 H(S,AXS)e_(H(S’AXS)_l)]>. (5.23)
0<s<T

However we can write

0<s<T

=3 <lnH(s,AXS)—(H(S,AXS)—1)>

0<s<T

T
=/ /}R[IHHGJ)—(H(&H:)—D] N(ds, dz), (5.24)
0

where the last follows from Eq.(2.37). We can now rewrite Eq.(5.23) as

p(Q) = EQ(/OThS dWs—;/OThf ds—i—/OT/R(H(s,x)—l) N(ds,dw))
+EQ( /0 ' /R (o H(s,z) — (H(s,2) — 1)] N(ds,dm)). (5.25)

If we express W; as W; and N(ds, dz) as Nq(ds, dzr) so as to make the stochastic
integrals martingales under the measure Q, then by the martingale property
of the stochastic integrals, the expected value of these particular stochastic in-
tegrals is equal to zero. Finally we have the relative entropy of the measure Q
with respect to the measure P as

EQ</ he AWy + = / h2ds+/ /m (s,x)) Nq(ds, da:)>
+EQ</ / (s,z)(In H(s,z) — 1) +1] y(dx)ds)
— EQ<;/O h? ds+/0 /}R[H(s,x)(lnﬂ(s,x)—nﬂ] V(da;)ds).

The problem of then finding an equivalent martingale measure Q that has min-
imum relative entropy can then be reduced to minimizing

EQ(; /OThg ds+/OT/R [H(s,z)(InH(s,z) — 1) +1] u(dw)ds), (5.26)

I»(Q)
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subject to the martingale constraint of

fs —Ts + cos + oshs —|—/ osx(H(s,z) — 1)v(dz) = 0. (5.27)
R

Since we are assuming that the processes {H(¢,2),0 < ¢t < T} and {h;,0 < t <
T} are deterministic this optimization problem can then be further reduced to
that of minimizing

%h? + / (H(s, 2)(In H(s, ) — 1) + v (dz), (5.28)
R
subject to the constraint of Eq.(5.27), see Chan [9]. The optimization problem
can then be solved using the method of Lagrange multipliers. More precisely,
by forming the Lagrangian
L(hs, H(s,2),As) = As (us —1s+cos+ oshs + / osx(H(s,z) — 1)V(dx)>
R

+ %hz +/ H(s,x)(InH(s,z) — 1) + 1jv(dz)  (5.29)
R

where ), is the Lagrangian multiplier and is assumed to be continuous. We
then compute the partial derivatives and equate them to zero, i.e.

OL OL OL

%_0 a—H—O a—(). (5.30)
Solving these equations we then get

H(s,z) = exp(—As052) and hy = —0s)\s. (5.31)

The second derivative test then shows that the functions H(s,2) = e*+?s* and
hs = —Xs0 do indeed produce a minimum value for Eq.(5.29), see Chan [9] for a
complete proof of this result. Substituting the functions for H(s, z) and hs back
into the stochastic exponential and letting 6, = —\;0, we have

¢ t ~ 1/t
Zy = exp </ 0s dW +/ / (%% — 1) N(ds, dz) — / 62 d5>
0 0 JR 2Jo

% H eGSAXS exp ( _ (SGSAXS—l)).
0<s<t

Again we make use of the fact that the infinite product can be written as follows

H eQSAXS exp ( o (eGSAXS—l))
0<s<t

= exp ( > (00X, — (5% — 1)))

0<s<t

= exp (/;/R (Osz — (%" — 1))). (5.32)
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We therefore have the stochastic exponential as

Zt:exp</9dW+// Osz _q dsd:r—/Gst
+// (953:—(69“—1)) N(ds,dx))
0JR
¢ t 3 1 [t
= exp(/ QSdWS—i—//QS:UN(ds,dx)—/ 02 ds
0 0 JR 2 Jo
t
//(6953”10356) V(dx)ds). (5.33)
0JR

We can still simplify the stochastic exponential by noting that

t t
/93 dWS—i—//Hs:c N (ds,dzx)
0 0 JRr
t ~
:/ 95<dW3+/ :pN(ds,dx))
0 R

t
— / 0,(dX, — c ds). (5.34)
0

Recall that the Lévy process X; = ct + W; + M; was the source of randomness
in our stock price model. Since 6, is deterministic and c is a constant we can
compute the moment generating function of the following random variable as

EF [exp (/Ot 0s(dXs —c ds))]
= exp (/Ot (922 - 098> ds + /Ot/R(e“’sff —1- Hssc)y(dx)ds>
~ oxp ( /O " (0(8,) — ) ds), (5.35)

where v(6;) = S + [g(€”*—1—0,2)v(dx). We can now finally write the stochastic
exponentlal as

Z - exp(/otﬁs(dXs—cds)—/ot (v(0,) — b)) ds)

t t
= exp (/ 0, dX, —/ v(0s) ds). (5.36)
0 0

Eq.(5.36) is more commonly known as the generalized Esscher transform. So
after much manipulation we can conclude that the measure Q which has mini-
mum relative entropy is given by the generalized Esscher transform. The mar-
tingale property of the generalized Esscher transform is easily verified since 6,
is deterministic and the Lévy process has independent increments. To verify
that EF(Z;) = 1 we simply note that the generalized Esscher transform can be
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written as

exp (fg 0, dXs)

EP [exp (fg 0 dXs)] |

and since we have assumed that the Lévy process has finite moments of all or-
ders we will always have EF(Z;) = 1. Originally proposed by Gerber and Shui
[21] for the pricing of contingent claims where the stock price process has inde-
pendent and stationary increments, the Esscher transform offers an attractive
way of identifying at least one EMM in an incomplete market. Another justifi-
cation for selecting the Esscher transform as change of measure formula is that
it leads to an expected utility maximization for an investor but for our purposes
it is the property of minimal relative entropy that makes the Esscher transform
so appealing. In most cases that follow we will not require the generalized form
Esscher transform but a more simplistic form given by

Zy = (5.37)

Zy = exp (60X, — tv()), (5.38)

where 6 € R and EP (/%¢) = ¢/v(%), Eq.(5.38) is often called the Esscher trans-
form of parameter #. We have one final result regarding the Esscher transform
which is quite useful when computing expectations. Suppose that once we have
solved the stochastic differential equation for the risky asset we can write the
stock price as

Sy = Spe't,

where {Y;,0 <t < T} is a process with stationary and independent increments.
The Esscher transform is then defined as

i S0

7= gPm] T EP[ST]

(5.39)

we then determine the value of 6 so as to give the deflated stock price a Q mar-
tingale property. For notational convenience we shall write EQ(S;) as E(S;;0)
indicating that the EMM is represented by the choice of §. We can now state
the following result which enables us to factorize an expectation provided that
the Esscher transform is being used as the change of measure formula.

Lemma 5.1. For measurable function g and 0, k and t real numbers with t > 0
E[SFg(S:); 0] = E[SF; 0] E[g(S:); k + 6. (5.40)

Proof: See Bingham and Kiesel [7] [ |

Thus far we have looked at two possible criteria that one could employ when
faced with the problem of pricing contingent claims in an incomplete market,
namely the Follmer-Schweizer martingale measure and the Esscher transform
measure which has minimum relative entropy. There are numerous other meth-
ods that could also have been employed to select a specific martingale measure
such as subreplication, superreplication, Utility indifference principles, mean
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variance hedging etc. Each one of these approaches would have then produced
an equivalent martingale measure. Given a non attainable contingent claim,
the price process for this contingent claim would consequently depend on the
martingale measure chosen. So in essence when pricing contingent claims in
an incomplete market there exist a range of arbitrage free prices to choose from,
each price dependent on the martingale measure that has been selected using
the various criteria. For an introduction to other possible criteria used in se-
lecting an EMM we refer the interested reader to Bingham and Kiesel [7].
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Chapter 6

The Merton model

6.1 Pricing a European call option under the Merton
model

We shall now concentrate on those models that contain Lévy processes as the
driving source on uncertainty and remain tractable. The models that we shall
explore fall under the category of jump-diffusion models which are a subclass
of the Lévy process. A prime example of a jump-diffusion model is the model
proposed by Merton [37] which is the focus of this chapter. The Merton jump-
diffusion model behaves like that of the the classical geometric Brownian mo-
tion model except that now the model is interlaced with random jumps. The
model is specified by the following dynamics for the risk-free and risky asset
under the measure P

th = T‘Rt dt Ro =1 (61)
ds; = S (udt + odW,; + / (e¥" — 1) N(dt, dyi)> So € R. (6.2)
R

W; is the standard Brownian motion, N (d¢,dy;) is a random Poisson measure
on [0,7] x R — {0} and the Y; are a sequence of independently and identically
distributed (i.i.d.) normal random variables with mean § and variance (3, i.e.
Y; ~ N(0,3). The instantaneous rate of return is represented by p and the
volatility is given by o while the risk-free rate of interest is given by r. Note that
the coefficients of the stock price model are all constant and hence determinis-
tic. The Lévy measure is given by v(dx) = \fy(y)dy, where )\ is the intensity
rate of the Poisson process {/V;,0 < t < T} and fy(y) is the distribution of the
jumps sizes. All sources of randomness are assumed to be independent, i.e. W3,
N (dt,dy;) and Y; are all independent of each other. As can be seen from the SDE
for the risky asset, the stock price behaves like that of the geometric Brownian
motion model until some random time when there is a jump in the stock price.
The Poisson process N; governs the arrival of the jumps while the actual sizes
of the jumps are determined by the i.i.d. random variables Y;. From the Lévy
measure we can see that the jumps in the model are governed by a compound
Poisson process while the Brownian motion represents the continuous random-
ness experienced in the model, the Brownian motion represents the “diffusion”
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part of the model while the compound Poisson process accounts for the “jump”
of the model. Since the Lévy measure is of the form v(dz) = Afy (y)dy we will
have

/ z v(dr) < oo, (6.3)
R

since the Y; are normally distributed and have a finite mean. Hence the jumps
of the compound Poisson process have finite variation, see Proposition 2.1. Since
the Poisson process is responsible for the arrival of the jumps in the model the
stochastic integral representing the jumps can be written as follows

Ny

/Ot/R(eyi — 1) N(dt,dy;) = > (¥ —1). (6.4)

i=1

From Eq.(6.4) we can readily see that the number of jumps experienced arrive
according to a Poisson process while the actual size of the jumps is determined
by the random variables Y;. Applying It6’s lemma to the stochastic function
In S; will yield the following solution for the stock price SDE in Eq.(6.2)

2 N
Sy = Spexp ((,u — %)t + aWt> eV, (6.5)
=1

1=

The contingent claims that are of interest to us shall be the European call option
with strike price K and the European exchange option. We assume that all
trading activity occurs over the finite time interval [0,7] and that all model
assumptions stated in section 4.1 hold. Let us start with the European call
option, we seek to price the following Fp-measurable claim I'y = max(Sp —
K,0). The theory that we have developed in pricing contingent claims requires
that we first verify that the model represented by the dynamics in Eq.(6.1) and
Eq.(6.2) is arbitrage free. We therefore start by establishing the existence of
at least one EMM, selecting the risk-free asset R; as our pricing numeraire we
apply the product rule to the deflated stock price process S; = S;/R;

S—/t LIP +/ts d(1>+[51} (6.6)
t 0 Ruf u 0 u— Ru )Rt7 .

since the Brownian motion has continuous sample paths P-a.s. and R; has
finite first order variation, by Theorem 2.6 the quadratic covariation is given as

[/ 0Su_ qu,l] =0.
0 R],

Hence the quadratic covariation between S; and Ri is reduced to

t

[/()'/]Rsu(eyi ~ 1) N(du, dyi),;%]t,

but from Eq.(6.3) we know that the jumps of the compound Poisson process
have finite variation and since the risk-free asset has continuous sample paths

74



6.1. Pricing a European call option under the Merton model

we therefore conclude that the quadratic covariation between S; and R% must
be equal to zero, i.e. [S, %], = 0. Eq.(6.6) then becomes

~ t ¢ 1
Sy = / dSu—l—/ Su_ d<>
! 0 Ru— 0 Ru
t t t oo
= / Su—(p—r) du+/ Su—o qu+/ / Syu—(e¥" — 1) N(du,dy;).
0 0 0 JR

We have already seen that the use of the Lévy process as the source of random-
ness in the stock price model results in market incompleteness, i.e. the EMM
measure is not unique. In the previous chapter we have come across various cri-
teria that is used to select a particular EMM from the pool of available EMM’s,
for the pricing of contingent claims. In this chapter we shall focus on the equiv-
alent martingale measure that has minimum relative entropy with respect to
the real world measure P. We shall therefore use the Esscher transform as our
change of measure formula. Since the risky asset can be written in the form

o2 N
Sy = Spexp <<,u - ?>t+ oW + ;Yl)
= SpeXt, (6.7
where the process {X;,0 <t < T} is given by
2

Nt
X = (u— %>t+aWt+ZY}.
i=1

We therefore define the Esscher transform of parameter 0 as

eeXt
where X; is given by
Ny

i=1
In order to compute EP [egfﬂ we make use of the independence between the
Poisson process, Brownian motion process and the i.i.d. random variables Y;.
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This yields
EP [eaXt]

Nt
et BP [exp(6W;)] EP {H em}

=1

)]

Ny
1p2 g
_ e@ute§9 t EP |:EP < H eQYZ

i=1

N
192 13092
_ Out A0 EP [H€06+259 }

=1
= oxp (Ot + %+ M 1)), (6.10)

Combining this with Eq.(6.8) we finally have that the Esscher transform of
parameter 0 is given by

Ny

1

Zy = exp <6Wt FOY Y- 0% = (e 1)). (6.11)
i=1

It is easily verified that EP(Z;) = 1 for all t € [0, 7] and that {Z;,0 <t < T} has
a P-martingale property, therefore the Esscher transform is a suitable process
to facilitate a change of measure. This change in measure is implemented with
the use of the the following R-N derivative

- Zr, (6.12)

P

where Z7 is given by Eq.(6.11). Under this measure Q, Girsanov’s theorem
(Theorem 2.11) states that there exists a process {W;,0 < t < T'} defined by

W, = W, — 6t, (6.13)

that is standard Brownian motion. In order to work with a compound Poisson
process that is a Q-martingale we make use of the result given in Eq.(2.94).
The process {M;,0 < ¢t < T'} is therefore a Q-martingale where M, is defined by

M, = // (e¥ —1) Nq(ds, dy;)
— // (e¥ —1)[N(ds,dy;) — € v(dy)ds]
= // (e¥" — 1) N(ds,dy;) — // v(dy)ds

= // (e¥" — 1) N(ds,dy;) — )\t/(ey —1)e% fy (y) dy, (6.14)
R
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where fy (y) the distribution of the jumps. If we let
EP[e™] = ¢(9),

then since the Y; are i.i.d. normally distributed random variables with mean
0 and variance  we have ¢(f) = e?+39°5 Therefore the Q-martingale M, is
given by

My = /0 /R (e% — 1) N(ds, dys) — M(é(0 + 1) — 6(0)) (6.15)

Remark 6.1. Note that the process {Mt,() < t < T} is indeed a martingale
under the measure Q and not just a local Q-martingale. Since Nq(ds,dy;) =
N (ds,dy;) — e®v(dy)ds, using Theorem 2.5 it is then easily verified that

EQ(‘ /Ot/R(eyi — 1) Nq(ds, dy;) 2)

= EQ ()\t/ le¥ — 112 fy (y) dy>
R

= At/ eV — 112e% fy (y) dy < oo. (6.16)
R

Eq.(6.16) follows from the fact that At [, |e¥ — 1|*fy(y) dy is non random and
hence remains unaffected by the expectation operator. It is this integrability
property that ensures the stochastic integral M, is indeed a martingale under
the measure Q.

Returning to the deflated stock price process S,;, making use of the two pro-
cesses {W;,0 <t < T} and {M;,0 < t < T} we can express the deflated stock
price as

t t
S, = / S’U_(,u—r) du+/ Sy_o d(Wu+9u)
0 0

+/0 /RS” d(Au(p(0+1) — ¢(0)) + M),

t t
St = (u—r+/\(¢(9+1)—¢(9))+90)/0 Su— du+0/0 Syu— AW,

t
+ / Sy dM,,. (6.17)
0

Since an arbitrage free economy implies and is implied by the existence of at
least one numeraire pair, we are therefore interested in how the deflated stock
price process can be made into a Q-martingale. As it stands the deflated stock
price does not have a Q-martingale property because the drift term, represented
by the Rieman integral, does not allow for a constant mean which is a necessary
condition for the martingale property. We therefore require that the drift term
be removed from the deflated stock price process, to do this we set

p—r+Ap@+1)—¢0)) +60c =0, (6.18)
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the dynamics for the delated stock price process then becomes
Sy = a/ Su— dW,, +/ Su— dM,, (6.19)
0 0
which is a local Q-martingale. Adding the integrability requirements that
T 2 T
EQ< 0/ S AW, ) = 02/ EQ(S2_) du < o0
0 0

T 2 T
EQ< / Su— dM, ) = / / EQ(S,_|e? — 1)) v(dy)du < oo,
0 0 R

will then ensure that the deflated stock price process has a Q-martingale prop-
erty. In light of Eq.(6.16) these integrability conditions can be replaced with the
sufficient condition that

T
/ E?(S, )’ du < . (6.20)
0

Hence we have established that the model based on the Merton dynamics is
indeed arbitrage free since it admits a numeraire pair. It should be noted that
the EMM Q is determined by the value of 8 such that Eq.(6.18) holds true, this
value of 6 is also interpreted as the market price for risk which measures the
excess rate of return that is required of the risky asset over the risk-free asset
R;. In the Black-Scholes-Merton model the market price for risk was given by
L, in the current setting of the Merton model the risk associated with the
stock is greater since we have included jumps in the dynamics of the stock price
process. We therefore expect that the market price for risk under the Merton
model be greater than that of the Black-Scholes-Merton model.

We now proceed with the pricing of contingent claims based on the dynamics
of the Merton model, starting with the European call option we have the follow-
ing Fpr-measurable claim I'y = max(Sy — K,0). A martingale based method to
pricing contingent claims gives the price for the claim I'; as

Ry max (St — K,0)| _x
I, = E®
t (FmelPr = £,

= ¢ "TIEQ(max(Sr - K,0)|FY). (6.21)

As we have used the Esscher transform as the change of measure formula we
can make use of the factorization formula given in Lemma 5.1. This then allows
us to compute the price of the European call as follows

I, = ¢"TYEQ [(S7 — K)1 (575 K); 9“7:7)“(}
= e " TIER[Sr1 (5,5 ) 0| FF ] — Ke " TTIER 1(g, 5 1); 0| F7 |
OB 0] B9 [150 000+ 177 622

~Ke "TDER[1(g,5 ) : 0| FF . (6.23)
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Focusing on Eq.(6.22) first, as the deflated stock price must follow a (Q, FX)
martingale property it follows that

EQ (Sﬁ 0 fX> Sjt, (6.24)
e
which leaves us with
EQ[1 (5,550 + 1| 7]
= Q(Sr > K;0+1|FY). (6.25)

In order to compute the probability in Eq.(6.25) we first need to determine the
conditional distribution of the deflated stock price under the measure Q. The
solution to the deflated stock price in Eq.(6.19) is given by the Doléans-Dade
exponential process in Eq.(2.78) as

- - t 1

5, = Spexp <0Wt + / / yi N(ds, dys) — (\(6(0 + 1) — 6(8)) + 202)t). (6.26)

0JR

We can make use of Eq.(6.26) to determine In St as this will aid in reducing
computational difficulty, we therefore have

- - T 1,
IDSTzlnSt+0'(WT—Wt)+/t /Ryi N(d5>dyi)+(7“—>\(¢(9+1)—¢(9))—50 )(T—1),

(6.27)
as the stochastic integral ftT Jg vi N(ds, dy;) has its jumps governed by the Pois-
son process {N;,0 < t < T}, it can be interpreted as the random finite sum

T—Nt
> Y;, hence we have that
i=1

In Sy = In S+ (Wp— Z Vit (r— Ao 9+1)-¢(9))-%£)(T—t). 6.28)

Under the measure Q we know that the increments of the Brownian motion
process {W;,0 < t < T} are normally distributed, what remains to determine is
the distribution of the process {/V;,0 < ¢t < T'} and the Y; under the measure Q.
From Lemma 2.2 we can compute the conditional distribution of the increment
Nt — N; under the measure Q as

EP [EZU(NT_Nt)ZT}ft]
EP [Zp|F]

EQ[e(Nr=N)| 7] = Yu € R, (6.29)
where Zr is the R-N derivative (Esscher transform) linking Q to P on the mea-
sure space (€2, 75 ) defined in Eq.(6.11). By exploiting the the fact that both the
Brownian motion and Poisson process have independent increments under the
measure P and {Z;,0 < t < T} has a (P, /) martingale property, Eq.(6.29)
reduces to

exp (= AT~ 1)(6(6) ~ 1) Ep[exp< =)0 5 )

=1

ft} . (6.30)
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Since the increments of the Poisson process are independent of the filtration
process (F;X,0 < t < T) and the random variables Y; are i.i.d. the conditional
expectation in Eq.(6.30) then amounts to

- Nr—N,
EF | exp <iu(NT —Ny)+ 6 Z K)}
L i=1

_ Np—N¢
= EFP|EP [exp (iu(NT —N)+0 > Y> ‘NT — Nt”
- =1

— EP :exp ((iu + 06 + %GQﬁ)(NT - Nt))]

— exp (AT — t)(e™0030°8 _ 1))
= exp (MT —t)(e™p(0) — 1)). (6.31)
Hence we have that
EQ[¢iu(Nr—N)| 7]

— exp (AT — 1)(€"6(8) — 1)) exp (— AT — 1)(&(6) - 1))
— exp (AG(O)(T — t)(e™ - 1)), (6.32)

which we recognize as the characteristic function of a Poisson random variable
with intensity parameter \ = Ap(0). It is now easily verified that the process
{N:,0 < t < T} satisfies all the requirements of Definition 1.5 and is thus a
Poisson process with intensity parameter A under the measure Q. In a similar
way we can determine the distribution of the i.i.d random variables Y; under
the measure Q. However since the Y; are not time indexed random variables,
i.e. not a stochastic process, the following formula is used to determine the
distribution under the measure Q

e fy (y)

FP[eov] (6.33)
known as the Esscher transform of a random variable, this formula specifies a
new probability density for the Y;. Evaluating Eq.(6.33) we see that only the
mean of the Y; change while the variance remains unaffected by the change in
measure. The mean of the Y; is now ¢ + 63 and the variance is still 5 under the
measure Q. Having determined the distribution for the process {N:,0 <t < T}
and the Y; under the new measure Q we can now compute the value of the
European call option. Recall that the value of the European call was given by

Ty = S,Q(Sr > K; 0+ 1|F~X) — Ke " T9Q(Sr > K; 0|1 FX). (6.34)
Focusing on Q(St > K;0|F;X) first, this probability can also be expressed as

Q(In Sy > I K;0|1FX) = Q(In Sp > In K 0), (6.35)
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as the stock price has independent increments. From Eq.(6.28) we see that
the Fr-measurable function In St contains both Brownian motion and Poisson
increments and since both the Brownian motion and Poisson process have in-
dependent increments under the measure Q we have that In Sy is independent
of the filtration (F;¥,0 < t < T'). Note that all sources of randomness are still
independent of each other under the measure new Q. If we condition on the
event set { Ny — N; = n} then the random function In S; can be expressed as
follows

ln&ﬂNFWFm=~ﬂﬂ%—w%»+§fn+wr—M¢w+4>—¢w»—éa%cr—w.w36>
=1

As the Brownian motion has normally distributed increments and the Y; are
still i.i.d normal random variables under the measure Q, it follows that condi-
tional on the event set { Ny — N; = n} the Fp-measurable random variable is
normally distributed with mean

EQ(1n S7|Np — Ny = n) = In S +n(6+68) + (r— A6+ 1) — 6(6)) — %02)(T—t),

and variance given by
VarQ(lnST}NT — N; = n) = 02(T —t)+np.

Hence the conditional probability is computed making use of the normal distri-
bution as follows

Q(ln St > In K|Nyr — Ny =n)
1ng—nw+ﬂm—wr—xwe+n—¢w»—;HXT—Q>
Vo2(T —t) +np ’

where Z is a normal random variable with mean equal to zero and variance
equal to one. The unconditional probability is then computed as follows

-q(z>

Q(InSr > InK)

=Y Q(InSy > K|Ny — Ny =n)Q(Np — N; = n)

n=0
o ~XT—t)(3(T — ))n
n=0 '

Eq.(6.37) follows from the fact that the process {N;,0 < ¢t < T'} is a Poisson
process with intensity parameter A under the measure Q. In a similar man-
ner we can compute the probability Q(In Sy > In K;6 + 1|F) using the same
arguments as we have done above, the only difference being that the market
price for risk # must be adjusted to # + 1 when determining the respective dis-
tributions. Finally we have that the price of the European call option under the
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dynamics of the Merton model is given by

L, = S,Q(Sr > K;:0+1|FY) — Ke " T9Q(Sr > K;0|FX)

O AT (\N(T — )"
=Y ° Sj'( D" [5,Q(1n Sy > In K30+ 1Ny — N, = n)
n=0 '

~Ke"THQ(n Sy > In K; e‘ftx)}

X AT (N(T — ))"
— Z e (il(T t)) [StN(dl,n) _ KC_T(T_t)N(de)] ’ (6.38)
n=0 .

where d; ,, and d5 ,, are given by

In 3t + (r — A((0 + 1) — (0)) + $02)(T — t) + n(B(0 + 1) + 0)

dn = Vo2(T —t) +np

(6.39)
doy = dip—0*(T —1t)+np, (6.40)

and the function N (z) is the standard normal cumulative distribution given by

z 1 1
N(z) = / e 2Y dy.
oo V2T

If we set A and n = 0 in Eq.(6.38) then we obtain the Black-Scholes Merton pric-
ing formula for the European call option derived in Eq.(4.22). We can interpret
the pricing formula in Eq.(6.38) as a weighted average of European call options
under the the Black-Scholes framework, in a sense we evaluate the call option
under the Black-Scholes setup conditional on the underlying stock price experi-
encing n jumps and to this we multiply by the corresponding weight/probability
that the asset experiences n jumps. In Merton’s [37] paper, it was assumed
that the jumps experienced by the asset are uncorrelated to the market as a
whole, hence the risk associated with the jumps in the model is considered as
non-systematic risk and should therefore earn no risk premium. As our deriva-
tion of the market price for risk included the possible jumps experienced by the
asset, our approach differs from the reasoning of Merton’s in that the jumps
are treated as systematic risk which must be incorporated into the the risk
premium associated with the asset. Since the underlying asset contains more
risk than in the Black-Scholes model, the price for the call option in Eq.(6.38)
is expected to be greater than the corresponding Black-Scholes call option of
Eq.(4.22). We could have easily calculated the value of the call option using
the Follmer-Schweizer EMM, the techniques remain the same for deriving the
value of the call option. The only adjustment is that the market price for risk
will change since we are now using a different equivalent martingale measure.
Each possible EMM has its own unique market price for risk. From a practical
point of view in terms of implementing Eq.(6.38) a common truncation of n = 20,
see Kou [30], is used when evaluating the call option with specific values.
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6.2. Pricing a European Exchange option under the Merton model

The value of the European put with strike price K under the Merton jump dif-
fusion model can computed with the aid of the put-call-parity. The value of the
European put {p;,0 <t < T} is given by

o efA(Tft)(j\(T _ t))n

D= [Ke "IN (~da ) — SeN(—din)], (6.41)

n=0

where d; ,, and dz ,, are given by Eq.(6.39) and Eq.(6.40).

n!

6.2 Pricing a European Exchange option under the
Merton model

We now look at the pricing of a European exchange option where the underly-
ing dynamics of the risky assets follow that of the Merton model. An exchange
option is gives the holder the right but not the obligation to exchange one asset
for another, since the option we are considering is European in nature exercise
can only occur at maturity. The payoff for this contingent is claim is given by
the F/X-measurable random variable I'r = max{Si — S2.1,0}, where S;; and
S+ are two different tradable assets in the economy. The approach that we
shall take in the pricing of the exchange option makes extensive use of stochas-
tic integration along with the Esscher transform and conditional arguments;
an alternative method may be found in Cheang and Chiarella [22] or Cheang,
Chiarella and Ziogas [18] where the derivation for the value of the exchange op-
tion is based on change of numeraire techniques and Margrabe’s [35] formula.
To the best of our knowledge the techniques that we shall use in determining
a closed form solution for the value of an exchange option, under the Merton
jump-diffusion setup, have not been published before. We assume that the dy-
namics for the two tradable assets are given by the following linear stochastic
differential equations

dSiy = Sii— |:,u1dt +o1dWi + / (e — 1) N(dt, dxz)]
R

d827t = Sg,t_ |:,U,2dt + O'QdWQ,t + / (eyi — 1) N(dt, dyl)] , (6.42)
R

where W, ; are two correlated Brownian motions with correlation [IW; ., W] =
pt. N(dt,-) is a random Poisson measure on [0, 7] x (R —{0}), the Lévy measure
associated with the this random Poisson measure is if the form v(-) = Af(:). We
assume that the process governing jumps for both the assets in the economy is
the Poisson process {N;,0 < t < T'} with intensity parameter A\. The actual size
of the jumps is determined by the i.i.d. normal random variables X; for asset 1
while for asset 2 it is the i.i.d. normal random variables Y; that determine the
size of the jumps experienced by the risky asset. The mean of the X; is §; and
variance (3; while the mean for the Y; is 62 and variance 3. The appreciation
rate for the i'" asset is given by u; while the volatility is given by o;, where
1 = 1, 2. We still assume that a risk-free asset is trading in the economy, i.e. R; =
Rpe™ is still a tradable asset however for our purposes we shall not be interested
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in this asset when it comes to deriving an arbitrage-free pricing formula for the
value of the option exchange option. Since the Poisson process {/NV;,0 <t < T'}
is responsible for the arrival of jumps for both tradable assets, the economic
implication of this assumption is that both assets experience jumps at the same
time but the actual size of the jumps need not be the same for both the assets. If
we think of the Poisson process as representing some source of systematic risk
in the economy then both the tradable assets are exposed to this systematic
risk but in varying degrees. Again we assume that all sources of randomness
are independent of each other, i.e. the Brownian motions, the Poisson process
as well as the i.i.d. normal random variables are all assumed independent.

We now wish to price the Fr-measurable claim I'r = max{S; 7 — S27,0}. Our
martingale based approach to pricing contingent claims requires that we select
a numeraire and establish the existence of at least one equivalent martingale
measure. For this particular claim we will select the asset S, as our pricing
numeraire, arbitrage free price process for the claim {I';,0 < ¢ < T} may then
be given by

I EQ [max {S17— Sor,0} ‘}}X}
Sat Saor
I, = SQ¢EQ [max {SLT -1, O} ]—"tx} , (6.43)
Sar

where Q is the EMM measure based on selecting S, ; as our pricing numeraire.
We now deflate S, with respect to So; and apply the product rule from Theo-
rem 5.7 which yields

S1 /t 1 /t ( 1
— = dS1. + Stu_d
Sa 0 S2u— b 0 b S2.u

In order to evaluate Eq.(6.44) we need first to compute 1/55; and then deter-
mine the quadratic covariation between S;; and 1/S3;. We apply Ité’s lemma
(Theorem 2.7) to the stochastic function 1/S>;, making use of the fact that

> + [Sl, ;J . (6.44)
t
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ASs; = Sa;_[e¥i — 1] we have

1 1 ¢ 1 1 t )
= — dS ” _ - d Sc’ Sc "
So Sa.0 /0 2. 2, +2/0 G (S5 5 S5l
1 1 1
+ > - +—5—ASs,
o<ugt (SQ,u SZ,u— SZ,uf )

1 |
= - / (O’QdWQ,u + (pg — 03)du + / (e¥ —1) N(du,dmﬂ)
S2.0 0 S2u— R

Qg 1 1,
! ; (SQ,U—eYi - S2,u— N S2,u— (e = 1))

1 tq
= - AW —02)d
5270 /O 527u— (02 2,u T (NQ 02) u)

t
+ / / L (e~ 1) N(du, dzy). (6.45)
0 ]RS2,u—

Next we examine the quadratic covariation between S; ; and 1/5, ;. Making use
of the stochastic integral representation of 1/55; we have

St S - / 0151,u— AW1u + // Stu-(e" = 1) N(du, dz;)
S 0 0 JR

’ 1 ’ 1
- / oy AWy + / / (e=% — 1) N(du, dyi)| ,
0 SQ,u— 0 RSQ,u—

t

t

since the Brownian motions has P-a.s. continuous sample paths and the ran-
dom Poisson measure has finite first order variation under the Merton model,
any quadratic covariation between the between the Brownian motions and the
random Poisson measure must be zero, i.e. [W;, N(-,-)]s = 0 and [Wa, N(-,-)]s =
0, by Theorem 2.6. Making use of this fact, we can factor the quadratic covari-
ation between S ; and 1/55; as follows

1 WG ' L
S1, S] = / UlSl,u— dw 1us _/ 025 d 2#]
2|, 0 0 2u— ¢

_/0./1351@(@% — 1) N(du, dz;), /OI/R 52,1u— (e = e dyi)]

= —/ o100 2= d[Wy , Wa) |
0

t

b S
+ [ 2lemg / (6" — 1) N(u,dz;), / (e7% — 1) N(u,dy;)| . (6.46)
0 SQ,u— R R t
Now in order to calculate the quadratic covariation in Eq.(6.46) which repre-
sents the jumps experienced by the assets, it will be easier if we write the
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stochastic integrals as random finite sums. We can therefore write [ (e” —
1) N(t,dz;) as
Nt

> (€M -1, (6.47)

i=1

hence the quadratic covariation in Eq.(6.46) can be expressed as

{i(exi - 1), gj(e“' - 1)] ; (6.48)

i=1 =1

Since the Poisson process {N;,0 < ¢ < T'} is responsible for the arrival of the
jumps in both stock prices Eq.(6.48) reduces to

[Z(e& —1), 3 (e Y- 1>L B R (6.49)

i=1 i=1 i=1

Thus we have the quadratic covariation between S; ; and 1/S5;; as

1 ¢ S1 LS ak X Y,

S1, — :—/ o109 —"— du + U d et —1)(e i —-1)| , (6.50)
! S2 ‘ 0 poL QSQ,U— 0 S2,u— ;( )( ) u

where we have made use of the fact that [W;, W5]; = pt. Having determined both
1/S,,; and the quadratic covariation between S; ; and 1/5;; we can now return
to finding a stochastic integral representation for S ;/S2 ;. Hence Substituting
Eq.(6.45) and Eq.(6.50) into Eq.(6.44) we have the following

¢
S1 St u—

o = / T (g — pg + 0h — oroap)du + 01dWy, — 02d W,
Sa ¢ 0 S2u—

)

+/R(exi — 1) N(du, dz;) + /R(e_yi —1) N(du, dy;)

Ny
+ d(Z(eYi — 1) (e X —1) >]

i=1

making use of the fact that the jump stochastic integrals can be written as
random finite sums we note that

Ny
Ti _ w. das e Vi _ W . eXi _ e_Yi _
/R (e% — 1) N(du, dx;) + /R (€7 1) Nl ) + 3 (€ = 1)

=Y (NN ), (6.51)
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Thus we have the following expression for the deflated stock price with respect
to S as

t Sy
= = / s [(m — pio + 03 — o102p)du + 01dW1 — 02dWa,
0

Ny,
—i—d(Z(eYiXi - 1))] . (6.52)

i=1

Since both the X; and Y; are i.i.d. normal random variables, it follows immedi-
ately that X; —Y; still has a normal distribution, i.e. X; —Y; ~ N (61 —d2, 81+ 32).
To ease notation we shall set K; = X; — Y;, where K, are i.i.d. normal random
variables with mean equal to ; — d2 and variance 31 + 32. Rather than working
with correlated Browninan motions if we define a new process {B;,0 < ¢t < T'}

by
1

B \/a% + O'% — 2p0109

It can be shown that the process {B;,0 < ¢t < T'} satisfies all the conditions of
Definition 1.4 and is thus a standard Brownian motion process under the mea-

B,

(UIWLt — O'QWQ’t). (653)

sure P. See Appendix A.2 for a proof of this result. Setting 012 = \/07 + 02 — 2pa102

we can now write the deflated stock price of S; ; with respect to S, ; as

S t Sy e
e / o (11 — po + 03 — o102p)du + 012d By
SQ,t 0 SQ,u—

(6.54)

Ny,
+ d(Z(eKi - 1))

=1

We now need to establish if the economy represented by the two tradable assets
is arbitrage free, we therefore need to verify if there exists at least one equiva-
lent measure that gives the deflated stock price of S; ; a Q-martingale property.
In order to facilitate a change in measure we must identify a stochastic process
{Z;,0 < t < T} that is strictly positive and has the property E¥(Z;) = 1 for all
t € [0,T]. Due to additional sources of randomness in the model we are faced
with the difficulty of market incompleteness, as such we must select a specific
EMM, provided that at least one exists. We shall again make use of the Ess-
cher transform as our change of measure formula since it is the measure with
minimum relative entropy as well as for its simplicity and elegance. Based on
the dynamics of the deflated stock price process of S;; with respect to Sy, the
Esscher transform for the exchange option is given by

exp <GBt + QIJfR(eki —1) N(ds, d/c,))
Z =

: (6.55)
EP [exp <QBt + HIgI]R(eki —1) N(ds,dk:l-))]

where we have written the finite random sum of jumps in integral form. Making
use of the independence between {B;,0 < ¢t < T} and {N;,0 < t < T} the
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6.2. Pricing a European Exchange option under the Merton model

expectation in Eq.(6.55) can be easily computed, the Esscher transform is then
defined by the process {Z;,0 <t < T'} where Z, is given by

7y = exp (eBt + 9/ / N (du, dk;) — %9% — At(POr=02)+30%(BitB2) _ 1)).

It is easily verified that the process {Z;,0 < t < T} is strictly positive and
satisfies the condition EF(Z;) = 1 and so a new P-equivalent measure Q can be
defined by the prescription

dQ

7

Under this measure Q Girsanov’s Theorem asserts the existence of the process
{B;,0 < t < T} that has a standard Brownian motion property, where B; is
defined by

B, = B, — 6t. (6.57)

In a similar manner we must identify a jump process that has a Q-martingale
property, making use of the result in Eq.(2.94) the process {M;,0 <t < T} has
a Q-martingale property and M, is given by

M, = // N (du, dk;) // ek (eF — 1) v(dk)du

- // N(du, dk;) — Xt(én(0 + 1) — ¢x(0)), (6.58)

where we have made use of the fact that v(dk) = \fy(k)dk and the K; are i.i.d.
normal random variables, we also define ¢, (0) = EF [¢?*] . Writing the deflated
stock price in Eq.(6.54) in terms of the new processes {Bt,() <t < T} and
{Mt, 0 <t < T} wehave

Sue _ / " St
So S92 u—

+ Ulgdét + dMu:| . (6.59)

(,ul — M2 + U% — poi102 + )\(gbk(Q + 1) — d)k(ﬁ)) + 9012) du

Since we require that the deflated stock price have a (Q, ;) martingale prop-
erty, as this is then equivalent to an arbitrage free economy, we must remove
the drift term from the deflated stock which is represented by the Riemann
integral. This requires that we set

pn — pig + 05 — po1og + A(dr(0 + 1) — ¢x(0)) + 6012 = 0, (6.60)
setting F(0) = AN(¢(0 + 1) — ¢r(0)) + 6012 we can write Eq.(6.60) as
F(0) = pg — 1 — 03 + poios. (6.61)

Solving Eq.(6.61) for # will then ensure that the deflated stock is a local Q-
martingale as well as determine the market price for risk for this particular
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6.2. Pricing a European Exchange option under the Merton model

exchange option, adding the integrability requirements

/EQ[?U} du < 0o
2,u—

/ / EQ [Sl A ] 69k|6k — 1\2 v(dk)du < oo, (6.62)

2 u—

will then ensure that the deflated stock price has a (Q, ;) martingale prop-
erty. Note that the value of # ultimately determines the equivalent martingale
measure Q defined by

dQ

— = Zr. 6.63

aP | T (6.63)
Once the value of 6 is determined that satisfies Eq.(6.61) the dynamics of the
deflated stock price is then given by

S1 St = /tslu ~
Ly B, + [ 2 g, (6.64)
St 2 0 S2,u— 0 S2u—

The solution to this integral equation is given by the Doléans-Dade exponential
process

Sur _ Sie
Sy Say

(6.65)
Taking natural logarithms on both sides of Eq.(6.65) and writing the stochastic
jump integral as a random finite sum we have

Sir S
. Sor Sgt By) + Z Ki — (Mor(0 + 1) — ¢p(0)) + 7o) (T — 1).
(6.66)

Now if we condition on the event set { N — N; = n} then we will have the Fp-

s
measurable random variable In Sl L being a function of the Brownian motion in-

crement and a finite sum ofi.i.d random variables. Provided that the K are still
normal random variables under Q, then we can make use of the independence
between the K; and the Brownian motion to conclude that the Fr-measurable
random variable In g
set {Np — Ny = n}. So we need to determine the distribution of the K; under Q,
this is done by computing

e(?k fk ( k)

EP %]
by making use of the fact that K; ~ N(§; — d2, 51 + f2) under the measure P we
find that the K; are still normal random variables under Q but the distribution
isnow K; ~ N(81—02+0(51+32), B1+02). Essentially we make use of Lemma 2.2,
hence only the mean of the K; is altered under the new measure Q. In a similar
way we can determine the distribution of the process {N;,0 < ¢ < T} under Q.
From Lemma 2.2 it follows that

(6.67)

EP [eiu(NT—Nt)ZT}JTt]

N

Vu € R, (6.68)

(osa(Br—50 / 6 NG )= (0 041)-u O 40BN T-1) ).
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6.2. Pricing a European Exchange option under the Merton model

where Zr is the R-N derivative linking Q to P of the measure space (2, Fr)
defined in Eq.(6.56). Eq.(6.68) is then solved in precisely the same manner as
in the previous section yielding

EQ[eNr=N0)| 7] = exp (Ap(0)(T — t)(e™ — 1)). (6.69)

Hence {N;,0 < t < T} is still a Poisson process under the measure Q but now
the intensity parameter is given by A\ = \¢(6). Having shown that the K; are
still i.i.d. normal random variables we can conclude that, conditional on the
event set { Ny — N; = n}, the Fr measurable random variable In :g;—; is a normal

random variable with mean and variance given by

S S
EQ<ln1’T NT—Nt—n> = 1nﬂ+n(51—62+9(51+62))
2,T SQ,t

~(A(@r(0 +1) — ¢1(8) + o) (T — 1)

VarQ<lngl’T Ny — N; = n) = 055(T —t) +n(B1 + Ba).
2,7

We are now in a position to compute the value of the exchange option under the
Merton dynamics

I, = S,E® [maX{Sl’T - 1}
Sar

7

52715 ZEQ |:HlaX {SLT — 1} NT — NT = 7’1,:| Q(NT — Nt = TL) (670)
o Sor

Si,1
So 1
n(0B1 4 P2) we can make use of the Black’s formula, see Appendix A.1, to compute

the conditional expectation as follows

Now since In

|Ny—N,=n is normally distributed with variance of,(T — t) +

EQ[maX{Sl’T — 1} Np — Np = n}

Sar

EQ [?T Np — Ny = n} N(di,n) — N(dz,n), (6.71)
2,T

where d; ,, and d» ,, is given by

In EQ {gé; Ny — N; = n} + %(O’%Z(T —t) +n(B1 + B2))
din, = :
- Voia(T —t) +n(B1 + f2)
dop = dip— \/U%Q(T —t) +n(B1 + B2). (6.72)

We are not quite done yet, we still need to evaluate the conditional expectation
of EQ [SLT | Ny —N; = n]. Making use of Eq.(6.65) and the independence between

ST

90



6.2. Pricing a European Exchange option under the Merton model

{B:,0 <t <T},{N;,0<t<T} and the K; we have the

ST
Q — n
E |:52T Npr — Ny = ]
= g; exp < (AMBk(0 4+ 1) — ¢(0)) + o) (T — t))

n
xEQ [exp (012(BT - B+ ZKi’NT — N¢ = n)]
i=1

> 1
- i exp ( Mr(8 + 1) — ¢r(0))(T — t) + n(d1 — 62) + n(B1 + B2)(0 + 2))
S Gt
- ) (6.73)
Sai’
where (,; is given by
1
Cnt = =M@+ 1) — op(0))(T — t) + n(d1 — d2) + n(B1 + B2)(0 + 5)
Hence we can finally compute the value of the European exchange option as
e NTONT 1) [Sue
= 7 Cn, _
Ft - 52,15 Z nl |:52’te tN(dl,n) N(d2’n):|
X o= AMT=) (N(T — ))"
= Z (& (il(T t)) [Slyt€<n7tN(d17n) — SQ7tN<d2’n):| , (674)

n=0

where d; ,, and da,, are given by

05— A(GR(0+ 1) — 61(6)) + 001 — 82 + 0(51 + B2)) + H(5a(T — ) + 20(51 + 52))

din, =
' Vot (T —t) +n(B1 + B2)

dgm = dl,n \/0'12(T — t) + n(ﬂl + ﬂz)

As before we have N(z) as the cumulative normal distribution defined by

x 1 2
N(z) = / 27Te_y7 dy.

If we were to set both n and X equal to zero we would obtain the pricing formula
for an exchange option under the Black-Scholes and Merton model. Again, from
a practical point of view we need only focus on the first 15 to 20 terms in the
infinite series in Eq.(6.74) in order to obtain a numerical value for the the ex-
change option.

The exchange option pricing formula can also be easily extended to include
jumps that are correlated provided that the jump sizes for the assets are still
normally distributed. In addition we could have just as well incorporated two
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6.2. Pricing a European Exchange option under the Merton model

autonomous Poisson processes for governing the jumps for the respective stocks,
i.e. we could have the Poisson process {N;;,0 < t < T'} governing the jumps
for asset S;; and the another Poisson process {N2:,0 < ¢t < T'} different from
{N14,0 < t < T} governing the jumps for the asset Sy;. The consequence of
having two autonomous Poisson processes for the respective assets would mean
that the pricing formula for the value of the exchange option would have to be
adjusted to having two infinite summations, one for each Poisson distribution.
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Chapter 7

Kou and Wang Model

We now turn our attention to the jump-diffusion model developed by Kou [28]
and Wang [30]. This jump-diffusion model is similar to that of the Merton jump-
diffusion model [37] explored in chapter 6, however where as the jump sizes fol-
lowed a normal distribution under the Merton model under the Kou and Wang
model the jump sizes are assumed to exponentially distributed. This may seem
as a minor change in the assumptions of the risky assets dynamics but the re-
ward for doing so is quite dramatic. More precisely, while we were able to derive
closed form solutions for the standard European call and put options under the
Merton dynamics no mention was made of any exotic options such as perpetual
options, lookback options, barrier options and other path-dependent options.
The reason being that a martingale approach to pricing these exotic options
invariably requires knowledge of the first passage of time of a jump-diffusion
process to a flat boundary. While the first passage of time for Brownian motion
to a flat boundary is a well known result, see Shreve [44], for jump-diffusion
processes and Lévy processes in general the first passage of time can prove dif-
ficult if not impossible to determine. The reason for this is that it is possible for
the jump-diffusion process to “overshoot” flat boundaries, we shall explore this
concept in greater detail as we proceed.

The most appealing aspect of the Kou-Wang model lies in the fact that there
are closed form solutions to a number of exotic options. The existence of closed
form solutions to these exotic options is largely due to jump sizes being expo-
nentially distributed as this facilitates the computation of the first passage of
time as shown in Kou and Wang [29]. Another important property that the
Kou-Wang model possesses is the leptokurtic feature which means that the re-
turn distribution is skewed to the left with higher peaks. In addition the return
distribution has heavier tails than that of the normal distribution and based on
empirical evidence this property is highly desirable. While the Merton jump-
diffusion model exhibits the leptokurtic feature, it is more pronounced in the
Kou-Wang model as the return distribution has significantly heavier tails in
comparison.

In this chapter we shall start off by examining the European call option.
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We then consider exotic options such as the perpetual put, barrier options and
lookback options. In particular when deriving a pricing formula for the perpet-
ual put option we develop the Kou-Wang model to include only positive jumps
as it leads to an elegant closed form solution for the value of the perpetual put
option as well as highlighting the overshoot problem faced when pricing path-
dependent options based on Lévy processes.

We now give the dynamics of the risky and risk-free asset in the Kou-Wang
model. Under the real world measure P we have

th = TRt dt RO =1 (71)
s, = S, <udt + odW, + / (e¥ — 1) N(dt, dyi)> So € RY, (7.2)
R

where the process {IW;,0 < t < T} is standard Brownian motion, N(dt,dy;)
is a Poisson measure on [0,7] x (R — {0}) and the Y; are a sequence of i.i.d.
asymmetrical double exponentially distributed random variables with density
function given by

fy(y) =p-a1e” 1 50) + g - @21 (<o) (7.3)

Here p,q > 0 and p + ¢ = 1. In order for the risky asset S; to have a finite
expectation we shall require that a; > 1 and as > 0. The instantaneous rate of
return of the risky asset is given by 1 € R and the volatility o € R*. The Lévy
measure is of the form v(dy) = A\ fy (y)dy, where ) is the intensity rate of the the
Poisson process {N;,0 < t < T} and fy(y) is as in Eq.(7.3). Again we assume
that all sources of randomness, W;, N; and Y}, are independent. We shall ex-
amine the properties of the jump sizes before proceeding. Since the jumps are
now assumed to exponentially distributed they will possess what is known as
the memoryless property. More precisely if Y is exponentially distributed then
the memoryless property states that

P(Y >s+t]Y >t) =P(Y >s), (7.4)

for all s,t > 0, see Shreve [44] chapter 11 for a discussion of the memoryless
property. It is this property that aids in the computation of the first passage of
time to a flat boundary and allows us to express exotic options in elegant closed
form solutions. At present is seems impossible to derive closed form solutions
for exotic options under any other jump-diffusion model including the Merton
model. Finally we look at the moment generating function of the Y,

EP[e"] = p— — 7.5
[6 ] pa1—1+qa2+1 ( )

From here it can be seen that in order to have EF [¢¥i] < 0o we must have oy > 1,
this essentially prevents the upward jumps from exceeding 100%. Note that in
Eq.(7.3) the upward jumps are governed by the exponential random variable de-
fined on [0, c0) while downward jumps are governed by the exponential random
variables defined on (—o0, 0].
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7.1. Pricing a European call option

7.1 Pricing a European call option

We shall start by examining a standard European call option where the dy-
namics for the economy (R, S;) is given by Eq.(7.1) and Eq.(7.2). We do this
to introduce the relevant notion that will encounter throughout the rest of the
chapter. We are therefore interested in pricing the Fr-measurable claim I'p,
where I'r = max{S7— K, 0} and K is the strike price of the option. Our arbitrage
free pricing approach to contingent claims requires that we select a numeraire
and establish if there exist at least one EMM. Since the dynamics proposed for
the risky asset incorporates jumps we know that economy or market will be
incomplete and as such there may well exist infinitely many EMM’s. We shall
select the risk-free asset R; as our numeraire and deflate the risky asset S; with
respect to this chosen numeraire. We then apply the product rule (Theorem 2.8)
to the deflated stock price S, =S, /R;. We shall not go into too much detail here
as the application of the product rule to the deflated stock price is identical to
what we have already done in chapter 6 when pricing a European call option
under the Merton dynamics. The dynamics of the deflated stock price are given
by

¢ t t
Sy = / S (u — r) du +/ Syu_o dW, +/ / Su—(e¥" — 1) N(ds,dy;).
0 0 0 JR

In order to verify that the economy is arbitrage free we require that S; be a mar-
tingale under some equivalent measure Q. As market incompleteness implies
that the measure Q is not necessarily unique we select the Esscher transform
as our change of measure formula, the motivation behind this being that the
Esscher transform has minimum relative entropy with respect to the measure
P. There are of course many other EMM’s that one could have chosen, Kou
[28] suggests the use of utility functions in determining the fair value of the
option. With the help of the Esscher transform we define the measure Q by the
following R-N derivative

dQ

_ 7 (7.6)
dP |-«

where the Esscher transform process {Z;,0 < ¢t < T'} is defined by

o0t
7y = W 0 € (—ag,a1 — 1). 7.7
The process {X;,0 <t < T} is given by
Ny
Xy=pt+ Wi+ ) Vi (7.8)

=1

Remark 7.1. Note that the Esscher transform is only defined for 0 € (—a9, a1 —
1), the reason for this is once we apply our change of measure formula the
distribution of the jump sizes will change. In order to ensure that the jumps
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have a finite expectation under the new measure Q we shall require that the
following integral be finite

(@0 =) o) ay
R
0
= qag/ (ey(9+°‘2+1) - ey(9+°‘2)) dy (7.9

+ pal/ (e_y(o‘l_e_l) — e_y(al_e)) dy. (7.10)
0

From Eq.(7.9) and Eq.(7.10) we can see that we must have § € (—a9,a; — 1) in
order for the above integral to be finite.

Next we apply Girsanov’s theorem (Theorem 2.11) and the results from
Eq.(2.94) so as to express the deflated stock as a local Q-martingale, we there-
fore have

S = (T_MJFUHJF)\[(M—H?OT)(OH—U i (0‘2+9‘ﬁ012)(a2+0)]>

t t t
x/ Sy— du + 0/ Sy— dW, +/ / Su—(e! — 1) Nq(du, dy;),
0 0 0 /R
where {IW;,0 < t < T} is standard Brownian motion under the measure Q
and the process {Nq(t,-),0 < t < T} is a Q-martingale with Nq(du,dy;) =

N (du,dy;) — Xe? fy (y)dydu. By setting the drift term, represented by the Rie-
mann integral, equal to zero we have

t t B
Sy = o/ Sy dW, +/ / Su_(e! — 1) Ng(du, dy;), (7.11)
0 0JR

which is a local Q-martingale. Adding the integrability constraint that

T _ 2 T L
EQ<U/ Su— dW >:02/ EQ(S,-)" du < oo,
0 0

along with
2
= )

T
= / EQ (Su—le? — 1|)260y1/(dy)du < 00,
0

/ ' | St — 1) Na(au,ap)

will then ensure that the deflated stock price has a (Q, F;¥)-martingale property
which in turn verifies that the economy is indeed arbitrage free. Note that the
equation

pai qo

o —0-D(-1)  atdtDmze| > 712

r—u+09+)\[

96



7.1. Pricing a European call option

determines the market price for risk and hence the measure. Having verified
that the model (R;,S;) is arbitrage free when the dynamics for the tradable
assets are given by Eq.(7.1) and Eq.(7.2) we now focus on the pricing of the Fp-
measurable contingent claim I'r = max{S7 — K, 0}.

Let us assume that we already working under some EMM Q, that need not
necessarily be by the use of the Esscher transform, and that the dynamics of
the deflated stock price under the measure Q are as in Eq.(7.11) which can be
written as the following SDE

i3, = §, <0Wt—i— / (e — 1) NQ(dt,dyi)) (7.13)
R

The solution to the above SDE can be obtained by applying It6’s Lemma (Theo-
rem 2.7) to the stochastic function In S;, which yields

Ny
. . -1 _
Sy = Spexp <0Wt — 50275 — )\(575) H eYi

i=1
=S5 = Spexp (aWt—i—(r—a — o)t )He (7.14)

where
§=E%e"] - 1. (7.15)

In order to compute Eq.(7.15) we will need the distribution of the jump sizes
under the measure Q, the measure Q in turn depends on our choice of R-N
derivative. Hence, depending on our choice of measure we will have different
distributions for the jump sizes. If we had for instance chosen the Esscher
transform as our R-N derivative then the jumps will still be exponentially dis-
tributed but with the original parameters now adjusted, so we would have the
probability density function fy (y) under the measure Q as being

fy(y) =p-are”9v1 y>0) +q- Gae?Y1 ¥<0)> (7.16)
(y=0) (y<0)

where p,¢ > 0,p+ G =1and a; > 1,as > 0. A price process {I';,0 < ¢t < T} for
the European call option is given by

max{Sy — K,0}
or(T—t) ‘f t]

r, = E®

e TRy L (gm0 | Fi'] — Ke T TIEX 1,0 1) | 7]
= ¢ "UIER[Sr1(5,m 10| Y] - Ke"T0Q(Sr > K|FY). (1.1D)
Focusing on the first term in Eq.(7.17) and taking ¢ = 0 we have

e "TEQ[S11 (5,25 (7.18)
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we now shall implement a change of numeraire technique to ease computation.
More precisely, since the deflated stock price must be a martingale under the
measure Q we know that

EQ[ST] = Sp. (7.19)

ev'T
A new measure Q can now be defined with the aid the following R-N derivative

dQ
dQ

}_{5 eTTSO

(7.20)

Note that Q is a well defined probability measure since the process {e""tg—f], 0<
t < T} is strictly positive martingale under the measure Q and satisfies the
requirement

St
EQ =1. 21
|:6TTS():| (7 )

With this new measure Q we can evaluate the expectation in Eq.(7.18) with the
aid of Theorem 2.2 as follows

St
E? [em 1<ST>K>}

5| St dQ
E® [erTl(ST>K)d(Q]

- ST SoerT
ES [erT (ST>K)ST}

= SOBE?[1(5,510)]
= SQ(Sr > K). (7.22)
Thus we have that the price for the call option at time ¢ = 0 is given by
Ty = SQ(Sr>K) - Ke"'Q(Sr > K)
= 5Q(InSy>ImK) - Ke''Q(InSy >InK), (7.23)

we are therefore left with the task of determining the probabilities, under the
respective measures, in Eq.(7.23) in order to determine the value for the Euro-
pean call option. From Eq.(7.14) we have that

Nt
1 ~
In Sy =1n Sy + (r — 502 —\)T + oWr + X;Y (7.24)

under the measure Q. We therefore need the distribution of In St under the
measure Q which is a combination of a normal random variable along with a
sequence of exponential random variables. The following result, due to Kou,
aids us in this regard.
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Proposition 7.1. Let Y; be a sequence of i.i.d. random variables with density
given by Eq.(7.3) then we have the following decomposition for n > 1

i v, & Zle Yﬁ, with probability P, i,k =1,2,...,n
P R - Zle Y,",  with probability Q, 1, k=1,2,...,n

where Y;© is an exponential random variable with density function fy+(y) =
are” 1,50y and Y, is also an exponentially distributed random variable with
density fy-(y) = aee*®Y1(,<q). Furthermore P, and Q,  are given by

L n—k—1\/n a1 ik a9 i
P, = i n—i
.k ;( i1 —k ><i><a1+a2> <a1+a2> P

n—1 n—i i—k
_ n—k—1\/n o a9 —i i
Qn’k - ZZ< 1—k ><i><a1+a2> <a1+a2> g (7.25)

=k

Proof: See Kou [28], Appendix B i

Remark 7.2. Note that since we are working under the EMM Q we can no longer
assume that the parameters p, ¢, a1, as, A, § remain invariant from the change
in measure. These parameters will be adjusted as a result from the change in
measure from P to Q. However for the sake of notational convenience we shall
continue with the use of the parameters p, ¢, a1, as, A, 8 with the understanding
that these parameters have already been adjusted subsequent to the change in
measure.

We shall concentrate on computing the probability Q(In Sy > In K) first as it
simplifies computation when evaluating the probability Q(In Sy > In K). From
Proposition 7.1 we can compute the probability Q ( InSp >InK ) as follows

Q(lnST > an)

Nt
— Q((r 10—2 —)\ﬁ)TnLUWTJrZYi > 1HK>

2 ;
=1
:ZQ(NT:n)-Q((r—;JQ—)\ﬁ)T+UWT+ZK>an> (7.26)
n=0 i=1
= Z ZQ(NT = n) P,k Q<(7“ - %0‘2 —\0)T + oWr + ZYf > an>
n=0 k=1 i=1

n

+> ) Q(Nr=n) Qng Q((r— ;UQ_W)TJFJVVT—Z;);— >1nK>.

n=0 k=1

Eq.(7.26) follows from the independence between W,;, N; and the Y;. Now in
order to compute probabilities of the form

1 ~ n
Q ((r - 502 —A0)T + ocWrp + ; Y," >1n K) , (7.27)
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we make use of Hh functions. The Hh function is a non-increasing function
defined by

2

/ Hhy,—1(y dy—— (y—x)"e_%dy n=0,1,2... (7.28)

2

Note that for n = —1,0 we have Hh_,(z) = e~z and Hho(z) = V2rHh_1(x).
The Hh can also be expressed in terms of confluent hypergeometric functions,
see Abramowitz and Stegun [3]. It is the H/ function that allows us to compute
probabilities of the form in Eq.(7.27). To see this, note that the random variable

(r— 202 = AB)T +oWir + 3 Vi, (7.29)

2 ‘
=1
is a sum of a normal random variable along with exponentially distributed ran-
dom variables. If we let Z be a normal random variable with mean equal to zero
and variance equal to 027 then we can rewrite Eq.(7.29) as

1 n
(r= 50" = AT+ Z+ Y, (7.30)

i=1
where the V" are i.i.d. exponentially distributed with probability density func-
tion aje” Y1, >0). By making use of the independence property that exists be-
tween the normal random variable and the exponentially distributed random

n

variables the probability density function of the random variable Z + }_ V.t is

i=1
computed as follows

fpoays® = [ 1 L

t a1z(t _ Jf)n_l 1 22

= ¢ MM (g ”/ ¢ e 2227 dx. (7.31)
@) T VanetT

In Eq.(7.31) we have made use of the fact that a sum of i.i.d. exponential ran-

dom variables has a gamma distribution, see Shreve [44]. By completing the

square in the natural exponent we have

T(O‘Otl)2 t (t — {I,‘)nil 1 _ (I*UQTOLI)Q
f = t) =e ()" 2 / e 2027 dx, (7.32)
Z+~¥1Yi+( ) (e1) coo (=1 \ore2T
now letting a = “;7\2/7%0‘1 from which we get with da = U%, yields
_ —ton T(oay)? \/T n—1 n
fpgy ) = e EE (Vo)
=1 ¢
—0'2 «
tg\/’l%l (Uf —o’\FOq) 1 42
X e 2 dy
—00 (n - 1) V2T
T(U;H)Q
e
= VTo)"Ha ”e_to‘th<—+a\/>a>
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since

1 z 2
(n—1) / (x—y)"le” 7 dy = Hhn-r(~2). (7.33)

With this density function for the random variable Z + Xn: Y;" we can compute
probabilities by integrating the density function across tl}Te1 relevant range. The
probability density function of the random variable Z — i Y,” is derived in a
similar manner as above and is given by =

T7e2) (‘70‘2>

fZ_i: v (t) = e \/ﬂ (g\ﬁ)ﬂ 1( )n ta Hh,,_ 1((7\/» +Uf&2> (7.34)

Having derived the probability density functions for the random variables Z +

n n
> Yt and Z — Y Y, we can compute tail probabilities as such
i=1 i=1

Q(ZJrzn:Yi+ 296)
=1

n T(aa1)2 0o
(ovVTay) e 2 et HR, ( _ ! - aﬁal) dt, (7.35)
27 T U\/T
Q(z-Y v >0)
i=1
T(va2)2
To)" -
_ (ovVTag) e 2 etathn1< _|_g\/fa1> (7.36)
oV2rm z ovT

This the enables us to compute the the probability Q(In Sy > K). While no ex-
plicit antiderivative exists for the integrals in Eq.(7.35) and Eq.(7.35) Kou de-
rives a recursive relationship for these integrals by using integration by parts
formula which is useful for computer programming, we shall not go into to much
detail here and refer the interested reader to Appendix B.2. of Kou [28].

We can now compute the probability Q(ln S > InK ) in much a similar
manner as done above. Recall that Q is the measure defined by
dQ St

— = —. 7.37
dQ f%( GTTSO ( )

In order to compute the probability we must first examine how the measure
Q has affected the dynamics of the risky-asset S; once the change of measure
is implemented. Starting with the Brownian motion, we have by the Girsanov
theorem (Theorem 2.11) the process {W;,0 < t < T’} defined by W, = W, — ot
that is standard Brownian motion under the measure Q. Hence the risky asset
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has the following representation under the measure Q

Nt
Se = Spexp <(7’ + 302 A+ oW+ > Y> (7.38)
=1

The process {N,0 < t < T} is still a Poisson process but the with intensity
parameter A = AEQ[e¥i] = \(§ + 1). To see this we make use of Lemma 2.2 to
determine the distribution of N; under the measure Q as such

EQ [eNt 3—8

7

EQ[N| 5] = (7.39)

1
EQ [dQ

;

By making use of the independence between W;, N; and the Y; under the mea-
sure Q, Eq.(7.39) then reduces to

EQ [eNt ’ft} = exp ()\EQ[eYi](T —t)(e— 1)>

= exp (MT —t)(e — 1)). (7.40)

To determine the distribution of the jumps under the measure Q, a similar ap-
plication of Lemma 2.2 to the Y; yields that the jump sizes are still exponentially
distributed but the with the following parameters

p o
1+5 041—17

9 @
146 ag+1’

p= q= ap = a;—1, do = an+1. (7.41)
The computation of the probability Q ( InSr >InK ) then proceeds in exactly the
same manner as our computation of Q ( InSy >InK ) involving the Hh function,
the only difference being that the parameters are adjusted under the measure
Q. If we set

Q(lnST >1nK) =Y(r,o,\,p,q, 1,2, T), (7.42)

then } )
Q(lnST >an) =Y(r,o,\,p,q,ay,ds,T). (7.43)

Thus the value of the European call option at time ¢ = 0 is given by
FO - S()T(T’, g, 5\7157 47 0217 0227 T) - Ke_TTT<T7 g, Aupa q,01, 02, T)7 (744)

such a pricing formula is similar in form to the famous Black-Scholes and Mer-
ton call option price. As usual the the European put option can be deduced with
the aid of the put-call-parity.
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7.2 Perpetual options

We shall now consider the simplest American type option known as the perpet-
ual American put. Being American in nature the holder of such an option can
choose at which point in time to exercise his right to sell the underlying asset at
a predetermined strike price. The perpetual nature of this option then affords
the holder the additional benefit of choosing exactly when the option is exer-
cised regardless of any time constraint. As such the holder of the perpetual put
option is not subjected to trading in a confined time interval [0, 7] where T' < co
but can elect to exercise the option at any time with no expiration date on the
option. Since time is no longer a factor in deciding when the option should be
exercised we expect that the exercising option will depend only upon the price
of the risky asset. The holder of the perpetual put must then decide when ex-
actly to exercise the option based on the price of the risky asset immediately
dropping below some level. The idea of “immediately” exercising the option at
some future date leads us naturally to the concept of stopping times.

Definition 7.1. A stopping time 7 is a random variable taking values in [0, o0]
and satisfying
{r<titer Vt=0. (7.45)

An interpretation of this definition is that the random variable 7 can only
depend on all information the is available at the current time but may not de-
pend on any future information. With this definition of a stopping time we can
define the price of the perpetual American put as follows

Definition 7.2. Let 7 be the set of all stopping times. The price of the perpetual
American put is defined to be

v(So) = supEQ[e " (K — S;)], (7.46)
TeT
where Sy is the initial stock price. In the event that 7 = oo, i.e. the option is
never exercised, we interpret e "7 (K — S;) to be zero.

Note that the above definition already assumes that the economy of tradable
assets is arbitrage free as we take the measure Q to be some equivalent martin-
gale measure. From Definition 7.2 it is clear that the holder can only exercise
the option based on current information and any future information is consid-
ered to be irrelevant with regards to the decision of exercising. As stated in the
beginning of this chapter, the difficulty with pricing exotic and path dependent
options based on jump-diffusion models resides in the “overshoot” problem. In
attempt to highlight this problem we shall first consider the a jump-diffusion
model that has only positive jumps. The dynamics for the tradable assets in
the economy remain exactly the same as given by Eq.(7.1) and Eq.(7.2), how-
ever the restriction that the jumps be only positive now implies that the Lévy
measure is of the from v(dy) = A fy+(y)dy and the probability distribution of the
jump sizes is given by

are™ ¥y >0

Fre(y) = { 0 elsewhere, (7.47)
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where a7 > 1 as before. We now wish to price an American perpetual put
option based on the dynamics proposed by Kou with the modification that the
jumps can only be positive, in other words we assume that the risky asset can
only jump upwards. Since we are considering a put option the holder will only
exercise his right to sell the risky asset when the stock price drops below a
certain level, say L. Therefore our stopping time rule is given by

7, = inf{t > 0; S, = L} L <K, (7.48)

note that at present we do not know the value of L and take it to be an arbitrary
number less than the strike price K. Eq.(7.48) is commonly referred to as the
first passage of time of a jump-diffusion process to a flat boundary L. In order to
price the American perpetual put it is essential that we compute the following
expectation

EQ[e ] r>0. (7.49)

Eq.(7.49) is known as the Laplace transform of the first passage of time for the
jump-diffusion process. Before we proceed with computing the Laplace trans-
form of the first passage of time we require a few preliminary results. Consider
the process {H;,0 < t < T'} defined by

Ny
Hy=pt+oW,+> Y, (7.50)
=1

where 3,0 > 0. The moment generating function of H;, for z < a1, is obtained
as

EQ [eth]
= exp <x5t + 15620275 + /\t[ a 1})
2 a1 — T
= exp (G(z)t),
where G(z) is defined as
G(x) = Bz + 202 4 )\[ N 1} : (7.51)
2 o —

Lemma 7.1. The equation
G(z)=2z  forallz>0
has exactly three roots: p1 ., p2,:, —ps,. Where
0<pr<ag <p, <0 0 < p3,. < oo.

Proof: Consider the equation G(z) — z = 0, where we know z > 0 and G(z)
is continuous for all x # «;. Now both G'(z) > 0 and G”(z) > 0 for all z € (0, ay),
hence G(z) is convex on (0, «;). Since G(0) = 0 and G(a] ) = +o0, there is one
solution to the equation G(xz) — z = 0 on the interval (0, a;) which we denote
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by p1.. On the interval (a;,00) we have G(af) = —oo and G(+0) = +oo,
therefore there exists at least one solution to the equation G(z) — z = 0 on
(a1, 00). Similarly on the interval (—oo,0) we have G(—o0) = +o00 and G(0) = 0,
therefore the exists at least one solution to the equation G(z)—z = 0 on (—o0, 0).
But G(z) is a polynomial of degree three and hence can have at most three real
roots. We therefore conclude that there is only one root on the interval (a;, ),
denoted by p2 ., and one root on the interval (—oco, 0), denoted by —ps . [ |

We need one final result before determining the Laplace transform of the first
passage of time for the jump-diffusion process, namely the optional stopping
theorem for martingales.

Theorem 7.1. If the process {Z;,t > 0} is a martingale under some measure
Q and T is a stopping time, then the stopped process {Zin-,t > 0} is also a
martingale under the measure Q. Moreover,

EQ[Zi,.] = EQ[Z) (7.52)
Proof: See Elliott [14] N

We are now in a position to determine the Laplace transform of the first passage
of time for a jump-diffusion process. Consider the process {Z;,¢ > 0} defined by

Z = exp (th — tG(u)) u < —p30, (7.53)

where H; and G(-) are defined by Eq.(7.50) and Eq.(7.51) respectively. The re-
striction that u < —p3 ¢ will then ensure that G(u) is strictly positive with —p3 o
being a solution to the equation G(u) = 0 as defined in Lemma 7.1. Let us
assume that all processes are defined with respect to the measure Q, which is
taken to be some EMM. A straight forward calculation reveals that the process
{Z:,t > 0} is a martingale under the measure Q. Define the stopping time

Tm = inf{t > 0; H, = m} m < 0, (7.54)

by the optional stopping theorem (Theorem 7.1), the stopped process { Z;ar,,, t >
0} is still a martingale under the measure Q. We therefore have that

EQ [euHmrm*(t/\Tm)G(u)] _ EQ [ZO] _ euHofOG(u) -1 (755)

The process {Zx,,,t > 0} can be written as

uHr,, —mTm G(u) uH;—tG(u)

Zipry, =€ 17, <)+ e 17,50

with this expression for Z;,,,, and making use of the fact that H,,, = m, Eq.(7.55)
can be written as

EQ [¢uHrm -Gy t)} 4 EQ [eth—tG(U)l(Tm>t)] —1. (7.56)

Consider the random variables e“m_TmG(“)l(Tm<t). These nonnegative random

variables increase with ¢ and the limit is given by e“m_T’"G(“)l(Tm@o), SO we
have that

0< eumf‘rmG(u)l umf‘rmG(u)l
X

(Tm<1) Se (Tm<2) <. Qeas,
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and

um—7m G(u) um—7m G(u)

lim e
t—o0

1<ty =€ 17, <c0) Q-a.s.

We can now apply the Monotone convergence theorem (See Weir [45]), which
allows us to interchange limit and expectation operator to obtain

lim EQ|evm—mm&()

t—o00

Len] = BRG] (T5D)

Now consider the random variable e“t~¢(1 . Since the event set (7, >
t) implies that H; > m, we will therefore have uH; < um as we have assumed
that u < —p3 . Hence the random variable satisfies

0< eth—tG’(u) um—tG(u),

1,5 Se
taking the limit as ¢ tends to infinity we have

tlim e“Ht*tG(“)l(me) < 1tlim eum—tG(u) _ () (7.58)
Eq.(7.58) follows from the fact that G(u) is strictly positive on the interval
(—o00,—p30) and we have assumed that v < —p39. We can now invoke the
Lebesgue Dominated Theorem of Convergence to conclude that

lim EQ €UHt7tG(u)1(Tm>t):| = EQ[ lim €UHt7tG(u)1(Tm>t) =0. (759)

t—o0 t—o00

Hence we can conclude that Eq.(7.56) reduces to
EQ [eum—TmG(u)l(Tm<Oo)] =1, (7.60)

or equivalently
EQ [e_Tm G(u)

1(7'm<oo)} = e—um.

We are almost done, if we set G(u) = z where z > 0 and recall that u < —p3 o we
will then have
EQ 71, o] = €002, (7.61)

where —ps3 . is the only negative solution to the equation G(u) = z. We can now
drop the indicator function in Eq.(7.61) as we have assumed that e *™ = 0 if
Tm = o0 Q-a.s. This then completes the derivation of the Laplace transform for
the first passage of time of a jump-diffusion process with positive jumps.

We are now in a position to price an American perpetual put option. Recall
that we have used the dynamics of Kou [28] for the risky asset with the modi-
fication that the jumps experienced by the stock price are strictly positive and
have an exponential distribution. The risky asset can be written in the form

Si = Soexp<(r—;(72—>\[alail—1Dt+th+§;Yi+>

—  SpeXt, (7.62)
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where the process {X;,0 < t < T} is defined by

Xt:(r—%az—)\[ 0‘11—1})t+av~vt+§:n+. (7.63)

o —
1 i=1

Note the similarity between H; as defined in Eq.(7.50) and X, defined in Eq.(7.63).

We can therefore apply results based on the jump-diffusion process relating to
{H:,0 <t < T} to the process {X’t,O < t < T} with only minor modifications,
one such constraint being that r + A > %2 + aAlo‘_ll. Returning to the pricing of the
perpetual put option, the option in question is exercised according to a stopping
time rule given by 77, = inf{t > 0; S; = L}. Let us assume that the current price
of the asset Sy is greater than the arbitrary level L. If the current stock price is
at or below the level L then the holder will exercise the option immediately. In
such a case we will have that the value of the perpetual American put is given
by v(Sp) = K — Sp. If the current stock price Sy is above the level L exercising
the option will then take place at the stopping time 7. At the time of exercise
the put pays K — S;, = K — L. The expression

EQ {e’”L(K - STL)} L<K,
therefore reduces to
EQ [e*”L(K - L)} = (K -~ L)EQ[e"™]  VSy > L. (7.64)

Eq.(7.64) is then computed be determining the Laplace transform of the random
variable 7. Note that we must have r > 0 and we interpret e™"™* to be zero if
71, = oo Q-a.s. Since S; = Spe™t, the stopping rule S; = L can be written as
X; =1In SLO and as we have assumed that Sy > L we will have In s% < 0. We
can now make use of the results concerning the Laplace transform for jump-

diffusion processes. The Laplace transform of the random variable 7, is given
by

L
EQ [e—T’TL} = exp (,0377« In ), (7.65)
So
this follows from Eq.(7.61) with z = » and m = In 5% We can now conclude that
the America perpetual put option is given by the following function
K-S, S<L,

v(So) = (7.66)

0<
(K — L) (g)p‘”, S > L.
We now need only to determine the level L at which the American put shpuld be
exercised. This done by simply differentiating the function (K — L) (%) rar with

respect to L and setting the result equal to zero. As such the value L maximizes
the value of the put option. Let

on = w-(g)"
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we then have that

6 L P3,r L ,03,7-_1 1
% __ (s) + par (K — L) <s) = (7.67)

Setting thus derivative equal to zero then yields the value for L as

P3.r
L=K|———|, 7.68
<1+P3,r> (7.68)

which is a number between 0 and K. A little more arithmetic reveals that the
value of L given in Eq.(7.68) is indeed a maximum for the function g(L), we
shall denote this value of L as L,. We can now conclude that the value of the
American put option is given by

K-S, 0< S <Ly,
- (7.69)
(kK -L)(%)™"  s>L.,

L* _ K( P3,r >
1 +p3,7‘

Having gone through the computation of the American perpetual put option
where the dynamics of the risky asset allows for only positive jumps, we are
now in a better position to fully appreciate the complexity of pricing exotic and
path-dependent options where the risky asset incorporates both positive and
negative jumps. In our derivation of the perpetual put option pricing formula
we modified the model presented by Kou [28] to only include positive expo-
nentially distributed jumps. With these modified dynamics we considered the
stopping time 7,,, where m < 0, so our flat boundary was in the opposite di-
rection to that of the jumps. As such we could always guarantee that when the
jump-diffusion process touched the boundary m, the value of the jump-diffusion
process was indeed equal to m. Using previously defined notation, we always
had H,, = m Q-a.s. If we were to define the flat boundary m to be positive or al-
low for negative jumps we would no longer be able to claim that H,,, = m Q-a.s.
The reason for this if the jumps are pointed in the direction of the flat boundary
then it is possible for the jump-diffusion process to overshoot to boundary in
question. The overshoot problem then has the following consequence

v(So) =

with L, given by

EQ {e’”L(K - STL)} £ (K — L)E® [e*m] (7.70)
What we now have is that
EQ|e ™" (K — S,)| = KEQ e — B[S, e, (7.71)

and it is the computation of the second term in Eq(7.71) that poses immense
difficulty. Chesney and Jeanblanc [10] give a nice exposition of the overshoot
problem as well as computational methods for Eq.(7.71). However the model
the consider only allows for jumps with non random magnitudes, i.e. the size
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of the jumps are fixed. The idea of using martingale methods for the pricing of
perpetual options was considered by Gerber and Shui [20] and provides an ex-
cellent insight into the use of optimal stopping theorem. Kou and Wang derive
a soultion for the American perpetual put option making use of the result found
in Mordecki [39]. The use of exponentially distributed random variables as a
model for the jumps experienced by the risky asset is the key point in determin-
ing the first passage of time for the jump diffusion-process considered by Kou
and Wang [29]. The problem of pricing perpetual options using ordinary dif-
ferential equations is considered by Aase [1] and yields similar results to that
of Chesney and Jeanblanc [10], see also Gapeev [19]. We refer the interested
reader to the mentioned authors above for more detail on the subject.

7.3 Lookback options

We now return to the original model proposed by Kou and Wang where the
risky asset has the following representation under some equivalent martingale
measure Q

Sy = Spexp <O‘Wt + (r— fa — M)t ) He (7.72)

where § = EQ [eYi] — 1 and the Y; are double asymmetrical exponential random
variables as defined in Eq.(7.3). The exotic option that we shall examine in this
section is the lookback put option. This contingent claim has a payoff function
that is based on the underlying asset reaching either a maximum or minimum
value over some time interval prior to expiration of the option. As such we are
now restricted to trading in a finite time horizon [0, 7] where T' < co. In addition
the ability to exercise the option can only take place on the maturity date of the
contract, i.e. at time T'. A lookback call option has the payoff function given by

max {ST — OI%EIT St, 0} St — OglgT Sk, (7.73)

U

notice that since Sp > OmiélT S: Q-a.s. the option will always be exercised, we

<=

therefore expect that the lookback option to be more expensive than the Euro-
pean call option. The term “option” is misleading in the case of lookback options
since such contingent claims are always exercised on maturity of the contract.
The corresponding lookback put option is given by

max{ max S; — ST,O} = max S; — St. (7.74)
< 0<t<T

0t St

There are slight variations on the payoff structure for lookback options, for
example one could also define the payoff for lookback put option as follows

max {M, max St} - S, (7.75)
0<t<T

where M is a fixed constant representing the prefixed maximum at the in-
ception date of the contract, note that M > Sj. For our purposes it is the
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lookback put option that we shall focus on and we shall assume that the pay-
off of such a contingent claim is given by Eq.(7.75). Having already verified
that the dynamics for the tradable assets under the Kou-Wang model preclude
any arbitrage opportunity we know that there exists at least one EMM, in fact
since the economy is incomplete there exist infinitely many EMM’s. Let us as-
sume that we have already selected one such EMM Q from the pool of available
EMM’s. The justification of selecting one EMM from the infinitely many avail-
able equivalent martingale measures can be based on the use of the Follmer-
Schweizer techniques, minimum relative entropy arguments, utility functions
or calibration methods. Once the EMM Q is fixed an arbitrage free price process

{V;,0 <t < T} for the claim V; = max {M, Max)<i<T St} — ST may be given by

Vi = EQ[e T Vvp| FY].

Focusing on the time point ¢ = 0, the arbitrage free price for the lookback put
option at inception dated is then given by

Vo = EQ® erT(max{M,Orgta%xTSt}—ST)}

= EQe7T max{M, max StH — EQ [e_TTST}

0<t<T

= EQ| T maX{M, ogltiXTStH — S, (7.76)

the last line in Eq.(7.76) follows from the fact that the deflated stock price has
martingale property under the measure Q. To ease notation we shall write

Orgtzg% S; = Spexp (MX(T)), (7.77)
where Mx (T) is given by
- 1 N
Mx(T) = ax (UWt + (r — 502 — At + Z E) (7.78)

i=1

In order to determine the value of the lookback put option we need to evaluate
the following expectation

ECQ [e_TT max {M, SpeMx(T) }] . (7.79)
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We can write Eq.(7.79) as

EQ [erT<max {SoeMX(T) — M, 0} + M)]
=EQ|e7"T max {S’oeMX(T) — M,O}} + Me T

— EQ efrT(SoeMx(T) _ M)l( ):| +M€7TT

SoeMx (1) > M

_pal| g )

=F -6 Spe™ X 1(MX(T)>lngé):| (7.80)

~Me7TQ (MX (T) > In f) + Me™T, (7.81)
0

Consider Eq.(7.80), we have that
EQ |:€_TTS06MX(T)1(MX(T)>111 év[):| = C_TTSO/ ez dQ (MX (T) < Z), (782)
0 a

where a = In SMO By noting that dQ(Mx (T) < z) = —dQ(Mx(T) > z) and using
integration by parts the integral expression in Eq.(7.82) reduces to

o

—S()e_TT [ezQ(Mx(T) > Z)

- [T x> 2) dz]. (1.83)

a

Kou and Wang show that

lim e*Q(Mx(T) = z) =0, VT >0,

Z— 00

see Lemma 4 [30]. Eq.(7.83) therefore becomes

Spe T [JSWQ<MX(T) >1In fg) + / e Q(Mx(T) = 2) dz]. (7.84)
0 0 a

Combining this with Eq.(7.81) we can now write the value of the lookback put

option at time ¢t = 0 as

VW = S()GTT/ ezQ(Mx(T) > Z) dz + MeiTTQ <Mx(T) > 1In f) — Sy
a 0

M
—MeTQ (MX(T) >1In S) + Me™T
0

= Spe T / e Q(Mx(T) > z) dz + Me™"™ — Sp. (7.85)

The method proposed by Kou and Wang for the valuation of the lookback put
option involves taking the Laplace transform of Eq.(7.85). Once we have the
Laplace transform of the lookback put option we can the invert it by making
use of numerical techniques such as the Gaver-Stehfest algorithm [2]. We shall
not go into detail about the inversion process but focus primarily on finding the
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Laplace transform for the lookback put option. Denoting the Laplace transform
of the lookback put option by £[V;], we have that for all s > 0

LVo] = /OO e T Spe™T /Oo e*Q(Mx(T) > z) dz dT

+M / ~r+)T g1 — 8, / e T dT
0

_ So/ / ~TQ(My(T) > 2)

Turning our attention to the integral expression

_ 50 (7.86)
S

/ e~ CIITQ(Mx(T) > ) dT,
0

since Q(Mx(T) > z) = Q(7. < T), where 7, is the first passage of time for a
jump-diffusion process to a flat barrier z. If we employ the integration by parts
formula we will have that

/ h e~ CTITQ(Mx(T) > 2) dT
0

- / e~ tITQ(r, < T) dT
0

_(s—i-r)TQ(Tz < T) S
S+

1 /OOO (s+m)T dQ( )

0 S+

= L RpQpeGn),

N S+r

Hence we have that the Laplace transform of the lookback put option at t = 0
is given by

C[Vo] = ff / FEQ[e (7] dz 4 ]f 5 (7.87)
S T S r S

In order to compute the Laplace transform for the lookback put option we need
to evaluate the quantity
EQ [67(5+T)Tz:|

)

which is the Laplace transform of the the first passage of time of a jump-
diffusion process. The Laplace transform for the first passage of time with re-
spect to a jump-diffusion process is essential if we are to compute the Laplace
transform for the lookback put option, hence we see the importance that the
first passage of time plays in pricing exotic and path-dependent options. It is
the ability to determine the Laplace transform for the first passage of time in
the Kou and Wang jump-diffusion model that holds much appeal as it leads to
elegant pricing formulas for exotic options, which at present, is not the case for
other Lévy models. An application of the Laplace transform for the first passage
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7.3. Lookback options

of time under the Kou-Wang jump-diffusion model yields the following result

EQ [67(T+S)sz| — Q1 — M,s4r n2,5+r e FM,s+r
(071 M2,s+r — N, s+r

2’ — (] 2, -
+'I7 s+r 77 S+r e 2772’5#»7*7 (7.88)
a1 771,,34»7‘ - 771,S+7'

where 7, . and 7, . are the two positive solutions to the equation

(T_;U2_)\5)m+;02x2+>\<a]1?a—11+O£ZO—fl_1>:z z = 0.
Both «; and «y are the parameters of the double asymmetrical exponentially
distributed random variables defined in Eq.(7.3) that govern the magnitude of
the jumps experienced by the risky asset. For a detailed account of the Laplace
transform of the first passage of time for the jump-diffusion model proposed by
Kou and Wang, see [29], such a result depends heavily on the jump sizes being
exponential random variables.

We can now compute the Laplace transform for the lookback put option by
first evaluating the following integral

/ *EQ [e*(”’”)fﬂ dz

a

0o
. a1 — 771,8+T 172,S+'I‘ / eze_an’S+T dZ
631 M2,s+r — NM,s+r Ja

_ %)
+772,S+7‘ al 772,5+T' / €Z6_2n2’5+7‘ dZ
aq 12,s4+r — M s+r Ja

) e*a(m,sw*l) ) 6*‘1(772,S+7’*1)

2,547 (772,s+r — Q]
a1(772,s+r - 771,s+r) M,s+r — 1 al(n2,s+r - 771,5+r) 2,54+r — 1

. 772,s+r(a1 — M,s+r

With this expression for the we can now give the Laplace transform of the look-
back put option as

) 6*‘1(771,S+T*1)

E[‘/o} _ So <772,s+r(a1 — M,s+r
s+r 041(772,54-7“ - 771,3—4—7’) M,s+r — 1

(7.89)

_|_772,s+r("72,s+r - al) ea(n2,3+7~1)> M _ &
aq (772,S+7’ - 771,s+7“) M2,s+r — 1 s+r S

To obtain the value of the lookback option one can then make use of numerical
inversion techniques which is can easily be done with the aid of many computer
packages. From our perspective it is deriving the Laplace transform of the
lookback option that serves as our focal point of interest as such a result would
not have been possible if we were to consider another stock price model different
from the exponential jump-diffusion model.
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7.4 Barrier options

Barrier options have a similar payoff structure to that of the vanilla call and
put options. Barrier options are a type of contingent claim where the payoff
function is based on the underlying asset either passing above or below a cer-
tain level known as the barrier. The term knock out is used to indicate that
option becomes worthless when the underlying asset crosses a certain level. An
“up-and-out” option is therefore a contingent claim where the payoff is exactly
the same as a vanilla option provided that the underlying stays below a certain
level, the moment the underlying crosses the level the option payoff is zero. A
“down-and-out” option has the barrier below the initial underlying, as soon as
the the underlying falls below this barrier the option then becomes worthless.
In a similar manner we also have knock in options, where the payoff function of
the option is considered to be zero unless the underlying passes a certain level.
The “up-and-in” option requires that the underlying cross above a certain level
in order to activate the payoff function of the option while the “down-and-in”
option requires that the underlying falls below some level to activate the payoff
function. There are more complex barrier options that require the underlying
to spend a certain amount of time either above or below a certain level in order
to activate the payoff function. Our interests shall be in pricing a up-and-in
call option where the barrier is at flat fixed level, say H. There are also varia-
tions as to the types of barriers used, in our case we have chosen to work with a
flat barrier H but it is also possible to have the barrier as a function of time in
which case the barrier would be changing throughout the life span of the option.

Let H > Sy be a flat barrier, then the payoff function for the up-and-in call
option is given by
UT = max{ST - K,O}l(

max St>H)
0<t<T

As can be seen the Fr-measurable random variable Ur has a similar payoff to
that of the vanilla call option with strike price K. We shall assume that the
option is European in nature, i.e. exercise can only occur at the expiry date T.
As such all economic activity is restricted to the finite time interval [0, 7]. An
arbitrage free price process {U;,0 < t < T} may be given by

U, = EQ|e (T8 1ax {ST - K, 0}1( ‘ftX:| , (7.90)

o285, 5 2)
where Q is some equivalent martingale measure, we shall not dwell too much
on how the measure Q was chosen as the addition of jumps to any stock price
model results in market incompleteness. Rather we assume that some EMM
Q is chosen on the basis that involves either using the results of Follmer and
Schweizer, minimal relative entropy arguments or other methods of justifica-
tion. Having verified that the dynamics of the Kou and Wang model are indeed
arbitrage free we know that there exits at least one EMM. Let us consider the
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price of the up-and-in call at ¢ = 0, we therefore have that

Uy = EQ e_rTmaX{ST_K’O}l( max St2H):|
| 0<t<T

_ wQ [ T
- FE _e T {ST_K’O}l(org&xTStEHvST>K)}

_ gQlr —TEQ
- E -6 r ST]-( ):| —Ke™™E [1( max StZH,ST>K):|

max Si>H,S7>K
T 0<t<T

0<t<

— Q- —rT _ —rT
= E _e STl( A StZH,ST>K):| Ke Q<0I£t21<)%st>H,ST>K>.

0<t<T

(7.91)

As can be seen from Eq.(7.91) we shall require the joint distribution of the ran-
dom variables max S; and Sp. Turning our attention to the expectation in

Eq.(7.91), in orde\ar\to reduce computational difficulty we shall employ a change
of numeraire technique. In order to calculate the value of the up-and-in call
option we must compute the following expectation

EQ [e_TTSTl( (7.92)

N .
Jmax Si>H,S SK)

We now implement a change in measure using the following R-N derivative

dQ
aQ

St
= —. (7.93)
]__7)5 erTSO

Note that the new measure Q is a well defined probability measure since we
have that g
EQ| T | =1
|:67"TSO :| ’

and the deflated risk asset is a strictly positive process under the measure Q.
As such, with the aid of Lemma 2.2 we can now write Eq.(7.92) as

Q| —rT
E |:€ STl( max St>H,ST>K):|
0<t<T

EQ [e_TTSTl( dQ]

Jma Si>H,Sr>K) 1Q

- rT
EQ [G_TTST]_( € SO]

>
Orgntang St/H,ST>K) ST

max St >H,ST>K) :|

0<t<
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Hence we can now write the value of the up-and-in call option at ¢t = 0 as

Up = 50Q< max S; > H,Sr > K> Ke™ ”TQ< max S; > H, St > K> (7.94)
ot<T <t<

b= (UNAS

Again note the similarity in the pricing formula between the up-and-in call
option and that of the plain vanilla call option, the only difference been that in
the case of the up-and-in call option the probability that we must now compute
involves two random variables in the form of a joint distribution. Turning our
attention firstly to the calculation of the probability

Q(OIE&XT Sy > H,St > K> (7.95)

As before we shall write

Soexp(Mx(T)) = 012;2% St,

where Mx (T) is defined as follows

Ny
~ 1 9
MX(T)_OIQ%XT <0‘Wt—|—(7"—20 —/\5)754-2}/1)

In order to work directly with the jump-diffusion process we shall also write St
as follows
ST = S() exp(XT),

where X7 is defined as

Nt
. 1
Xp = oWr + (r — 502 —)\5)T+Z;Yi.

With these slight alterations the probability in Eq.(7.95) can be rewritten as
Q(Mx(T) = b, X1 > ¢),

where b = In L So and ¢ = ln <. Note that b > 0 as we have assumed from the
outset that the barrier H Was greater than the initial stock price Sy. Due the
overshoot problem calculating this probability explicitly can prove difficult if
not impossible to determine, the approach we shall take involves finding the
Laplace transform of this probability. The justification behind this being that
for this particular jump-diffusion model it was possible to derive a closed form
solution for the first passage to a flat boundary. We now take the Laplace trans-
form of this probability as follows

/ - e TQ(Mx(T) > b, X7 > c) dT. (7.96)
0

At present it seems easier to deal with finding the Laplace transform as in
Eq.(7.96) as opposed to explicitly determining the joint distribution. Since the
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event set {Mx(T) > b} is equivalent to the event set {r, < T}, where 7, =
inf{t > 0; X; > b} the Laplace transform in Eq.(7.96) can be written as

/ e*TQ (Tb <T, X7 > c) dr. (7.97)
0

The advantage of working with the Laplace transform as in Eq.(7.97) is that we
already have an explicit solution for the Laplace transform of the first passage
of time, this will be of significant importance.

We now give a brief description of how the Laplace transform in Eq.(7.97) is
evaluated,

o0
/ e TQ(n < T, X1 > ¢) dT
0

— / eTQ(m < T, X7 > ¢, X, = b) dT (7.98)
0

+ / e T'Q(m < T, X1 > ¢, X, > b) dT. (7.99)
0
Starting with Eq.(7.98)

/ e TQ(m < T, X1 > ¢, X;, = b) dT
0
o] T
= / e_ST/ Q(Tb €dz, X 2 ¢, X, = b) dTl’
0 0
oco pT
_ / / e TQ(my € dz, X, = ) Q(Xps > ¢ — b) dT
o Jo
= / eiSZQ(Tb €dz, X;, = b) / eiSUQ(Xu >c— b) du
0 0

— EQ [C_STbl(XTb:b)] /0 e Q(Xy = ¢ —b) du, (7.100)

we have used the strong Markov property in the third equality, the fourth equal-
ity follows from the fact that the Laplace transform of a convolution is the prod-
uct of the individual Laplace transforms. The Laplace transform of expression
(7.99) follows in an similar manner, by noting that

Q(Tb c€dz, X >2b,X;, > b) = Q(Tb cdz, Xy = b)Q(XT — 7;+Y'iJr >c— b),

where Y is a exponentially distributed random variable defined in Proposi-
tion 7.1. From an intuitive point of view if we have X, = b then we would have
no overshoot and thus no jumps would have occurred when the barrier b was
touched, however if X, > b then the jump-diffusion process may have overshot
the barrier b and as we have assumed that b > 0 the only jumps that are positive
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valued are the Y;". Expression (7.99) therefore reduces to

o0
!/ e TQ(m < T, X1 > ¢, Xy, > b) dT
0

- EQ [e_STbl(X‘rb>b):| /0 e_SUQ(XU + Y;;Jr Zc— b) du.
We can thus conclude that

l/ e TQ(n < T, X1 > ¢) dT
0

— EQ [e_STbl(Xszb)] /0 e_S“Q(Xu >c— b) du

+ EQ [G_STb 1(X

T2

b)] / e_s“Q(Xu + YZ-Jr >c— b) du. (7.101)
0

Hence we have an expression for the Laplace transform for the probability in
Eq.(7.95). It is worth noting that the integral expressions

/ e_S“Q(Xu >c— b) du, / e_S“Q(Xu +Y">c— b) du,
0 0

are evaluated in terms of the Hh function by means of a recursive relation-
ship. One can then employ various numerical methods for inverting the Laplace
transform and finding the actual probability defined in Eq.(7.95). For our pur-
poses we are more interested in finding the Laplace transform than the actual
inversion which can be done with the aid of certain computer programmes.

Finally the computing of the probability

Q( max Sy > H, Sp > K),
0<t<T

is exactly the same as we have done above with only certain parameters being
adjusted. As we have used the same change of measure formula when comput-
ing the value of the European call option, the adjusted parameters under the
measure Q are given in Eq.(7.41). Once the Laplace transforms of the probabil-
ities have been inverted we will then be able to determine the value U of the
up-and-in barrier option.

For the sake of completeness we now give the value of the following expec-
tations that were involved in the computation of the barrier option.

ERe "1, )] E®e Ly

Tb>b):| :
We have that

EQ [e_snl(XTb:b)} — we—bm,s + Me—bnz,s7 (7.102)

n2,s —nl, s n2,s — Nl s
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and that

_ (al - 771,5)(772,5 - 771,5) [e_bnl,s - 6_b772’5] (7.103)

EQ[e ™1
[ X a1(n2,s — M.s)

‘rb>b)j|

where 7, s and 7 ; are the positive solutions to the equation

1 1
(r— 502 — Az + 502332 + >\<apa1 T + ach_z T~ 1> =3 s> 0. (7.104)
1— 2
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Chapter 8

Conclusions

Contingent claims or derivatives are used extensively in today’s financial mar-
kets across the world. In particular derivatives such as options attract a signif-
icant amount of attention from academics and practitioners, both from a valua-
tion and implementation point of view.

The option pricing theory introduced by Black & Scholes [8], and later ex-
panded by Merton [36], still serves as a benchmark by which other option pric-
ing models are judged. While the beauty of the Black & Scholes model lies in
its tractability there are several drawbacks in the model that have been ex-
posed over time, the inability of the model it incorporate sudden jumps into
the dynamics of the underlying asset being an example. These sudden jumps
experienced by tradable assets are known to exist in financial markets and
are normally triggered by the release of information. This suggests that when
modeling the underling asset a jump process should be included to account for
random shocks in the market.

As a more realistic description of the underlying asset includes a jump pro-
cess, we have considered the use of Lévy processes as the driving source of
uncertainty when specifying the dynamics of the underlying asset as Lévy pro-
cesses contain random jumps in addition to the Brownian motion. The geomet-
ric Lévy model we considered showed that once an additional source of ran-
domness was introduced the market becomes incomplete and as a result we
could no longer perfectly hedge a variety of contingent claims, options been
one of them. This market incompleteness essentially meant the the equivalent
martingale measure Q was no longer unique, as was the case in the Black &
Scholes model. To combat the difficulty of pricing in an incomplete market the
Esscher transform [21] was introduced as it has minimal relative entropy. As
an alternative to the Esscher transform the Follmer-Schweizer [15] minimal
martingale measure was also considered. As yet there seems to be no definitive
method to option pricing in an incomplete market.

Having introduced the Lévy process and examined its implications as far as
the valuation process of contingent claims is concerned we then looked at jump-
diffusion models, a subclass of Lévy processes. Jump-diffusion models retain

120



an amount of tractability when compared with other models such as the Vari-
ance Gamma model of Madan and Seneta [34]. The Merton model extends the
Black & Scholes model to include lognormal jumps. In addition to the vanilla
calls and puts we independently derived a closed form solution to the value of a
European exchange option with the aid of the Esscher transform.

As far as exotic and path dependent options are concerned, the introduc-
tion of a Lévy process makes it almost impossible to determine any closed form
solutions for options such as lookback and barrier options. This is due to the
overshoot problem when attempting to determine the first passage of time of
a Lévy process to a flat boundary. The jump-diffusion model proposed by Kou
& Wang [30] provides closed form solutions to a number of exotic options since
the distribution of the first passage of time is known for this particular jump-
diffusion model. The fact that the distribution of the first passage of time is
known stems form the fact that the jumps are exponentially. At present there
seems to be no other model for which the first passage of time can be computed,
even the Merton model.

The Kou & Wang model also exhibits the leptokurtic feature evident in in-
dustry, where the tails of the asset distribution are more pronounced. Having
looked at the lookback and barrier option, where the solutions were derived in
terms of Laplace transforms we then modified the Kou & Wang model to expe-
rience only positive jumps and considered an American perpetual put option.
As long as the jumps experienced by the asset are in the opposite direction to
that the barrier we will have a elegant solution to the price of the perpetual put
option.
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Appendix A

Black’s Formula

Theorem A.1. Ifthe conditional distribution of V is lognormal, that is In V| F; ~
N(m, s?), then

E[max(V — K,0)|F| = E(V|F)N(d1) — KN (da), (A.1)
where
dy = .
In E(‘;lfi) — %82
doy = .
= dl — S (A-z)

and N(x) is given by the standard normal cumulative distribution

N(J:):/m 12 eféy dy. (A.3)

Proof:

1 & 1 _L(Inv—m)
E[max(V — K,0)|F] = \/W/O maX(U—K,O);e 2\ s dv

1 /OO( K)l _%(lnv—m)2d (A4)

e v — —€e s U, .
V2rs? Jk v

now set y = h“’%m in Eq.(A.4) this implies that v = €Y% and that dy = g—;’. The

bounds of integration will also change to y|79,_,., we therefore have

E]

E[max(V — K,0)|F]

1 o 1,2
— ("t — K)e 2¥" dy
\/27'( \/nK'm
1 oo

1,2 1 o0 1,2
= — MYV dy — K—— e 2Y dy (A.5)
\/27-(- InK—m 1/27-(- ﬁnK—m
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Now the first integral in Eq.(A.5) can be simplified by completing the square in
the exponent as follows

1 > 1,2 1
— MYV dy =
V2T lnK-m V2T

another change of variable of the form = = y— s, with integration bounds chang-

ing to z|5°,._ . allows us to write

s

mils [ 1)
emrE | e 2 dy, (A.6)

E[maX(V - K, O)‘ft]

I ©© 1,2 1 > 12
:Ee ’ lnlff'm—s26 : d"E—KE an7m€ ’ dy

InK —m—s2

:em+%52P(Z> an—m)

)-KP(2>
where Z ~ N(0,1) is a standard normal random variable. Making use if the
fact that if V| F; is lognormally distributed then E(V|F;) = em+25 and the sym-
metric properties of the normal distribution we finally have
E[max(V — K,0)|F]
In L‘;(‘ft) + %82)
s

E(V|F) 1.2
In =%~ — 38

- E(V\]—})P(Z < — KP <Z <

= E(V|F)N(di) — KN(dy). (A7)

A.1 Correlated Brownian motions

Theorem A.2. If the process {W,;,t > 0} and the process {Way,t > 0} are
correlated Brownian motions under the measure P with correlation given by
(Wi, Way|, = pt the the process { By, t > 0} defined by

1

B, =
\/0'% + 03 — 2po102

(o1 Wi — 0aWay), (A.8)

is standard Brownian motion under the measure P with o1 and oy are any pos-
itive constants.

Proof: We need to verify the axioms of Definition 1.4. The first condition is

simple enough as we have that

1

By =
Vo2 + 03 —2po109

(O'1W1,0 — O'QWZO) = 0, (A9)

as the both W; o and W5 is equal to zero at time zero. In order to verify the
second and third condition of Definition 1.4 we must show that {B;,t > 0} has
independent and normally distributed increments. To do this we evaluate the
following conditional expectation

EP [ei(Bths)

Rl os<t. (A.10)
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Now

1

By — B, =
! ’ \/O'% + O'% — 2p01072

[o1(Wiy — Wis) — oa(Way — Way)], (A1)

as {B;,t > 0} is a function of the correlated Brownian motions, which have
normally distributed increments, B; will also be a normal random variable with
mean and given by

EP[B; — B F] =0

and variance given by

1
Var® (B, — Bi| i) = o1 + 035 — 2po109 {vaarle’t ~WslF)

+osVart Wy — Wa 4| Fr)
—2p0’10’200VP(Wl,t - Wl,sv W2,t - W2,8|~7:t)}

_ (-9 4ot =) 2ot =s) o
= 2 2 _ .
o1 + 05 — 2po102

= (t—s).

Eq.(A.12) follows from the fact that both {W;,,¢ > 0} and {W5,,t > 0} have
independent increments and are thus independent of the filtration ;. Hence
we have that

EP [ei(BthS) ft] _ e*%(t*8)7 (A.13)

which we recognize as the characteristic function of a normal random variable
with mean equal to zero and variance equal to ¢ — s. So the process {B;,t > 0}
is indeed standard Brownian motion under the measure P.

124



Bibliography

[1] K. K. Aase. The perpetual American option for jump diffusions with appli-
cations. Anderson Graduate School of management Finance, (15), 2005.

[2] J. Abate and W. Whitt. The Fourier-series method for inverting transfroms
of probability distributions. Queueing Systems, 10:5 — 88, 1992.

[3] M. I. Abramowitz and I. A. Stegun. Handbook of Mathematical Function.
U.S. National Bureau of Standards, 1972.

[4] D. Applebaum. Lévy Processes and Stochastic Calculus. Cambridge Uni-
versity Press, 2004.

[5] R. B. Ash and C. A. Doléans-Dade. Probability and Measure Theory. Aca-
demic Press, 2000.

[6] L. Bachelier. Théorie de la Spéculation. PhD thesis, Annales de ’Ecole
Normale Supérieure, 1900 Reprinted in The Random Character of Stock
Market Prices, PH. Cottner ed. 1964. The MIT Press.

[7] N. H. Bingham and R. Kiesel. Risk-Neutral Valuation. Springer, 1998.

[8] F. Black and M. Scholes. The pricing of options and corporate liabilites.
Journal of Political Economy, 81:637 — 654, 1973.

[9] T. Chan. Pricing contingent claims on stocks driven by Lévy processes. The
Annals of Applied Probability, 9(2):504 — 528, 1999.

[10] M. Chesney and M. Jeanblanc. Pricing American currency options in a
jump diffusion model. Applied Mathematical Finance, 11(3):207 — 225,
2004.

[11] F. Delbaen and W. Schachermayer. A general version of the fundamental
theorem of asset pricing. Math Annalen, 300:463 — 520, 1994.

[12] F. Delbaen and W. Schachermayer. The fundamental theorem of asset pric-
ing for unbounded stochastic processes. Math Annalen, 312:215 — 250,
1998.

[13] R. Durrett. Stochastic Calculus: A Practical Approach. CRC Press, 1996.
[14] R. d. Elliott. Stochastic Calculus and Applications. Springer—Verlag, 1982.

125



BIBLIOGRAPHY

[15] H. Follmer and M. Schweizer. Hedging of contingent claims under incom-
plete information. Applied Stochastic Analysis(M. H. A. Davis and R. J.
Elliott, eds), 5:389 — 414, 1991.

[16] H. Follmer and D. Sondermann. Hedging of non-redundant contingent
claims. Contributions to Mathematical Economics, pages 205 — 223, 1986.

[17] D. Psychoyios G. Dotsis and G. Skiadopoulos. An emperical comparison of
continuous-time models of implied volatility indices. Journal of Banking
and Finance, 31:3584 — 3603, 2007.

[18] C. Chiarella G. H. L. Cheang and A. Ziogas. On exchange options with
jumps. pages 104 — 109. Proceedings if the Third LASTED International

Conference on Financial Engineering and Applications, MIT, Cambridge,
MA, USA, October 2006.

[19] P. V. Gapeev. Perpetual barrier options in jump-diffusion models. Stochas-
tics, 79:139 — 154, 2007.

[20] H. U. Gerber and E. S. Shui. Pricing perpetual options for jump processes.
North American Actuarial Journal, 2(3):101 — 112, 1998.

[21] H. U. Gerber and E. S. W. Shui. Option pricing by the Esscher transforms.
Transactions of Society of Actuaries, 46:99 — 191, 1991.

[22] G. H. L. Gheang and C. Chiarella. Exchange options under jump-diffusion
dynamics. Quantitative Finance Research University of Technology of
Sydney, 2008.

[23] J. M. Harisson and D. M. Kreps. Martingales and arbitrage in multiperiod
securities markets. Journal of Economic Theory, 20:381 — 408, 1979.

[24] J. Jacod and A. N. Shiryaev. Limit Theorems for Stochastic Processes.
Springer-Verlag, New York, 1987.

[25] R. J. Williams K. L. Chung. Introduction to Stochastic Integration.
Birkhaiiser, 2nd edition, 1990.

[26] I. Karatzas and S. E. Shreve. Methods of Mathematical Finance. Springer-
Verlag, 1998.

[27] I. Karatzas and S.E. Shreve. Brownian Motion and Stochastic Calculus.
Springer-Verlag, 1988.

[28] S. G. Kou. A jump-diffusion model for option pricing. Management Science,
48(8):1086 — 1101, 2002.

[29] S. G. Kou and Hui Wang. First passage times of a jump diffusion process.
Advanced Applied Probability, 35:504 — 531, 2003.

[30] S. G. Kou and Hui Wang. Option pricing under a double exponential jump
diffusion model. Management Science, 50(9):1178 — 1192, 2004.

126



BIBLIOGRAPHY

[31] H. Kunita and S. Watanabe. On square integrable martingales. Nagoya
Mathematical Journal, 30:209 — 245, 1967.

[32] H-H. Kuo. Introduction to Stochastic Integration. Springer, 2006.

[33] D. Lamberton and B. Lapeyre. Introduction to Stochastic Calculus Applied
to Finance. Chapman & Hall, 1996.

[34] D. B. Madan and E. Seneta. The variance gamma(v.g.) model for share
markets returns. Journal of Business, 63(4):511 — 524, 1990.

[35] W. Margrabe. The value of an option to exchange one asset for another.
Journal of Financial Economics, pages 177 — 186, 1978.

[36] R. C. Merton. Theory of rational option pricing. Bell Journal of Economics
and Management Science, 4:141 — 183, 1973.

[37] R. C. Merton. Option pricing when underlying stock returns are discontin-
uous. Journal of Financial Economics, 3:125 — 144, 1976.

[38] P. A. Meyer. A decompostion theorem for supermartingales. Journal of
Mathematics, 6:193 — 205, 1962.

[39] E. Mordecki. Optimal stopping and perpetual options for Lévy processes.
Finance and Stochastics, 6:473 — 493, 2002.

[40] P. Protter. Stochastic Integration and Differential Equations. A new Ap-
proach. Springer, 1995.

[41] H. L. Royden. Real Analysis. Prentice Hall, 3rd edition edition, 1988.

[42] K. I. Sato. Lévy Processes and Infinite Divisibilty. Cambridge University
Press, 1999.

[43] M. Schweizer. Option hedging for semimartingales. Stochastic Processes
and their Applications, 37:339 — 363, 1993.

[44] S. E. Shreve. Stochastic Calculus for Finance. Springer, 2004.

[45] Alan. J. Weir. Lebesgue Integration and Measure. Cambridge University
Press, 1973.

127



	Title Page

	Abstract
	Contents Page

	Chapter 1

	Chapter 2

	Chapter 3

	Chapter 4

	Chapter 5

	Chapter 6

	Chapter 7

	Chapter 8

	Appendix A

	Bibliography


