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Abstract

In this dissertation, we introduce a self-adaptive hybrid inertial algorithm for approximat-
ing a solution of split feasibility problem which also solves a monotone inclusion problem
and a fixed point problem in p-uniformly convex and uniformly smooth Banach spaces.
We prove a strong convergence theorem for the sequence generated by our algorithm which
does not require a prior knowledge of the norm of the bounded linear operator. Numerical
examples are given to compare the computational performance of our algorithm with other
existing algorithms.

Moreover, we present a new iterative algorithm of inertial form for solving Monotone In-
clusion Problem (MIP) and common Fixed Point Problem (FPP) of a finite family of
demimetric mappings in a real Hilbert space. Motivated by the Armijo line search tech-
nique, we incorporate the inertial technique to accelerate the convergence of the proposed
method. Under standard and mild assumptions of monotonicity and Lipschitz continu-
ity of the MIP associated mappings, we establish the strong convergence of the iterative
algorithm. Some numerical examples are presented to illustrate the performance of our
method as well as comparing it with the non-inertial version and some related methods in
the literature.

Furthermore, we propose a new modified self-adaptive inertial subgradient extragradient
algorithm in which the two projections are made onto some half spaces. Moreover, under
mild conditions, we obtain a strong convergence of the sequence generated by our pro-
posed algorithm for approximating a common solution of variational inequality problems
and common fixed points of a finite family of demicontractive mappings in a real Hilbert
space. The main advantages of our algorithm are: strong convergence result obtained
without prior knowledge of the Lipschitz constant of the the related monotone operator,
the two projections made onto some half-spaces and the inertial technique which speeds
up rate of convergence. Finally, we present an application and a numerical example to
illustrate the usefulness and applicability of our algorithm.

vi
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CHAPTER 1

Introduction

1.1 Background of study

Let F4 and F5 be real Banach spaces, C' and ) be nonempty closed convex subsets of F;
and Ey respectively and A : Ey — E5 be a bounded linear operator. The Split Feasibility
Problem (SEP) is defined as follows:

Find x € C such that Az € Q. (1.1.1)

The concept of the SFP was introduced in finite dimensional Hilbert spaces by Censor
and Elfving [22] in 1994. The problem has recently attracted much attention from several
researchers due to its application in modelling inverse problems which arise from signal
processing, radiotherapy and data compression(see, for example [0, 21, 23, 68, 89, 91]).

Let C' be a nonempty closed convex subset of a real Hilbert space H, A : H — H be a
nonlinear operator, || - || and (-, -) be the norm and inner product on H respectively. The
Variational Inequality Problem (VIP) is defined as follows:

Find z € C such that (Az,z —z) > 0. (1.1.2)

We denote the solution set of (1.1.2) by VI(C, A). The problem (1.1.2) was proposed in
the early 1960’s by Stampacchia [93] to study some certain problems relating to partial
differential equations. Eventually, applications of VIP was found in several fields such
as optimization, nonlinear programming, mechanics, among others. Consequently, it has
been studied in both finite and infinite dimensional spaces by many authors. Furthermore,
various algorithms such as extragradient method, subgradient extragradient, among others
have been proposed and modified by several authors for solution of VIPs (see, for instance

[55, 25, 72, 73]).



The Monotone Inclusion Problem (MIP) which is known as an essential generalisation of
VIP is defined as follows :

Find z € H such that 0€ (A+ B)z, (1.1.3)

where A : H — H and B : H — 2 are monotone and set-valued maximal monotone
operators respectively. Several methods have been proposed and improved by numerous
researchers for solving MIP (see, for instance [32, 31, 35, 70]).

There are several efficient methods for finding solutions of VIPS and MIPs. The fixed
point method which is one of the most efficient methods for solving VIPs and MIPs, have
been employed by numerous researchers using different techniques.

A point € H is said to be a fixed point of T if
Tz =z, (1.1.4)

where H is a real Hilbert space, and T': H — H is a nonlinear operator. For a given multi-
valued mapping T : X — 2%, where X is a nonempty set, the point x € X is said to be a
fixed point of T, if € T'z. We denote the set of fixed points of 7" by F'(T"). The fixed point
theory is one of the most dynamic areas of research which plays significant roles in many
theoretical and applied field of mathematics such as nonlinear analysis. Furthermore, it
has broad applications which can be employed in proving the existence and uniqueness
of solutions of various mathematical problems. Thus, it is known as kernel of modern
nonlinear analysis. As a result of the development of various effective methods employed
by researchers for computing fixed points, the importance of application of fixed point
theory has significantly increased. The uniqueness and existence of a fixed point plays
vital roles in many areas of mathematics. For instance, given an initial value problem

{dz_y) = f(t,2(t)), (1.1.5)

Ji(to) = Xop-

The problem (1.1.5) can be solved by finding the solution of the equation

x(t) = o —i—/t f(s,z(s))ds. (1.1.6)

In order to establish the existence of the solution of nonlinear differential equation (1.1.5),
we consider the operator T : ¢([a, b]) — ¢([a, b]) defined by

Tx =x9+ /t f(s,z(s))ds. (1.1.7)

If = is a solution of the problem (1.1.6), then x is a fixed point of 7. Hence, finding a
solution of (1.1.5) is tantamount to finding a fixed point of 7T

It is our intention in this dissertation to further develop, generalize and contribute to the
study of fixed point theory to optimization and fixed point problems of nonlinear operators
in Hilbert and Banach spaces.



1.2 Research motivation

The SFP introduced by Censor and Elfving [22] in 1994 is defined as follows:

Find z* € C' such that Az" € Q. (1.2.1)

Let H be a real Hilbert space, F' be a strictly convex, reflexive smooth Banach space, Jg
denotes the duality mapping on F', C' and () be non-empty closed convex subsets of H
and F'| respectively. The following algorithm was proposed by Alsulami and Takahashi [/]
in 2015: For any x; € H,

Tpi1 = Ty + (1 — ay) Po(xy, — 1A Jp(I — Pg)Az,), n>1, (1.2.2)

where Pg is the orthogonal projection. It was proved that for some a,b € R, if 0 < a <

a, <b<1 and 0 < r|A]|* <2, where 0 < r < co and {a,,} C [0, 1], then {z,} weakly

converges to wo = lim Ppna-19%,, where wy € C' N A1Q. Furthermore, they introduced
n—oo

the following Halpern’s type iteration in order to obtain strong convergence result. Let
{t,} be a sequence in H such that t, -t € H and z1,t; € H,

Tpi1 = Qpp + (1 — ap)vp, n>1,

where 0 < r < oo and {a,} C (0,1). It was proved that the sequence {z,} defined by
(1.2.3) converges strongly to a point wy € C'NA™'Q, for some wy = Pona-1gt1, V a,b € R

if0<r|AIP<2, lim A\, =0, > A\, =00, and 0<a<a,<b<1.
n—oo n=1
Recently, Suantai et al. 2019 [91] considered the following modified SFP:
Find x € F(T)NC such that Az € Q. (1.2.4)

Clearly, when F/(T') = C, then (1.2.4) reduces to (1.2.1). Under some suitable conditions,
Suantai et al. [94] proved weak and strong convergence theorems using Mann’s iteration
and Halpern’s type iteration process respectively for solving the modified SFP (1.2.4),
where T': C' — (' is a nonexpansive mapping.

Motivated by the above results, we study the following modified SFP:
Find x € F(T)NC such that Az € B~(0), (1.2.5)

where B : E, — 272 is a maximal monotone operator. Also, We introduce a self-adaptive
hybrid iterative algorithm for approximating a solution of problem (1.2.5) in p-uniformly
convex and uniformly smooth Banach spaces. Our algorithm is designed such that its
implementation does not require a prior knowledge of the norm of the bounded linear
operator.

Next, we consider the MIP. One of the most famous methods for solving MIP is the
forward-backward splitting method which have been modified and improved by several



authors (for instance, see [103, 109]). The forward-backward splitting method and Armijo-
line search technique have recently attracted much attention by several authors and has
been modified in various forms to prove the weak convergence of the sequence generated

by it (See [ Y Y Y ) Y ) ])'

In order to obtain a strong convergence result, Thong and Cholamjiak [103] proposed
a modified forward-backward splitting method (which we present in Chapter 4 of this
dissertation) for solving the MIP.

Motivated by the above results and the current research interest in this direction, we pro-
pose an inertial algorithm with Armijo-line search technique for approximating solutions
of MIP (where A is a Lipschitz continuous and monotone operator and B is a maximal
monotone operator) and common fixed points of a finite family of demimetric mappings in
real Hilbert spaces. Our algorithm is designed such that its convergence does not require
the prior estimate of the Lipschitz constant of A in the MIP and we obtain a strong con-
vergence theorem for the sequence generated by our algorithm. We further present some
numerical examples to illustrate the performance of our method as well as comparing it
with some related methods in the literature.

Another important problem that we consider in the study is the VIP. Several methods
such as extragradient, subgradient, subgradient-extragradient, among others have been
proposed and developed by many authors (see, for instance [2, 55, 25] and the references
therein) for approximating the solution of VIP. Recently, Thong and Hieu [106] introduced
the following viscosity-type subgradient extragradient algorithm for finding an element
qe F(S)NVI(C,A):

Algorithm 1.2.1.

Let S : H — H be a A\— demicontractive mapping and I — S be demiclosed at zero,
A : H — H be monotone and Lipschitz continuous and f : H — H be a contraction
mapping. Let 1 € H, \; > 0 and p € (0,1). Compute x,; as follows:

Step 1. Calculate
Yn = PC’(xn - )\nAxn)
Step 2. Compute
Zn = PTn (xn - )\nAyn)a
where T,, = {z € H : (x, — \yAx,, — Yp,z — yn) < 0}.
Step 3. Compute

anrl == anf<xn) + (1 - an) [(1 - Bn)zn + ﬁnszn}v
and

N {mln{ ”“Hm" X;”H,)\ },oif Az, — Ay, #0,
n+l —

An otherwise.

Set n:=n+ 1 and go to Stepl.



Motivated by the work of Thong and Hieu [106] and the current research interest in
this direction, in this dissertation, we propose a modified inertial viscosity subgradient-
extragradient algorithm with self-adaptive step-size in which each of the two projections
is made onto an half space. Furthermore, we prove that the sequence generated by our
algorithm converges strongly to a common solution of VIP and FPP of a finite family of
multivalued demicontractive mappings. Finally, we present an application and a numerical
example to illustrate the usefulness and applicability of the algorithm.

1.3 Statement of problem

The following are the problems studied in this dissertation.

e Let £; and E5 be p-uniformly convex and uniformly smooth real Banach spaces, C' and
(2 be nonempty closed convex subsets of E; and Es respectively, £ and E3 be the duals of
E; and Es respectively, T': C' — C' be a Bregman weak relatively nonexpansive mapping,
A : Ey — E; be a bounded linear operator with A* : Ej — Ef, B : Ey — 2F2 be a
maximal monotone operator. We consider the following problem:

Find z € F(T)NC such that Az € B~(0).

e Let H be a real Hilbert space, C' be a nonempty closed convex subset of H, .S; : H — H be
a finite family of demimetric mappings with a constant [;, for: =1,2,--- ,m, A: H - H
be Lipschitz continuous and monotone, B : H — 2% be a maximal monotone mapping.
We also consider the following problem:

m

Find z €T = (A+B)~(0) N[ F(S),

i=1
where F'(S;) denotes the fixed point of S;.

e Let C' be a nonempty closed convex subset of a real Hilbert space H, A : C — H
be monotone and Lipschitz continuous, B be maximal monotone, CB(H) be families of
nonempty closed bounded subsets of H, S; : H — C'B(H) be a multivalued demicontrac-

tive mapping, for each ¢ = 1,2,--- ,m. Finally, we consider the following problem:
Find z €T =VI(C,A)N()F(S), (1.3.1)

=1

where F(.S;) is a fixed point of S;.

1.4 Objectives

The main objectives of this dissertation are to:
(i) review some useful results on SFP, MIP and VIP,

5



(ii) propose, study and apply self-adapive inertial algorithms for approximating common
solutions of SFP in Banach spaces, MIP and VIP in Hilbert spaces,

(iii) establish strong convergence of the sequences generated by our proposed algorithms,

(iv) study finite family of demimetric mappings and demicontractive mappings in Hilbert
spaces,

(v) apply our results to certain optimization problems,

(vi) give some numerical examples to illustrate the performance of our methods as well
as comparing them with some related methods in the literature.

1.5 Organization of dissertation

Subsequent chapters of this dissertation are organised as follows:

In Chapter 2, we recall some basic definitions and relevant preliminaries that are needed
to establish our main results in this dissertation.

In Chapter 3, we propose and study a self-adaptive hybrid inertial algorithm for approx-
imating solution of split feasibility problems in Banach spaces. Furthermore, we give
numerical examples to show the efficiency of our proposed algorithm.

In Chapter 4, we introduce a new inertial algorithm with Armijo-line search technique for
finding common solutions of monotone inclusion problems and fixed point of a finite family
of demimetric mappings in a real Hilbert space. We prove strong convergence theorem of
the sequence generated by our proposed iterative scheme. Also, we give an application
and numerical examples to illustrate the effectiveness of our iterative algorithm.

In Chapter 5, we propose a new modified viscosity subgradient extragradient algorithm
with inertial extrapolation. We state and prove that the sequence generated by our itera-
tive scheme converges strongly to a common solution of variational inequality problems and
fixed point of a finite family of demicontractive mappings in a real Hilbert space. Finally,
we illustrate the usefulness of our proposed algorithm by giving numerical example.

In Chapter 6, we present the conclusion of our study. Furthermore, we highlighted the
contributions of our study to knowledge and finally discuss some areas of future research.



CHAPTER 2

Preliminaries

In this chapter, we recall some basic definitions, notions and results that will be required
to establish our main results.

2.1 Hilbert spaces

Definition 2.1.1. Let H be a complex vector space. An inner product on H is a function
(-,-) : Hx H — C such that(for all z,y,z € H,u, A € C):

8
=
vV
o
®
=)
o
B
=
Il
o
=N
®
=)
a
o
E.
<
o
S
I
o

We observe from (i), (iii) and (iv) that the following properties hold:

(i) <5U,/Ly> = ﬁ<x7y>7

(i) (z,py + Az) = @z, y) + Nz, 2).

It is known that if the range of (-,-) is R, then the pair (H, (-,-)) is called a real inner
product space. Also, we note that an inner product on H gives rise to a norm defined as
llz|| = v/ {x, z). If the inner product space is complete with respect to this norm (that is
every Cauchy sequence in H converges to a point in H), then it is called a Hilbert space.



2.1.1 Examples of Hilbert spaces

The following are examples of Hilbert spaces:

(i) C™ with inner product (z,w) = >, z;w; is a Hilbert space over C,
where z = (21, 29, -+, 2z,) and w = (wy, we, - -+, wy).

(i) R™ with inner product (z,y) =", ;y; is a Hilbert space over R,

where © = (1,29, ,x,) and y = (y1, Y2, "+ , Yn)-

(iii) L?[a,b] are Hilbert spaces with respect to the inner product

)= [ 13

where the integral is taken over an appropriate domain.
Lemma 2.1.1. (Cauchy-Schwarz inequality) Let (H, (-,-)) be an inner product space, then

[z, ) < ll=llllyll, v 2,y € H. (2.1.1)

Definition 2.1.2. Let H be a Hilbert space and C' C H. (' is said to be convex if
(1—0)x+oy e C forall z,y € C and for all o € [0, 1].

Remark 2.1.2. An intersection of arbitrary family of convex subsets is convex.

Definition 2.1.3. Let X be convex subset of a Hilbert space H and f : X — R be a
mapping. f is said to be convex if

F((I=XNzx+Ay) < (I=X)f(x)+ Af(y),VA € [0,1] and z,y € X. (2.1.2)

Lemma 2.1.3. Let C' C H be convex, then its closure and interior are convex subsets.

2.1.2 Some important nonlinear operators in Hilbert spaces

Definition 2.1.4. Let A: H — H be a nonlinear operator. Then A is

(i) Lipschitz continuous if for all L > 0,
Az — Ayl| < Lijz —yl|, Va,y e H;
if 0 < L <1, then A is a contraction mapping,

(ii) monotone if

(iii) 7— inverse strongly monotone(r — ism) if for all 7 > 0,

(Ax — Ay, —y) > 7]|Av — Ay|]*, Va,y € H;

8



(iv) B—strongly monotone if for all 5 > 0,

Remark 2.1.4. We note that every 7-inverse strongly monotone is monotone and %—Lipschitz
continuous.

Definition 2.1.5. A multivalued mapping A : H — 2 is said to be monotone if V u €
A(z),v € Aly),
(x —y,u—wv) >0, Vo,y € H.

Definition 2.1.6. Let G(A) be the graph of A defined by G(A) = {(z,u) € H x H : u €
Ax}. A multivalued mapping A : H — 2 is maximal if the graph G(A) is not contained
in the graph of any other monotone operator.

Clearly, a multi-valued monotone mapping is said to be maximal if and only if for any
(x,u) € Hx H,(y,v) € G(A), (r — y,u —v) > 0 implies u € Ax.

Definition 2.1.7. Let H be a real Hilbert space H and A : H — 2 be a multivalued
mapping. Then the effective domain of A, denoted by D(A) is defined as:

D(A)={x € H : Az # 0}.

Definition 2.1.8. Let A : H — 2 be a maximal monotone operator. The resolvent
operator of A denoted by J# is defined by J4 = (I +rA)~!, where » > 0 and I is the
identity operator on H.

It is known that J# is single-valued, firmly nonexpansive and nonexpansive (see [71]).

Definition 2.1.9. Let H be a real Hilbert space. A mapping A : H — H is called

(i) nonexpansive if
[Az — Ayl <z —yll, ¥V z,y € H;

(i) quasi-nonexpansive if F(A) # () such that
[Az — Ayl| < [lz —yll, V 2 € H,ye F(A);
(ili) firmly nonexpansive if
(Ar — Ay,z —y) > [[Ax — Ay, V z,y € H;
(iv) averaged if there exists a constant p € (0,1) such that
A= (1-p)I+ pusS,

where [ is the identity operator and S : H — H is a nonexpansive mapping.



(v) a-strictly pseudocontractive if there exists a constant o € [0, 1) such that
1Az — Ay||* < [lz = ylI* + al|(I = A)z — (I = A)y|*, ¥ a,y € H.

Remark 2.1.5. Obviously, from Definition 2.1.9(v), if « = 0, then A is a nonexpansive
mapping. Furthermore, it is known that firmly nonexpanive mappings are averaged and
averaged mappings are nonexpansive mappings.

Definition 2.1.10. A mapping 7' : H — H is said to be a demicontractive mapping if
there exists a constant k € [0,1) and F(T) # 0 such that

IT2 =yl < llz =yl + klle — T2|?, ¥ 2 € Hye F(T).

The following is an example of a demicontractive mapping.
Example 2.1.6. Let H be the real line and C' = [-1,1]. Let T': C'— C be defined by

T — Sxsin(2), it ©#0,

0 if =0.

It is obvious that F/(T') = {0}. We have for all x € C'
3 17
|Tx — 0| = Hgac sm(;)

3 |12
< ||Z
<[

< |l
<|lz = 0|* + k| Tz — =|*.
Hence, T is k-demicontractive for all k € [0, 1).

Definition 2.1.11. Let H be a real Hilbert space. A mapping T': H — H is called a
demimetric mapping if there exists a constant k € (—oo, 1) and F(T) # () such that

1Tz —ylI* < llz = ylI* + kllz = Tz|*, ¥YaeHyeF(T)

Next, we give an example of a demimetric mapping.
Example 2.1.7. Let H be a real line and C = [—1,1]. Let T : H — H be defined on C
by

z if 0
Ty = 390 ! xf ! (2.1.3)
0, if z=0.

It is clear that F/(T') = {0}, thus, for all z € C', we have
2

| T2 — 0| = chosx
3
2
T
< ||=
3
< [l

< ||z —0|* + k|| Tz — z||
Thus, T is k-demimetric for all k € (—o0, 1).
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2.2 Metric projection

In this section, we briefly discuss the characterization of the metric projection in Hilbert
spaces. This operator plays vital roles in establishing our results.

Definition 2.2.1. Let H be a Hilbert space and C' be a nonempty closed convex subset
of H. If for all x € H, there exists a point y € C' such that

|z —y|| = inf{||]z — 2| : z € C}, (2.2.1)
then, we say that y is a metric projection of x onto C' and it is denoted by Pox.

Definition 2.2.2. Let C' be a nonempty closed convex subset of a real Hilbert space H,
P be the metric projection onto C'. It is known that Pg satisfies the following properties:

(i) (z —y, Pex — Pey) = ||[Pex — Peyl|?, for every z,y € H;
(ii) for x € H and z € C, z = Pox if and only if
(x —z,z—y) >0, VyeC; (2.2.2)
(iii) for z € H and y € C,

ly = Po(@)II” + ||z — Pe(@)|[* < [lo -yl (2.2.3)

2.2.1 Examples of metric projection

The following are examples of a metric projection:

(i) Suppose C is the range of a m x n matrix A with full column rank, then
Pox = A(A*A) T A%z (2.2.4)

is the metric projection onto C', where A* is the adjoint of A.

(i) Let C' = [a,b] be a closed rectangle in R™, where a = (ay,as, -+ ,a,)T and b =
(b1, by, -+ ,b,)T. The metric projection with the i coordinate denoted by (Pox); is
given by

a;, Ty <
(Pox); = < x;, x; € |ag, by,
bi, T > by,
for1 <i<n.

(i) Let C ={y € H : {(a,y) = [} be a hyperplane with « # 0, then the metric projection
onto C' is given by
<Oé, l‘> B 6

x|

Pox =x — a, VaeR

11



2.3 Geometric properties of Banach spaces

In this section, we give some geometric properties of Banach spaces required in this dis-
sertation. Throughout this section, we denote the dual of the normed linear space E by
E*.

Definition 2.3.1. Let E be a Banach space. The space of all continuous linear functionals
on E with respect to the operator norm

Ifll = sup [f(z)], V z€FE, (2.3.1)

llzll =1

is called the dual space of E and it is denoted by E*.

The dual space of E* is known as the bidual space of £ and it is denoted by E**.

2.3.1 Smooth spaces

Definition 2.3.2. [28] Let E be a normed linear space. E is called smooth if for every
x € E, there exists a unique element z* € E* such that ||z*|| = 1, ||z]| = 1, and (z,z*) =
][
Definition 2.3.3. [28] Let E be a normed linear space with dim £ > 2, then the modulus
of smoothness of E' is the function pg : [0,00) — [0, 00) defined by

2 = yll + llz + yli

pe(r) =sup { AL o — 1, =7
2 = 7yl + [l + 7y
—sup ! ~1: el =1= gl }

Definition 2.3.4. A normed linear space E is said to be uniformly smooth if for any
e > 0, there exists 6 > 0 such that for all x,y € £, ||z|| = 1, ||y|]| < ¢ then

2+ yll+ llz —yll <2+ €yl
Proposition 2.3.1. [28] A normed linear space E is uniformly smooth if and only if

tim 22
T—=0t T

Definition 2.3.5. Let F be a Banach space. F is said to be g-uniformly smooth if there
exists a constant D, > 0 such that

pe(t) < D, for ¢>1 and 7> 0.

12



2.3.2 Uniformly convex spaces

Definition 2.3.6. [258] A normed linear space E is said to be uniformly convex if for any
e € (0,2], there exists a d(¢) > 0 such that ||z|| < 1,||y|| <1 and ||z — y| > ¢, then

Tr+y
2

|<1-96, V z,y€E.

Also, A normed linear space E is said to be uniformly convex if for any e € (0, 2], there
exists a 6(€) > 0 such that ||z|| = 1, |ly|| =1 and ||z — y[| > ¢, then [|[=¥] < 1 — 4§ for all
r,y € b.

Definition 2.3.7. [28] Let E be a normed linear space with dim £ > 2, then the modulus
of convexity of E is the function dg : (0,2] — [0, 1] defined by

) Tty
ge@) = int {1~ P20 o i = e = e - 1}

Theorem 2.3.2. A normed linear space E is unifomly convex if and only if 0g(e) > 0,
for all € € (0,2].

Definition 2.3.8. Let p > 1 be a real number. A normed linear space E is p-uniformly
convex if there exists a constant C}, > 0 such that

dp(e) > Cpe?, for any €€ (0,2].

Definition 2.3.9. [258] A normed linear space F is called strictly convex if for all z,y € E,
v # g, with [lzl] = lyll = 1, then

lox+(1—0)y|| <1, V o€ (0,1).

2.3.3 Reflexive Banach spaces

Definition 2.3.10. Let E* be the dual of a Banach space E and E** be the dual of E*.
Then there exists a mapping J : £ — E** defined by

J(x)=V, e B V z€E,
known as a canonical mapping (or canonical embedding), where ¥, : E* — R is given by
(W, g) = {g,2), for every g€ E".

Hence, (J(z),g9) = (g,z), for every g € E*. If the canonical mapping J(z) is an onto
mapping, then FE is called reflexive. Hence a reflexive Banach space is the one in which
the canonical mapping is onto.

It is generally known that the canonical mapping has the following properties:

(i) J is isometry i.e. ||Jz| = ||z|,V z € E,
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(i) J is linear.

Remark 2.3.3.

(i) Every uniformly smooth space is smooth.
(ii) F is uniformly smooth if and only if £* is uniformly convex.

)

)
(iii) Every uniformly convex space is reflexive.
(iv) If the dual space E* is reflexive, then E is reflexive.
)

(v) Every uniformly convex space is strictly convex.

The following remark can be deduced from Remarks 2.3.3(ii), 2.3.3(iv) and 2.3.3(iii).

Remark 2.3.4. Every uniformly smooth space is reflexive.

2.3.4 Some basic notions in Banach spaces

Definition 2.3.11. The sub-differential of a function f is a function 6 f : £ — 2F" defined
by
0f(x) ={a" € E": f(y) = f(z) + (y —=,2"), V y€E}

Definition 2.3.12. Let p > 1, the generalized duality mapping Jk : E — 25" is defined
by
Jp=A{a" € B*: (x,2") = |la|?, [l=*]| = ||=[P7'} -

If p =2, we have J2 = J and it is called the normalized duality mapping on F.

Remark 2.3.5. It is known that when F is uniformly smooth, then J%, is norm to norm
uniformly continuous on bounded subsets of E and E is smooth if and only if J%, is single
valued. Also, when F is reflexive and strictly convex then J5 = (J£.)™! is one-to-one and
surjective, where Jf.. is the duality mapping of E*, for 1 < ¢ <2 < p and 219 + % = 1. (see
[28]). Furthermore, it is known that if E is p-uniformly convex and uniformly smooth,
then its dual space E* is g-uniformly smooth and uniformly convex.

Definition 2.3.13. The duality mapping J% is said to be weak-to-weak continuous if
vy = & = (Jan,y) = (Jpz,y), forany ye B

It is known that {,(p > 1) has such property, but L,(p > 2) does not share this property.

Definition 2.3.14. [11] A function f: £ — R U {400} is said to be

(i) proper if its effective domain D(f) = {x € E': f(z) < 400} is non-empty,
(ii) convex if f(Ax + (1 —N)y) < Af(z)+ (1 —=N)f(y), VA€ (0,1),z,y € D(f),

(iii) lower semi-continuous at zo € D(f), if f(zo) < lim,_,,, inf f(z).
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Definition 2.3.15. Let z € int(D(f)), for any y € E, the directional derivative of f at
denoted by f°(z,y) is defined by

fO(ZL',y) — lim f(x—i—ty) —f(l’)

t—0+ t

(2.3.2)

If the limit at ¢t — 0T in (2.3.2) exists for each y, then the function f is said to be Gateaux
differentiable at z. In this case f%(z,y) = (Vf(z),y), where Vf(z) is the value of the
gradient of f at x.

Definition 2.3.16. Let f : E — R be a Gateaux differentiable and convex function. The
Bregman distance denoted as Ay : domf x domf — [0, +00) is defined as

!’

Ap(z,y) = fly) = flz) = (f (2),y —x),z,y € E. (2.3.3)
Note that Ay(z,y) > 0 (see [12, 75]). It is worthy to note that the duality mapping J}, is
actually the derivative of the function f,(z) = %Hx“p for 2 < p < oco. Hence, if f = f, in

(2.3.3), the Bregman distance with respect to f, now becomes

1 1
Aplw,y) = Zllll” = T y) + il

(Iyll” = ll=[1”) + (Jpz, = = y)

1
p
1
p U ll” = llyll”) = (T — Jgy, x).

It is generally known that the Bregman distance is not a metric as a result of absence of
symmetry, but it possesses some distance-like properties which are stated below:

Apla,y) = Ay(w,2) + Ay(z,y) + (2 — g, Thw — T2, (2.3.4)

and
Ap(z,y) + Ap(y, ) = (x — y, Jpr — JRy).

The relationship between the metric and Bregman distance in p-uniformly convex space

is as follow:
Tz =y’ < Ap(z,y) < (x -y, Jpgz — Jry), (2.3.5)

where 7 > 0 is some fixed number.

Definition 2.3.17. Let C' be a non-empty closed convex subset of a Banach space E.
The Bregman projection denoted by Il¢ is defined as

Hex =arg minA,(y,z),V z € E.
yeC

Definition 2.3.18. Let F be a Banach space and let C' be a nonempty closed convex
subset of E. Then the metric projection is given by

Pex = arg min ||y — x|,V z € E.
yeC
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The Bregman projection is the unique minimizer of the Bregman distance and it is char-
acterized by the following variational inequalities (see [35, 80]):

(Jo(x) — Jo(lex), z — Hex) <0, Vz € C, (2.3.6)
from which we have

Aoz, z) < Ay, 2) — Ap(z,Hex), Vz € C. (2.3.7)

The metric projection which is also the unique minimizer of the norm distance is charac-
terized by the following variational inequality:

(Jo(x — Pox),z — Pox) <0, Vz € C. (2.3.8)

Definition 2.3.19. Let E be a p-uniformly convex Banach space. The function V), :
E x E — [0, 00] associated with f,(z) = L||z||? by

T p

1 1
Vy(x,2) = 1_7”pr —(z,Z) + EHEH‘I, r€eFE, T€E" (2.3.9)

where V,(z,z) > 0. It then follows that
Vo(z, &) = Ap(x, Ji(T)), Ve € E, T € E*.
The following inequality was proved by Chuasuk et al [29]:
Vo(z,Z) + (Jh (Z) — 2,9) < V(2,2 +7), Ve € E,z, §y € E".

Furthermore, V,, is convex in the second variable, and thus, for all z € F, {z;}),, and
{t:;}}, € (0,1), Zfil t; = 1 we have (see [33])

A, <z, S (ZN: tijg(xi)>) =1V, <z, (i tﬂg@ﬁ)) < ZN:tiAp(z,xi). (2.3.10)

i=1

Let C be a non-empty, closed and convex subset of a smooth Banach space F and let
T : C — C be a mapping. A point z* € C' is called an asymptotic fixed point of T if a
sequence {x, }, . exists in C' and converges weakly to z* such that limy, . ||z, =Tz, || = 0.
We denote the set of all asymptotic fixed points of T" by F (T"). Moreover, a point z* € C'
is said to be a strong asymptotic fixed point of 7" if there exists a sequence {w,}, oy in
C' which converges strongly to z* such that lim, . ||z, — T'z,|| = 0. We denote the set
of all strong asymptotic fixed points of T by F(T). It follows from the definitions that
F(T) c F(T) c F(T).

Definition 2.3.20. [31] Let C' be a nonempty closed convex subset of a Banach space E.
Let T be a mapping such that 7': C'— E. T is said to be

(i) nonexpansive if ||Tz — Ty|| < ||z — y|| for each z,y € C,
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(i) quasi-nonexpansive if |Tx — Ty*|| < |z — y*|| such that F(T) # 0 , Vo € C and
y e F(T).

Definition 2.3.21. [82, 29] Let T : C' — E be a mapping. T is said to be

1. Bregman nonexpansive if

AP(Tx7Ty) S Ap(l?,y), \V/I',y € O?

2. Bregman quasi-nonexpansive if F(T) # @ and

ATz, y*) < Ap(z,y*), Yeel,y" e F(T),

3. Bregman weak relatively nonexpansive if F(T) # @, F(T) = F(T) and

Ay(Tx,y") < Ap(z,y*) Ve eCy* e F(T),

4. Bregman relatively nonexpansive if F(T) # 0, F(T) = F(T) and

Ay(Tx,y*) < Ap(z,y*) Vo e Cy* e F(T).

From the definitions, it is evident that the class of Bregman quasi-nonexpansive maps
contains the class of Bregman weak relatively nonexpansive maps. The class of Bregman
weak relatively nonexpansive maps contains the class of Bregman relatively nonexpansive
maps.

2.4 Some important nonlinear problems

In this section, we briefly introduce and review some existing results on nonlinear problems
that are studied in this work.

2.4.1 Monotone inclusion problems

Several problems emanating from applied sciences such as filtration theory and quantum
mechanics can be modeled mathematically as an operator equation which can be consid-
ered as the sum of two monotone operators, see for instance [3] and references therein. We
denote the set of solutions of MIP (1.1.3) by ', i.e I' = (A + B)~'(0) and assume T" # ().
Problem (1.1.3) and related optimization problems have been studied with various itera-
tive algorithms proposed for approximating their solutions by several authors in Hilbert,
Banach and Hadamard spaces (see, for instance [10, 32, 45, 47 50, 70, 76, 96, 98, 100, 109]).

Martinez [67] first introduced the Proximal Point Algorithm (PPA) for finding the zero
point of a maximal monotone operator B. The sequence generated by PPA is defined as
follows:
_ 1B
Lntl = Jrnxna
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where 0 < r,, < 00, J? = (I +r,B)"" is the resolvent operator of B and I is the identity
mapping. This algorithm was eventually modified by Rockafellar [33] to the following PPA
with errors:

Tpil = J,fl:vn + €n,

where {e,} is an error sequence. It was proved that if e,, — 0 such that »_ |le,|| < 400,
n=1
B7Y0) # 0 and liminfr, > 0, then the sequence {,} converges weakly to a solution
n—oo

of a zero point of B. Moudafi and Théra [70] further introduced the following iterative
algorithm for solving problem (1.1.3):
n — JP ny
Tn =¥ (2.4.1)
Upa1 = to, + (1 — )z, — p(1 — t) Az,

where t € (0,1), 7 > 0, A is Lipschitz continuous and strongly monotone and B is maximal
monotone. They proved that the sequence {z,} generated by the iterative algorithm
converges weakly to an element in (A + B)~1(0).

More so, Nakajo and Takahashi [74] introduced the following hybrid projection method
and proved a strong convergence theorem for approximating zeros of maximal monotone
operators in Hilbert spaces:

'330 =z € H,
Yn = J£($n+fn),
Ch=4z€H:|lyo— 2| <||lzn+ fu — 2|}, (2.4.2)

Qn={z€ H:{(x,—2z10—x,) >0},

( Tn+1 = Pcann ('TO)a

for all n € NU {0}, r, C (0,00). Furthermore, they proved that z, — z = Pp-1()o,
(where Pp-1(g) is the metric projection on B~1(0) if lim inf,, o r,, > 0 and lim, o || fu]| =
0. Moreover, Yuying and Plubtieng [116] improved Algorithm (2.4.2) and introduced a
new hybrid projection method which is defined below, for finding the zero point of MIP.

(20,20 € C,

Yn = WnZn + (1 — )2y,

Zng1 = Jry (Un — TnAYn),

Cro={2€C:|lznm1 — 2P S anllzn — 27 + (1 — ) |lwn — 2]},
Qn={2€C:(x,—zx0—1,) >0},

( Znt1 = Pe,no, (7o),

-

(2.4.3)

where n > 0, {a,} and {r,} are sequences of positive real numbers with «,, € [0, 5] for
some (3 € [0, %) and 0 < 7, < 2a. It was proved that the sequence {z,} converges to
a point p = Paip)-1(0)(z0). They further proved that the sequence {z,} converges to

18



P = Platp)-1(0)(®0) using the following algorithm known as shrinking projection method:

(l'o, 20 € C,
Yn = Qp2n + (1 - Oén>xn7
Zn+1 = ‘]75 (yn - rnAyn)a (244)

Cri1 = {2 € Ot lzni1 — 2|I° < amllzn — 217 + (1 — an)[lwn — 2[17},

Tnt1 = PCn+1 (1‘0)

\

Furthermore, the following modified splitting method with Armijo line search technique
was introduced by Tseng [109]:

Algorithm 2.4.1. Let X C H be a closed convex set, choose x( arbitrarily in X, given
the current iterate, calculate the next iterate through the rule:

Yn = (Id +r,B) " *(Id — r,A)z,,
where 7, is selected as the largest r € {\, A\m, Am?, ...} satisfying the following:
rllAzy — Ayl < ollzn — all, (2.4.5)
where 0 <o <1, A > 0 and 0 < m < 1 are constraints. Set

Tni1 = Px(yn — ra(Azy, — Ayn)). (2.4.6)

It was proved that the sequence generated by Algorithm 2.4.1 converges weakly to an
element in the solution of MIP (1.1.3), where B is maximal monotone and A is Lipschitz
continuous.

On the other hand, Alvarez and Attouch [5] proposed the following modified PPA of
inertial form:

Tny1 = Jx Yn, n > 1,
where {u,} C [0,1), {\,} is non-decreasing and
> il = i |* < 00, Vi, < 3 (2.4.8)

n=1
It was proved that Algorithm (2.4.7) converges weakly to a zero of B.

Recently, Moudafi and Oliny [71] introduced the following inertial PPA for approximating
the zero point problem of the sum of two monotone operators:

Tyl = Jﬁ(yn — MAxy,),n > 1,
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where B : H — 2% is maximal monotone and A is Lipschitz continuous. They proved
that the sequence generated by Algorithm (2.4.9) converges weakly if A, < %, where L is
the Lipschitz constant of A.

Moreover, the following inertial forward-backward algorithm was introduced by Lorenz
and Pock [59]:

{yn :xn_l',un(xn_xn—l)a (24 10)

Tpt+1 = J)\Béb(yn - )\nAyn)a n 2 17

where {\,} is a positive real sequence. Algorithm (2.4.10) differs from Algorithm (2.4.9)
since the operator A was evaluated at the inertial extrapolate y,. It was also proved to
converge weakly to a solution of the problem (1.1.3)

It is highly desirable to obtain strong convergence than weak convergence, thus, Thong
and Cholamjiak [103] proposed a new modified forward-backward splitting method (which
will be presented in Chapter 4) to obtain strong convergence.

2.4.2 Variational inequality problems

The VIPs are known to have wide applications in various mathematical problems such
as equilibrium problems, optimization problems, fixed point problems, among others. We
denote the solution set of the VIP (1.1.2) by VI(C, A).

In the early 1960’s, Stampacchia [93] and Fichera [37] introduced the theory of VIP. The
Problem (1.1.2) is a fundamental problem which has a wide range of applications in applied
field of mathematics such as network equilibrium problems, complementary problems,
optimization theory and systems of nonlinear equations (see [38, 17, 18,50, 53, 97]). Under
suitable conditions, there are generally two main approaches to finding the solutions of
VIP (1.1.2). These are projection method and regularisation method. In this study, we are
concern with the projection method. Recently, several authors have studied and proposed
many iterative algorithms for approximating the solution of VIP and related optimization
problems, (see [24, 25, 26, 27, 19, 52, 96, 98, 99]) and the references therein. The VIP is
widely known to be equivalent to the following fixed point equation:

x* = Po(I — pA)z”, (2.4.11)

for, 4 > 0, where Pg is the metric projection from H onto C'. The iteration formula which
is an extension of the projection gradient method (2.4.11) can be defined as follows :

Tpi1 = Po(I — pA)z,, (2.4.12)

where p € (0, i—‘;‘) and A : H — H is a— strongly monotone and L—Lipschitz continuous.

One of the most famous methods for finding the solutions of VIP (1.1.2) is the extra-
gradient method, which was proposed by Korpelevich [55] and it is given as follows:
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Algorithm 2.4.2. (Extragradient Method (EgM))

Xo € C,
Yn = Po(z, — pAz,), (2.4.13)
Tp41 = PC(xn - ,UAyn)y

where p € (0, %), A C' = R" is monotone and L— Lipschitz continuous and C' C R" is
a closed convex subset. If the solution set VI(C, A) is nonempty, then the sequence {x,}
generated by EgM converges weakly to an element in VI(C, A). In recent years, the EgM
has received great attention by numerous authors who have developed it in various ways
(see for instance [G1, 65, 107]). It is obvious that the EgM requires the computation of
two projections from H onto closed convex subset C' per iteration. However, projection
onto an arbitrary closed convex set C' is often very difficult to compute. In order to
overcome this barrier, some authors have developed several iterative algorithms, some of
these algorithms are given below:

In 2000, Tseng [109] proposed the following iterative scheme:
Algorithm 2.4.3.
Xg € H,

Tp+1 = Yn — N(Ayn - Axn)a

where A is a monotone and Lipschitz continuous operator and p € (O, %) Clearly, Tseng’s
method requires one projection to be computed per iteration and hence has an advantage
in computing projection over extragradient method. Furthermore, Censor et al. [27]
introduced a new method which involves the modification of one of the projections by
replacing it with a projection onto an half space. This method is called the subgradient
extragradient method and is defined as follows:

Algorithm 2.4.4. (The Subgradient Extragradient Method(SEgM))

xo € H,
n — P, n A n)s

Yn = Folan — pdan) (2.4.15)

Qn=A{z€H:(x, — pAz, — yn, 2 — yn) <0},

Tnt1 = Po, (Tn — pAY,).
Censor et al. [25] proved that provided the solution set VI(C, A) is nonempty, the se-
quence {x,} generated by SEgM converges weakly to an element p € VI(C,A), where
p = limy, o0 Py(c,a)Ty. Also, Maingé and Gobinddass [62] obtained a result which relates
to weak convergence algorithm by using only a single projection by means of a projected
reflected gradient-type method [65] and inertial term for finding solution of VIP in a real

Hilbert space.
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Another important problem in fixed point theory is the Fixed Point Problem (FPP),
which is defined as follows:

Find a point z* € C' such that Sz* = 2™, (2.4.16)

where S : C' — C is a nonlinear operator. If S is a multivalued mapping, i.e., S : C' — 2¢,
then x* € C is called a fixed point of S if

"€ Sa". (2.4.17)

We denote the set of fixed points of S by F(.S). In this study, we also focus on finding a
common solution of FPP and VIP (1.1.2), i.e. find a point & such that

&€ F(S)NVI(C,A). (2.4.18)

Takahashi and Toyoda [102] studied (2.4.18) and proposed an algorithm given by a se-
quence {x,} generated by the following iterative scheme:

Tpr1 = (1 — ap)xy + anSPo(x, — pAx,), (2.4.19)

where S : C' — (' is a nonexpansive mapping, A : C' — H is an inverse strongly monotone
operator and Py is the metric projection onto C. Generally, the major disadvantage with
the algorithm above is that it does not work whenever A is only a Lipschitz continuous
and monotone mapping. In this case, inspired by Korpelevich’s idea of extragradient,
Nadezhkina and Takahashi [73] proposed the following iterative scheme for finding an
element z € F(S)NVI(C,A):

xo € C,
Yn = PC(xn - ,unAl'n), (2420)
Tpr1 = (1 — apn)xy + anSPo(xn, — nAyn),

where o, € (0,1), p, € (0,4) and S : C' — C'is a nonexpansive mapping. It was proved

that the sequence {z,} generated by (2.4.20) converges weakly to & € F(S)NVI(C,A).
Furthermore, Censor et al. [25] studied and proposed the following Subgradient Extragra-
dient Method(SEgM) for finding the common solution of VIP and FPP for nonexpansive

mapping:

xo € H,

Yn = Po(x, — pAz,),

Qn={z€ H:{(x, — pAzx, —yn,z2 — yn) < 0},
Tnt1 = Oy + (1 — @) S Py, (2, — pAy,).

(2.4.21)

They proved that the sequence {x,} generated by (2.4.21) converges weakly to a solution
ut € F(S)NVI(C, A,

It is highly desirable and more important to obtain strong convergence of an iterative
algorithm than weak convergence as emphasised by Bauschke and Combettes [13]. Hence,
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authors always work towards developing algorithms which give strong convergence result.

In 2006, Nadezhkina and Takahashi [72] proposed the following iterative algorithm which
is a combination of hybrid type method and extragradient type method:

Ty € C,

Yn = PC(xn - ,U/nAxn);

Zn = (1 - O‘n)xn + OanP0<l'n - ,unAyn)a
Cn={u € C: [lzn —u| < |l —ull},
Qn={ueC:(x,—uz,— 1) <0},

( Tnt1 = Pc,ng, o,

N\

(2.4.22)

where a, € (0,1) and g, € (0,1). The sequence {z,} was proved to converge strongly to
a solution of (2.4.18).

Motivated by the iterative scheme proposed by Nadezhkina and Takahashi [72], the fol-
lowing iterative algorithm was introduced by Zeng and Yao [117], for finding z € F(S) N
VI(C,A):

Algorithm 2.4.5.

Xg € C,
Yn = Po(zn — pnAzy,), (2.4.23)
Tpt1 = QpTo + (1 - O‘n)SPC("En - NnAyn)7

where S : C'— C' is nonexpansive. It was proved that the sequences {z,} and {y,} con-
verge strongly to a point Pp(s)nvi(c,a)To if {tn} and {a,, } satisfy the following conditions

(i) {an} € (0,1), limy, oo, =0 and > 7 @, = 00;

(ii) {pn} C (0,1 — o) for some o € (0,1),

provided lim,, oo || Zn1 — 2n|| = 0.

An inertial extrapolation was first introduced by Polyak [79] to solve the smooth convex
minimization problem. The inertial method involves a two-step iteration in which the next
iterate is defined by making use of the previous two iterates and this generally increases the
rate of convergence of iterative algorithms. The inertial type algorithm has been studied
and modified in various forms by many authors (see [10, : ). For example, an
inertial hybrid proximal-extragradient algorithm which is a combination of hybrid proximal
extragradient and inertial type algorithm for a maximal monotone operator was proposed
by Bot and Csetnek [17]. Dong et al. [33] proposed an algorithm which incorporates
inertial term to EgM. This algorithm is known as Inertial Extragradient Method (IEGM)
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and is defined as follows:

xo,r1 € H,

Wy, = Ty + ap(Ty — 4 1),

Yn = Po(w, — NMw,),

Tpt1 = (1 = Bu)wn + BuPo(w, — AAy,).

It was proved under suitable conditions that the sequence {z,} converges weakly to p €

VI(C, A).

(2.4.24)

2.4.3 Split feasibility problems

We denote the set of solution of SFP (1.1.1) by Q = CNA Q) = {z* € C : Az* € Q}.
Several authors have studied and proposed iterative algorithms for solving SFP (1.1.1).

The following popular algorithm, called the CQ algorithm was proposed by Byrne [19] to
approximate the solution of SFP (1.1.1) in real Hilbert spaces:

Tpy1 = Po (v, — pA*(I — Py)Azx,), VYn >1, (2.4.25)

where

2
e (0, —) , (2.4.26)
Al

Pc and Py denote the metric projections of H; onto C' and Hs onto @), respectively. It
was proved that the sequence {x,} generated by (2.4.25) converges weakly to a solution
of SFP provided the step size p satisfies the condition (2.4.26). As a result of the CQ
algorithm, several iterative algorithms have been introduced for solving SFP in Hilbert
and Banach spaces, (see for example, [101, 43]). The following algorithm was proposed by
Schopfer et al. [35] for solving SFP in p-uniformly convex real Banach spaces which are
also uniformly smooth:

Vs = T [T, — pa A T, (A, — Po(Ax,))], 2.4.27)

Ve € Ey n > 1, where II. and J are the Bregman projection and the duality mapping
respectively.

In 2014, Algorithm 2.4.27 was modified by Wang [1 10] and studied the following Multiple-
sets Split Feasibility Problem (MSSFP): Find = € E; satisfying

r r+s
ve(Ci Ave () Q. (2.4.28)
i=1 j=r+1
where s and r are two given integers, C;,7 = 1,--- ,r is a nonempty closed convex subset

of By, and Q;,j =r+1,....,7+ s is a closed convex subset in Fs. Using the idea of [74],
he proved strong convergence of the sequence generated by the following algorithm: for
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any initial guess xq, let x,, be defined recursively by

Yn = Tnxn
Dy, ={u€ E:Ay(yn,u) < Ap(2p,u)}
E,={u€E: (&, —u, Jh(xo) — Jh(z,)) > 0}

Tpt1 = 1_[DnmEn (mo).

(2.4.29)

For each n € N, T}, is defined by

e, ., 1<i(n) <,
To(x) =14 " .
Jg?i‘[‘]gl (ill') o /J%A*‘]gg (I - PQj(n)>Ax]7 r+1< Z(”) <r+s,

i : N — I is the cyclic control mapping, i(n) =n mod (r + s) + 1, where p,, satisfies
1

q q—1
0< < < ( ) | (2.4.30)
CoIAT

where C is a uniform smoothness constant.

2.5 Some important iterative methods

In this section, we present some notable and important iterative schemes for approximating
the fixed point of nonlinear mappings and optimization problems.

2.5.1 Picard iteration

Lemma 2.5.1. (Banach contraction principle) Let (X, p) be a complete metric space,
o€10,1) and S : X — X be a contraction mapping, i.e.

p(Sz, Sy) < op(x,y), V x,y€ X,
then,
(i) there exists a unique fized point T € X,
(ii) the Picard iteration given by
Tpi1 = Sy, for g€ X and n=1,2,--- (2.5.1)

converges to & € X.
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2.5.2 Krasnoselskii iteration

Let the Picard iteration formula be replaced by the following sequence:

5 , V. n>0,for xy€C, (2.5.2)

Tn+1 =

then, the iterative sequence (2.5.2) converges to the unique fixed point. Generally, suppose
T is a nonexpansive mapping and X is a normed linear space, then the following recursive
formula which is a generalization of (2.5.2) was given by Schaefer [$4]:

Tpi1 = ST, + (1 — )z, for zqg€ C, n>0, (2.5.3)

where p € (0,1). The iterative sequence (2.5.3) is called the Krasnoselskii iteration.
Clearly, if © = 1, the Krasnoselskii iteration reduces to Picard iteration. Clearly, the
Krasnoselskii iteration corresponds to the Picard iteration for the averaged operator S, =
wS + (1 — p)I, where I is the identity operator.

2.5.3 Mann iteration

Another notable iterative scheme for approximating the fixed points of nonlinear mappings
is the Mann iteration. This was introduced by Mann [60] and is given as follows:

Tt = STy + (1 — )z, for xzg€ C, n >0, (2.5.4)
where {7,} C (0, 1) satisfies the following:
(i) 2ntomm = o0,
(ii) limy, oo 7 = 0.
Obviously, Mann iteration reduces to Krasnoselskii iteration if ,, = p and aslo reduces to
Picard iteration (2.5.1) if 7,, = 1.
2.5.4 Ishikawa iteration

Ishikawa [12] modified and developed Mann iteration to an iterative scheme which gener-
ates a sequence {x,} given by

Tnt1 = (1= N)xn + AS[(1 = 7)zn + TS2,], 20€C, n=0,1,2,---, (2.5.5)

where the sequences {7,}52, and {\,}°, are in (0, 1) satisfying the following:

(1) limy, oo 7, = O;

(ii) 220:1 AnTy = 00;
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(iii) 0 <\, <7 < 1.

Alternatively, (2.5.5) can be written as:

{yn = (1 —7)Zn + T0S%n, Tpy1 = (1 — N0 Tn + A\ SYn. (2.5.6)

Thus, it is known as a dual step Mann iteration. We note that when 7, = 0, the Ishikawa
iteration scheme (2.5.5) reduces to Mann iteration. Moreover, for a Lipschitz pseudo-
contractive mapping in a Hilbert space, Mann iteration may fail to converge while the
Ishikawa iteration can converge. However, under suitable conditions such as comnpact-
ness of either the operator S or the subset C, it will converge to a fixed point of S-strictly

pseudocontractive maps.

2.5.5 Halpern iteration

An explicit iterative algorithm which generates a sequence through the recursive formula
Tpr1 = (1 = Bn)Szy + Byv, n >0, for zq € C, (2.5.7)

where {f3,} is a sequence in (0,1) and v € C, was introduced by Halpern [10]. This
iterative method, called the Halpern iteration is used for finding the fixed points of a
nonlinear operator S : C' — C.

2.5.6 Viscosity iteration

Moudafi [69] introduced viscosity iterative scheme which is defined as follows: Let xy be
an initial point, define sequence {z;} by

€t
1+€t

flxe) + Sy, (2.5.8)

Ty =
1+€t

such that

1 1
€t Et—l

(1) hmt_>+oo - 07

(i) S € = 400,

(lll) limt_>+oo € = 0,

where {¢;} C (0,1), f is a contraction mapping and S is a nonexpansive self-mapping. For
all zo, the sequence {x;} converges strongly to z € F'(S), which is a unique solution of the
variational inequality

(I—-flz,x—x) >0, ¥V xeF(S). (2.5.9)
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CHAPTER 3

On Inertial Hybrid Algorithm For Solving Split Feasibility Problems
in Banach Spaces

3.1 Introduction

In this chapter, we propose and study a self-adaptive hybrid inertial algorithm for finding
solutions of SFP which also solves MIP and FFP in p-uniformly convex and uniformly
smooth Banach spaces. We prove a strong convergence of the sequence generated by our
proposed algorithm which does not require a prior knowledge of the norm of the bounded
linear operator. We give numerical examples to compare the computational performance
of our algorithm with other existing algorithms.

In 2015, Alsulami and Takahashi [1] proposed the following algorithm for approximating
the solution of SFP (1.1.1): For any z; € H,
Tpt1 = Oy + (1 — o) Po(xy, — 1A Jp(l — Pg)Az,), n>1. (3.1.1)
It was proved that for some a,b € Rif 0 < a < a,, <b < 1 and 0 < r| A4||*> < 2, where
0 <r < ooand {a,} C [0,1], then {z,} weakly converges to wy = lim Prna-19%n,
n—oo

where wy € C N A71Q, H is a real Hilbert space, F is a strictly convex, reflexive smooth
Banach space, Jr denotes the duality mapping on F', C' and () are non-empty closed convex
subsets of H and F' respectively. Furthermore, they introduced the following Halpern-type
iteration in order to obtain strong convergence result: Let {¢,} be a sequence in H such
that t, >t € H and x1,t, € H,

{yn = Antn + (1= An) Po(an — rA"Jp (I — Po)Awy), (3.1.2)

Tpi1 = Qpp + (1 — ap)vp, n>1,

where 0 < r < oo and {a,} C (0,1). It was proved that the sequence {x,} defined by
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(3.1.2) converges strongly to a point wy € C'NA™'Q, for some wy = Pona-1gt1, V a,b € R

i, 0<rl|A? <2, lim A\, =0, > A\, =00, and 0 <a<a, <b< 1.
n—o0

n=1

Recently, Suantai et al. 2019 [91] considered the following modified SFP:
Find x € F(T)NC such that Az € Q. (3.1.3)

Clearly, when F(T) = C, then (3.1.3) reduces to (1.1.1). Suantai et al. [91] proved the
following weak and strong convergence theorems using Mann’s iteration and Halpern-type
iteration process, respectively for solving SFP and FPP for nonexpansive mappings.

Theorem 3.1.1. Let H be a Hilbert space, F' be a strictly convex, reflexive and smooth
Banach space, C and Q) be non-empty, closed and convexr subsets of H and F, Jp be
the duality mapping on F', Py and Pc denote the metric projections of F' on () and H
on C, respectively. Let T : C — C be nonexpansive mapping. Suppose I' # 0, where
L=FT)NCNAQ, forx; € C, define {z,} by

f(zy)
Tpi1 = iy, + (1 — )T Po (azn — T @I+ 20 = Tan?g(In) , (3.1.4)

where g(x,) = A*JJp(I — Pg)Ax,, f(z,) = 3||(I — Pg)Az,|*, {7} C (0,4), ¥n € N which

2
satisfies the following conditions:

1. liminf, o v (4 — vn) > 0,

2. 0 < liminf, . a,, <limsup,,_, . o, <1,
then {x,} weakly converges to wy € T, where wy = lim Prz,.
n—o0

Theorem 3.1.2. Let H be a Hilbert space, F' be a strictly convex, reflexive and smooth
Banach space, C and Q) be non-empty, closed and convexr subsets of H and F, Jp be
the duality mapping on F', Py and Pc denote the metric projections of F' on () and H
on C respectively. Let T : C — C be nonexpansive mapping. Suppose I' # (), where
I =FT)NCNA'Q. Let vy € C, {t,} be a sequence in C such that t, — t, and let
{z,} be a sequence defined by

Tpi1 = anty + (1 —ay,) </\ntn + (1= \)TPe (:cn ~ T i(ﬁ;) o ”29(50 ))) )
(315
1),

where g(x,) = A*Jp(I — Pg)Az,, f(z,) = 3[|(I — Po)Az,|?, {7} C (0,4), A, C (0,
{a,} € (0,1), Vn € N which satisfy the following conditions:

1. liminf, o (4 — vn) > 0,
2. 0 < liminf, . a,, <limsup,,_, . o, <1,

3. lim, oo Ay =0 and Y7 A, = 00,
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then {x,} strongly converges to wy € T.

Motivated by the above results, in this chapter, we study the following modified SFP in
Banach spaces: Let E; and E, be p-uniformly convex and uniformly smooth real Banach
spaces, C' and ) be non-empty closed convex subsets of F; and FE, respectively, and
A : Fy — E5 be a bounded linear operator with A* : By — Ej. Let T : C' — C be a
mapping, and B : Fy — 22 be a maximal monotone operator:

Find = € F(T)NC such that Az € B~(0), (3.1.6)

where B : Ey — 22 is a maximal monotone operator. Obviously, the SFP (3.1.6) is more
general than (1.1.1) and (3.1.3). When B = 0Jig, a maximal monotone operator and the
subdifferential of the indicator function on @, then (3.1.6) reduces to (3.1.3).

3.2 Preliminaries

In this section, we recall some basic notions and lemmas which will be useful in establishing
our results in this chapter. We denote the strong and weak convergence of the sequence
{z,} to a point x by x,, — = and z,, — = respectively.

Definition 3.2.1. Let C' be a nonempty closed convex subset of a real Banach space E
and T': C' — E be a mapping. T is said to be Bregman weak relatively nonexpansive if
F(T) # 0 and F(T) = F(T) with

Ay(Tx,y") < Ap(z,y*) Vo e Cy" e F(T).

We recall that the Bregman distance satisfy the following properties:
Ap(z,y) = Ap(z, 2) + Ap(2z,y) + (2 — y, Jpx — Jhz), (3.2.1)

and
Ap(x,y) + Ap(y, ) = (x —y, Jpr — Jpy).

We also recall the following useful relation between metric and Bregman distance in p-
uniformly convex space:

Tl —yll” < Ap(x,y) < (x —y, Jgz — Jgy), (3.2.2)

where 7 > 0 is some fixed number.

The Bregman projection is the unique minimizer of the Bregman distance and is charac-
terized by the following variational inequalities (see [35, 80]):

(Jo(x) — Jo(ex), z — Hex) <0, Vz € C, (3.2.3)
from which we have

Aoz, z) < Ap(x, 2) — Ap(z,Hex), Vz e C. (3.2.4)
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The metric projection which is also the unique minimizer of the norm distance is charac-
terized by the following variational inequality:

(Jo(x — Pox),z — Pox) <0, Vz € C. (3.2.5)
Definition 3.2.2. Let E be a p-uniformly convex Banach space, the function V,, : ExFE —
[0, 00] associated with f,(x) = %||x||p is given by
o1 R e
Vo(x,2) = 1_7”pr —(z,Z) + aHxHq, r€eFE, T€FE" (3.2.6)

where V,(z,z) >0

It then follows that
Vo(z, &) = Ap(x, JE(T)), Ve € E, T € E*.

Definition 3.2.3. Let E be a smooth, strictly convex and reflexive Banach space, and
A: E — 2F" be a maximal monotone operator. We define a mapping Q2 : E — D(A) by

(see [95])
QMNz) = (I +r(J5)tA)Yz), forall 2 € E and r > 0.

Q4 is called the metric resolvent of A. Obviously, for all 7 > 0, we have

0€ J0(QA2) — x) + rAQ(x), (3.2.7)

and F(Q%) = A~1(0). Furthermore, for all x,y € E and by the monotonicity of A, we can
show that

(@) = Q' (y), Jp(x — Q7 () = Jp(y — Q7' (y))) = 0. (3.2.8)

From (3.2.7), we have for all x,y € F

Jp(@ — Q7 ()

r

Jh(y — Qi (y))

c AQ(x), (3.2.9)

and

e AQA(y). (3.2.10)

Since A is monotone, then we obtain (3.2.8) from (3.2.9) and (3.2.10). This implies that
for all z € E, t € A71(0), and whenever A~1(0) # 0, we have

(Qz) —t, T (x — Qi (x))) > 0, (3.2.11)

The following lemmas are also useful in establishing our main results in this chapter.

Lemma 3.2.1. [/11] Let x,y € E. If E is a g-uniformly smooth Banach space, then there
exists a Dy > 0 such that

[z = yll* < =l = a(y, Jg(x)) + Dyllyl*. (3.2.12)
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Lemma 3.2.2. [77] Let C be a non-empty, closed and convex subset of a reflexive, strictly
convexr and smooth Banach space E, xq € C' and x € E, then the following assertions are
equivalent:

1. xo = e (z);
2. (z — xg, Jo(xg) — Jp(x) > 0), Vze C.

Furthermore, for all y € C, we have
Ap(He(z),y) + Ap(z, Ile(z) < Ap(, y).

Lemma 3.2.3. [75] Let E be a smooth and uniformly convez real Banach space. Let {z,}
and {y,} be two bounded sequences in E. Then lim, o Ap(n, yn) = 0 if and only if

lim ||z, — y,|| = 0.
n—oo

Lemma 3.2.4. [111] Let ¢ > 1 and r > 0 be two fized real numbers, then a Banach space
E is uniformly convex if and only if there exists a continuous, strictly, increasing and
convez function g : R™ — RT ¢(0) = 0 such that for all x,y € B, and 0 < a < 1,

o+ (1~ @yl < ool + (1 — @)llyll” — Wyla)g(llz — ). (3213)
where W, == a?%(l —a) +a(l —a)? and B, :=={x € E: ||z]| < r}.

3.3 Main results

In this section, we present our inertial technique for solving the modified SFP (3.1.6) in
Banach spaces. We also prove a strong convergence result for the sequence generated by
our algorithm.

Algorithm 3.3.1. Let E;, E5 be p-uniformly convex and uniformly smooth real Banach
spaces, C' and ) be non-empty closed convex subsets of F; and FE, respectively, and
A : Ey — E5 be a bounded linear operator with A* : E5 — EY. Let T': C — C be
a Bregman weak relatively nonexpansive mapping, and B : E, — 22 be a maximal
monotone operator. Let ' = F(T)NC N A (B71(0)) # 0. Also, Let {c,} be a sequence
in (0,1) with 0 < liggglfan < limsupa,, < 1, 29,21 € C = Cy = Hy, {6,} be a real

n—o0

sequence such that —0 < 6,, <0, for some 6 > 0 and r,, > 0. Assuming the (n — 1)th and
nth iterates have been constructed, we calculate the next iterate (n+ 1)th via the formula

(w, = Tk [T, (20) 4 0u(T5, (a) = JE, (20-1))]
Vo = Mo dge [J5, (wn) — A" Jp, (I = Q7 ) Aw,]
Uy = ‘]%i‘ [oszgl (v) + (1 — an)ng(Tvn)] ,
Cn={u € By : Ap(u,u,) < Ap(u,wy)},
Hy,={ue€ Ey: (v, —u,Jp (x1) — Jp, (zn)) > 0},

[ Tn+1 = e, nm,v1, Vn €N,

(3.3.1)
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where 11, is a positive number satisfying

|l (I-QF ) Awn||? : B
Dq”A*Jg (I*Q,}? YAw, |2 if Awn 7é Q'rnAU)n,
2 n

€, if Aw, = Qf;Awn,

pi=t = (3.3.2)

for any € > 0.

Note that the step size defined in (3.3.2) does not require a prior knowledge or estimate
of the operator norm || A||. This is very important because in practice, it is very difficult
to estimate the norm of bounded linear operators (for simple estimate, see [37]).

Next, we prove some necessary results which will be used to establish our main theorem.
First, we show that the sequence {z,} generated by Algorithm 3.3.1 is well-defined.
Lemma 3.3.2. Let {x,} be generated by (3.3.1), then {x,} is well-defined.

Proof. We need to show that C,, N H, is a non-empty closed and convex set Vn > 1. It
is obvious that H,, is closed and convex while C,, is closed. So we show that (), is also
convex. Observe that

A1) < Ay (u,w,)

is equivalent to

(Jiz, (wn) = Jp, (un), u) < é (lfwn” = flual[")

Hence C, is a half space and so convex. This implies that C,, N H,, is closed and convex
for n € N. Furthermore, we need to show that C), N H,, is non-empty. It is sufficient to
show that I' C C),, N H,,. Let * € T', then,

Az u,) = A, (x*’ T [ T vy + (1 — an)ngTvnD
anAp(z*,v,) + (1 — ) Ap(z™, Tvy,)
an Ay (™, v,) + (1 — a)Ap(z™, vy,)
Ap(z*, vy). (3.3.3)

Also from Lemma 3.2.1 and (3.2.6), we have

VARVAN

Ap(z*,v,) = A, (x*,HCJqT [ 5 (wn) — pn AT (1 — Qﬁ)AwnD

A, (a:*, Jf{Jf (5, (wn) — p AT (I — Qi)AwnD
= V@™, [JE, (wn) — pn A™ T3, (T = Q7)) Aw,))

[Ead

- 5 (x*, ngwn> + (x*,unA*J§2(I — Qﬁ)Awn)

VAN

1 *

+ EHngwn — un AT, (I — Q) Aw, ||
|27
p

B Dqﬂq B
— (A, T (I = QE) Awy) + AT (1= QF) Aw, |

1
— (2", Jp,wn) + pn({Az”, J5, (I — Qi)Awn> + &Hngwan
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*||p 1

P
D, ud .
+ qT“"nA T8 (1 — QB ) Aw,
= Az, w) + pn(Az" — QF Aw, + QF Aw, — Aw,, Jb, (I — QF ) Aw,,)
Dopd
+ qT“HA T8 (1 — QF ) Aw, ||

= Az, wn) + pal(Az* — QF Aw,, Jh (I — QF ) Aw,)
D 4
— fAw, — Q7 Awy, Jp, (I — Q7 ) Aw,) + qTM"HA*J&(I —QF) Aw,|".

From (3.2.11), we have
Ap(@® vn) < Ay, wn) = pnl( — an)Awn? Jp, (I — Qi)AwTJ
Dqlu“?z * TP N aY:) q
1A= Q) Aw
Ay (z",wy,)

D!
{0 = Q2w = P g (- Q2w (330

Hence, from (3.3.2), we have
Ap(z*,v,) < Ap(z*, wy).

This implies that
Ap(x™ uy,) < Ay(x™,wy,).

So I' C Gy, for all n € N. Since x,41 = Il¢,nm, 21, then (Jp 21 — J3, 2pi1,v — 2pg1) <0,
Vv € C, N H, C C. In particular, for z* € T, we have (Jj, 21 — Jp, Tpi1, 2" — 2py1) < 0.
This implies that I' C H,, for all n € N. So we obtain that I' C C,, N H,, for all n € N.
Therefore, C,, N H,, is non-empty and thus z,+1 = ll¢, ng, z1 is well-defined. O

Lemma 3.3.3. Let {x,} be a sequence generated by Algorithm 3.5.1. Then

(i) Nt 5001 — 0] =0,
(11) limy, o0 |2 — wy|| =0,
(111) limy, o0 [|T0n, — vy ]| = 0,
(iv) lim, o0 ||z, — va]| =0,
(v) lim,, o HA*J%(] — Qi)AwnH = 0.
Proof. (i) Let w € T'. Since I' € C, N H,, Vn > 1 and z, 1 = g, g, 21, it follows that

Ap(zpyr, 1) < Ap(w,zq),¥Vn > 1
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Thus {A,(Tn+1,21)} is bounded.
We observe that x,.1 € H,, and by (3.2.3), we have

(@0 = Tnpr, I, (20) = Jp, (21)) <0,
also by (3.2.4), we have

Ap(xpi1,2n) < Ap(zpyr, 1) — Ap(zp, 21), VR > 1, (3.3.5)

which implies that
Ap<xna 1'1) S Ap(xn—‘rl? 371) - Ap(xn-‘,-lv xn)-

Thus
Ap(xp, 1) < Ap(Tpg1, 21),

therefore, {A,(z,,21)} is a bounded monotone nondecreasing sequence.
Hence lim,,_,o {A, (2, 1)} exists.

From (3.3.5), we have lim,, o A, (2p41,2,) = 0. Thus, using Lemma 3.2.3
lim ||zp41 — xa] = 0. (3.3.6)
n—c0
(ii) Since J3, is uniformly continuous on bounded subsets of E, we have from (3.3.6) that
i [, (@01) = T3, ()| = i [ (@) — 5, ()| = 0.
From (3.3.1), we have
wo = T (3, () + 0T, (20) = T3, (2ma))

then
Jg'lwn = ngl’n + Qn(ng (xn) - ‘]2'1 (I'n_l),

which gives

|5, (wn) — T, ()| = 0]l T, (20) — T, (2n-1)]]-
Therefore

lim 73, (w,) — T3, ()] = 0.

n—o0

Since ‘]%I is also uniformly continuous on bounded subsets of E}, then we have
lim ||z, —w,| = 0. (3.3.7)
n—oo

(iii) From (3.3.6) and (3.3.7), we obtain

[Zn11 — wall = [[Tn1 — Tn + T — w4 ||

< | @nt1 — x| + |20 — wy|] = 0 as n — oo.
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Note that from the construction of C),, we have that
Ap(Tpt1, Un) < Ap(Tptr1, wy) = 0 as n — oo,
therefore by Lemma 3.2.3, we have
lim ||zpe1 — unl| = 0.
n—00
Again, since ||z, — uy|| < ||Tn — Zoat|| + || Tni1 — un||, it then follows that
lim ||z, — u,|| = 0. (3.3.8)
n—c0
It follows from (3.3.7) and (3.3.8) that
7}13)10 ||wy, — uy|| = 0. (3.3.9)
Using Lemma 3.2.4, we have
Ay(z*u,) = A, (a:*, T [T o0 + (1= an)ngTvnD
= V, (=" anJh v, + (1 — a) J% Tvy)
= %Hx*Hp — (2", anJp vn) — (27, (1 — an) S, Top) + é”anngvn + (1 = an)Jp, Ton !
< 217 = anle® ) — (1= an)(e? I Tund + ol + 22,
—Wg ([T, v — J% Tvy|) (3.3.10)
= P (= )17 = e T ) — (1= ), T )

1— o, W, (o,
A=)y 1 - %g (78,00 — T2 T, )
_— {1||a:*||p— (", T2 00) + 1||vn||p} (- ay) {1||a:*||p {2, T Ton) + 1||Tvn||p}
p B q I = q
W, (o,
—#g (78,00 — T2 Ton)
* * % (7%
= 0, A (x",v,) + (1 — an) Ay (2", Tv,) — #g (Hngvn — ngTvnH)

Welan
< anAp(x*avn) + (1 - an)AP($*a Un) - #g (HJ%IUH - ngT’UnH)

. W, (o,
= A — O g (g2 0 — T8 T
W, (v,
< Ap(x*,wn)—%g(ﬂefglvn—g]ngvnH). (3.3.11)
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Hence, from (3.2.1) and (3.2.2), we get

W (o, » X
J%%M%wa%nmsmmﬂm—%@w»

= Ap(tn, W) + (U — wy, Jp 2° — Jp up)

P p P x p
<ty — Wy, Jp Un — S we) + (Un — Wy, Jp 7° — T3 )

= (Up — Wy, Jp, 2" — Jp wy).

From (3.3.9), we have

lim
n—oo

W, (a,
Jy%m&%a%nmza

which implies
nh_}rlc}og (|75, v — J5 Tva||) = 0.
By the property of mapping g, we obtain

Jim | I3, vn — Jg, Ton|| = 0.

Since JZ. is uniformly continuous on bounded subsets of E}, we have
1

lim ||Tv, — v,]| = 0.
n—oo

(iv) From Algorithm 3.3.1, we have that,
Jhtn — JE vy = (1 — ) (Jf, Tv, — JE ).

Since 0 < liminf,, o o, < limsup,,_, . o, < 1 and from (3.3.13), we have

nll_{"‘g'o ||J§1un - ngvnH = O’
hence
lim ||u, —v,|| =0.
n—o0

Since ||wy, — va|| < ||wp — wn|| + ||n — val|, then from (3.3.9) we have

lim ||w, —v,]| = 0.
n—oo

Therefore, from (3.3.7), we have
lim v, — 2,|| = 0.
n—oo
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(v) From (3.3.4), we have

i {H(I — Q) Aw,||P - %HA T (1 — Qimwnuq} < A (@ wn) — Ap(x*,v,)

= Ap(vm wn)
+ (U — Wy, S 2" — Jp vp)
< (v — Wy, Jp, vy — S, wn)
+ (Up — wp, Jp, 2" — Jp, vn)
= (U — Wy, Jp, " — T wy).
(3.3.15)
It follows from (3.3.14) that
P Dq:ugzil * TP B q
hm (I —-QF ) Awy ||P — THA Jg, (I — Q. )Aw,[|? ) = 0. (3.3.16)
From the choice of pu, in (3.3.2), we have

Ko, -
Dy||A* T, (I = Q7)) Aw, |9

for small € > 0. This implies that

D pd= | A*JE (I — QB ) Aw,||? D, ||A*J% (I — QB ) Aw,||
R R
q q
Then we have
D,||A*J% (I — QB ) Aw, || D, a7 A* T2 (I — QP ) Aw,||?
DI Q)20 1 — 2 — Dot 12T O}
q q
Therefore from (3.3.16), we have

lim —||A*J§2(I Q ") Aw,||? =0,

n—o0
hence
lim | A", (1 - QY ) Aw,| = 0. (3.3.18)
Also from (3.3.16), we have that
Tim (7 - QY )Aw,| = 0. (3.3.19)
O

Now, we present a strong convergence theorem for solving the SFP (3.1.6) using Algorithm
3.3.1.
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Theorem 3.3.4. Let Fy, Fy be p-uniformly convex and uniformly smooth Banach spaces,
C and Q be non-empty closed convex subsets of Ey and Fy respectively, and A : Fy — FEy be
a bounded linear operator with A* : £y — EY. LetT : C'— C' be a Bregman weak relatively
nonexpansive mapping, and B : Ey — 272 be a mazimal monotone operator. Suppose
I'=FT)NCNAY(B0)) # 0. Then, the sequence {x,} generated by Algorithm 3.5.1
converges strongly to u € I', where u = Ilpz;.

Proof. We have already shown in Lemma 3.3.3(i) that lim A,(x,,z;) exists. Next, we
n—oo
show that z, — = € I'. Let m,n € N, then

Ap(Tm, x0) = Dp(Tm, o, nm, 1 71) < Ap(2m, 1) — Ap(zp, 1) — 0.

Therefore by Lemma 3.2.4, we get that ||z, — z,|| = 0 as m,n — oo. Thus {z,} is a
Cauchy sequence in C. Since C is closed and convex, it implies that there exists T € C such
that z,, — T as n — oo. Since ||z, — v,|| = 0, || Tv, — v,|| — 0 and T" is a Bregman weak
relatively nonexpansive mapping, then z € F(T). More so, since ||z, — w,|| — 0, then
w, — T and by the linearity of A, we have Aw, — AZz. Also from (3.3.19), QELAwn — AZ.
Since Qf; is a resolvent metric of B for r,, > 0, then for all n € N, we have

JE, (Aw, — QF Aw,)

Tn

€ BinAwn.

So for all (s,s*) € B, we have

JL (Awn—QE Aw,
0 < (5 — QF Auw,, 5° — Tl Ghvn),

It follows from (3.3.19) that for all (s,s*) € B, we have
0<(s— Az,s" —0).

Since B is maximal monotone, then it implies that Az € B7!(0), hence T € A~}(B~10).
Therefore, z € .

Finally, we show that x = Ilpx,. Suppose there exists 4 € I" such that y = [Irx;. Then
Ap(g7 Il) S Ap(f, I‘l). (3320)

We have shown in Lemma 3.3.2 that I' C C,, ¥n > 1, then A,(x,,, 1) < A,(Z,x;). By the
lower semi-continuity of the norm, we have

7P P
Ap(T,21) = =l (Jp, @, 1) + o]
q p
R |1 IR
< L1 [Ty c2 L1l
< hgggf{ . (S, Tn, 1) + )
= liminf A, (Z, z4).
n—oo
<limsup A, (7, 21) < Ap(y, x1). (3.3.21)

n—oo

Combining (3.3.20) and (3.3.21) we have Ay(y, x1) < Ap(Z, 1) < Ay(y,z1). This implies
z =y and z = IIpx,. Hence z,, — & = Ilrx; € I'. This completes the proof.

]

39



The following are consequences of our results.

(i) Taking B = Qig which is a maximal monotone operator, then Q7 = Py (the metric
projection on Q). Thus, we obtain the following result from Theorem 3.3.4 which improve
the corresponding results of Suantai et al. [91].

Corollary 3.3.5. Let Ei, Ey be p-uniformly convex and uniformly smooth real Banach
spaces, C' and @) be non-empty closed convex subsets of E1 and Ey respectively, and A :
E, — E5 be a bounded linear operator with A* : E5 — Ef and letT : C'— C' be a Bregman
weak relatively nonexpansive mapping. Suppose I' = SFPNF(T) # 0. Then, the sequence
{z,} generated by the following algorithm converges strongly to u € T', where u = Ipx;.

Algorithm 3.3.6. Let {a,} be a sequence in (0,1), z; € C' = C; = @1, 0, be a real
sequence such that —0 < 6, < 6 | for some 6 > 0. Assuming the (n— 1)th and nth iterates
have been constructed, we calculate the next iterate (n + 1)th via the formula

(

Wn = Jgf [‘]gl (@n) + 0n(JE, (20) = Ji, (ajn—l))} )
Uy = HchT [ng (wn) = pin A* T, (I — PQ)Awn] ,
Up = Jgs [ (vn) + (1 = a) 5, (Twn)]

(3.3.22)
Cn={ue€ Ey: Ap(u,u,) < Ap(u,wy)},
Hy, ={ue€ By : (v, —u,Jp (x1) — Jp, (zn)) > 0},
\xn+1 = HCann3717 Vn € N,
where 1, is a positive number satisfying
ql|(I—Pg) Awy ||? :
pa=t = { Dall "5, I-Po) Awnll®” t dun 7 o un, (3.3.23)
€, it Aw,, = PoAw,,

for any € > 0.

(ii) Taking Fy = H; and Ey = H,, where H; and H, are real Hilbert spaces, we obtain
the following result which improve the results of Byrne [19].

Corollary 3.3.7. Let Hy, Hy be real Hilbert spaces, C' and () be non-empty closed convex
subsets of Hy and Hs respectively, and A : Hi — Hy be a bounded linear operator. Let
T : C — C be a Bregman weak relatively nonexpansive mapping, and B : Hy — 212 be
a mazimal monotone operator. Suppose T = F(T)NC N A (B~Y0)) # 0. Then, the
sequence {x,} generated by the following algorithm converges strongly to u € T, where
u = P]‘{El.

Algorithm 3.3.8. Let {a,} be a sequence in (0,1), z; € C' = C; = @4, 0, be a real
sequence such that —0 < 6,, <0 | for some € > 0 and A\, > 0. Assuming the (n—1)th and
nth iterates have been constructed, we calculate the next iterate (n+ 1)th via the formula
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Wy = Ty + en(xn - $n,1),
v, = Po(w, — pn A" (1 — QP ) Aw,),

Up = QU + (1 — )Ty,

Cn={ue H: ||u, —ul|* < |Jw, —ul? (3:3.24)
H,={ue H :{(x, —u,x; —x,) > 0},
(Tnt1 = Po,nm,r1, Vn €N,
where i, is a positive number satisfying
_0OB 2
fn = { IIﬂlﬁ(]I‘Qﬁggf“‘wjj”” if Aw, # Q, Awn, (3.3.25)
€, if Aw,, = QﬁAwn,

for any € > 0.

3.4 Numerical examples

In this section, we present two numerical examples to illustrate the performance of our
method as well as comparing it with some related methods in the literature.

Example 3.4.1. Let F; = F;, = R™ and A be a m x m randomly generated matrix. Let
C={xeR": (a,z) > b}, where a = (1,—5,4,0,...,0) € R™ and b = 1. Then
b—{(a,x
o(z) = Pe(w) = 402
lallz

Let B : R™ — 28" be defined by B(x) = {2z}, and T = Py. We take 6, = %, Ty = %,
and oy, = £ Then our Algorithm (3.3.1) becomes

a-+x.

(wn =T, + %(xn - xnfl);

vy, = Po(w, — pn A*(I — Qﬁ)Awn),

Up = 5250, + égﬁ Pe(vy),

Cn={u € By [Juy —u* < [Jw, — ul?},
H,={ueE : (x,—ux —x, >0}

\Tn+1 = PCnﬁHn'rh Vn € N7

where f, is chosen as defined by (3.3.2) and QF (Aw,) = (HLH) Aw, for all n > 1. We
choose various values of m as follows:

Case I: m =10, Case II: m =20, Case III: m =50, Case IV: m = 40,

and use % < 1079 as the stopping criterion. Thus, we plot the graph of ||z,11—, 3
against number of iteration in each case and compare the computation results of our
algorithm with Algorithm 3.1.1 and 3.1.2 of Alsulami and Takahashi [1]. We found that
Algorithm 3.3.1 performs better in terms of number of iterations and CPU time-taken for
computation than both Algorithms 3.1.1 and 3.1.2. The computation result can be seen

in Figure 3.1 and Table 3.1.

41



Example 3.4.2. In this second example, we consider the infinite-dimensional space and
compare our Algorithm 3.3.1 with Algorithms 3.1.4 and 3.1.5 of Suantai et al. [94]. Let
E, = E, = E3 = L*([0,27]) with norm ||z|]* = 027r |z(t)|?dt and inner product (z,y) =
OQWx(t)y(t)dt, z,y € E. Suppose C := {z € L*([0,27]) : 5”(752 + 1)x(t)dt < 1} and
Q = {x € L*([0,27]) : fo% |z(t) — sin(t)|? < 16} are subsets of F; and Ej respectively.
Define A : L*([0,2x]) — L3([0,27]) by A(z)(t) = f027r exp~* x(t)dt for all x € L*([0,2n])
and let B = 0ig, subdifferential of the indicator function on @, then @, 5 = Py. Let

T(x)(t) = O%x(t)dt and choose 6, m and «, = 8n+7 Then our Algorithm 3.3.1
becomes :
(
Wn = Tn + 55, +1)( — Tp_1),
vy, = He(w, — p, A (L — Pg)Aw,,),
Un = 8217”” + gZI;T( n)y

Cn={ue€ Ey: Ap(u,un) < Ap(u,wy,)},
H,={u€ Ey: (x, —u,v1 —z, > 0},
(Tnt1 = Po,nm,T1, Yn €N,

where p,, is chosen as defined by (3.3.2) for all n > 1. We choose various values of the
initial point as follows:

Case (i): 1 = 2texp(5t), o = %,

Case (ii): z1 = t2 cos(27rt) xo = exp(2t),

Case (ili): 1 = 2sin(4t), zo = 2¢sin(3t),

Case (iv): x; = 5t cos(2mt), xo = 2 cos(3nt).

Using % < 107* as stopping criterion, we plot the graph of ||, — z,||* against

number of iteration and compare the computation results of our algorithm with Algorithm
3.1.4 and 3.1.5 of Suantai et al. [91]. We found out that our Algorithm 3.3.1 also perform
better than Algorithm 3.1.4 and 3.1.5 in terms of number of iterations and cpu-time. The
computational results can be seen in Table 3.2 and Figure 3.2.
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Table 3.1: Computation result for Example 3.4.1.

Algorithm Algorithm  Algorithm
3.3.1 3.1.2 3.1.3

Case I CPU time (sec) 7.7660e —4  0.0024 0.0027

m = 10 No. of Iter. 10 144 88

Case 11 CPU time (sec) 7.8468¢ —4 0.0013 0.0011

m = 20 No. of Iter. 10 150 91

Case II1 CPU time (sec) 7.2380e —4  0.0063 0.0064

m = 50 No. of Iter. 10 155 94

Case IV CPU time (sec) 7.2747¢ —4  0.0057 0.0061

m = 100 No. of Iter. 10 159 97

Table 3.2: Computation result for Example 3.4.2.

Algorithm Algorithm  Algorithm
3.3.1 3.14 3.1.5
Case I CPU time (sec)  2.9098 13.5328 3.1893
No. of Iter. 12 34 25
Case 11 CPU time (sec)  2.0835 18.7739 5.8123
No. of Iter. 10 35 26
Case 111 CPU time (sec)  2.3470 7.5584 4.4957
No. of Iter. 12 34 25
Case IV CPU time (sec)  2.0908 6.0053 3.0760
No. of Iter. 10 27 20
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Figure 3.1: Example 3.4.1: Top Left Case I; Top Right: Case II; Bottom Left: Case III;
Bottom Right: Case IV.
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CHAPTER 4

Approximation of Common Solutions of Monotone Inclusion and
Fixed Point Problems of Demimetric Mappings in Hilbert Spaces

4.1 Introduction

In this chapter, we study the common solutions of MIP and FPP of a finite family of
demimetric mappings.

The MIP (1.1.3) have been studied by several authors and various iterative algorithms have
been modified and improved (see, for instance [70, 34, 35, , ). One of the most
famous methods for finding solution of MIP is the forward-backward splitting method
which have been developed in various forms.

The forward-backward splitting method and Armijo-line search technique have recently
attracted much attention by several authors and has been modified in various forms to
prove the weak convergence of the sequence generated by it (see [1, 11, 16, 30, 34, 35, 59])

In [103], Thong and Cholamjiak obtained strong convergence for the following modified
forward-backward splitting method:

Algorithm 4.1.1. Let xo € H, C' be a nonempty closed convex subset of H, A > 0,7 €
(0,2),0 € (0,1) and m € (0,1). Then calculate x,; as follows:

Step 1 : Calculate
Yp = in (I —rpA)x,,

where JZ = (I—r,B)~" and r, is selected to be the largest r € {\, Am, Am?, .....} satisfying
(A — Ay, Ty — Yn) < 0|20 — ynl|*.

If y,, = x,, stop and hence y,, is a solution of I'. Otherwise
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Step 2 : Calculate
Zp = Tp — THUnCn,

where
Cpn = Tn — Yn — Tn(Axn - Ayn)>

e 7 — g
Tpn — Yn
=(1—-0)———F—.
lenll?
Step 3 : Calculate
Tpr1 = (1 —0n)z2n + O f(xn).
Set n:=n+ 1 and go to Step 1

It was proved that the sequence {z,} generated by Algorithm 4.1.1 converges strongly to
an element r of the solution set I' of the MIP (1.1.3), where r = Pr o f(r).

Inspired by the above result and in the current research interest in this direction, we pro-
pose an inertial algorithm with Armijo-like search technique for approximating solutions
of MIP (where A is a Lipschitz continuous and monotone operator and B is a maximal
monotone operator) and common fixed points of a finite family of demimetric mappings
in real Hilbert spaces. Our algorithm is designed so that its convergence does not require
the prior estimate of the Lipschitz constant of A in the MIP and we obtain a strong con-
vergence theorem for the sequence generated by our algorithm. We further present some
numerical examples to illustrate the performance of our method as well as comparing it
with some related methods in the literature.

Subsequent sections of this chapter are organised as follows: In Section 4.2, we recall
some basic definitions and lemmas that are relevant in establishing our main results. In
Section 4.3, we prove some lemmas that are useful in establishing the strong convergence of
our proposed algorithm and also prove the strong convergence theorem for the algorithm.
In Section 4.4, we give an application and some numerical examples to illustrate the
performance of our method as well as comparing it with some related methods in the
literature.

4.2 Preliminaries

In this section, we will recall some basic notions and useful lemmas which will be needed
in the sequel.

Definition 4.2.1. A mapping A : H — H is said to be [-demimetric if there exists
[ € (—o0,1) and F(A) # 0 such that

|Az — t||? < ||z — ¢ + U]z — Az||%, ¥z € H,t € F(A).

Definition 4.2.2. Let C' be a nonempty closed convex subset of a real Hilbert space H,
the metric projection Po : H — C is defined, for each x € H, as the unique element
Poxz € C such that

|l — Peal| = inf{|[z —y[[ - y € C}.
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It is known that Py is nonexpansive and has the following properties:

(i) (z —y, Pew — Pey) > ||[Pex — Peyl|?, for every x,y € H;
(ii) forx € H and z € C, z = Pox &

(x —z,z—y) >0, VyeC, (4.2.1)

(iii) for x € H and y € C,
ly = Pe(@)[]* + |lo = Pe(@)[]* < [lo — ylI*. (4.2.2)

Lemma 4.2.1. [7] Let C' be a nonempty closed convexr subset of a real Hilbert space H
and A : C — H be a mapping on H, B : H — 2" be a mazimal monotone operator. Then
we have

F(JP(I —rA)) = (A+ B)"0),vr >0,
where F(JB(I —rA)) is the set of the fived points of JP(I —rA).

Lemma 4.2.2. [0, 05] Let {a,,} and {6,} be sequences of non-negative real numbers such
that

Q1 S (1 - 5n)an + ﬁn + Yn, M Z 17

where {0, } is a sequence in (0,1) and {5,} is a real sequence. Assume that ) >~ v, < 00.
Then the following results hold:

(1) If By < 0,M for some M >0, then {a,} is a bounded sequence.
(it) If 30—y 0n = 00 and limsup,, .. 5= < 0, then lim, o o, = 0.

Lemma 4.2.3. [15] Let A : H — H be a Lipschitz continuous and monotone mapping
and B : H — 2" be a mazimal monotone operator. Then A + B is a mazimal monotone

mapping.
Lemma 4.2.4. [?] Let H be a real Hilbert space, then the following inequalities hold:

(i) |z =yl = =l = 2(z,9) + |yl?, @,y € H,

(i) llz+yl* < llz* + 2y, 2 +y), z,yeH.
Lemma 4.2.5. [09] Let v; € H, (1 <i<m),> " o; =1, where {co;} C (0,1). Then

m 2 m m
Yo =Y alwl— Y el -l
i=1 i=1 i=j=1,i#j
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4.3 Main result

In this section, we assume that I' = (A + B)~*(0) N2, F(S;) # 0, where A : H — H
is a L-Lipschitz continuous and monotone mapping, B : H — 2 is a maximal monotone
operator and S; : H — H is a finite family of demimetric mappings with constant [; for
i=1,2,..m. Let f: H— H be o contraction with constant o € (0,1), D be a bounded
operator with co-efficient p > 0, such that 0 < { < £ and let {a,}, {€,}, {fn,:} be non-
negative sequences such that 0 < a < €, 8,;, @, < b < 1, and 6 > 3. We propose the
following algorithm for approximating the common solutions of MIP and FPP of a finite
family of demimetric mappings in real Hilbert spaces.

Algorithm 4.3.1.
Step 0: Select initial guess zg, x1 € H and set n = 1. . .
Step 1: Given the (n — 1)th and nth iterates, choose 6,, such that 0 < 6,, < 6,, with 0,

defined by
. n—1 €n y
én _ min {n+6—1’ ||wn_$n71“} oA T F s (4.3.1)
ooty otherwise.

Step 2: Compute
Yn = Jfl(wn - rnA(wn))a

where w,, = x,, + 0,(x, — 7,_1) and r, is selected to be the largest r € {\, Ap, \p?, ...}
satisfying
r{Aw, — Ay, W, —yp) < ollw, —yal|?>, where A >0, p€(0,1) and o € (0,1). (4.3.2)

If y,, = wy, then y, € (A+ B)~(0). In this case, set y, = z, and go to Step 4, otherwise
do Step 3.
Step 3 : Compute

Zpn = Wy — ThpCn, ¥ 7 € (0,2),

where
Cn = Wy, — Ypn — T (Aw, — Ay,),

and

Step 4 : Compute
xn-i—l == Oéngf(-rn) + (1 - anD) |:5n,02n + Z ﬁn,iSizn:| .
=1

Set n:=n+ 1 and go to Step 1.

Remark 4.3.2: We note that the step size r, defined in Algorithm 4.3.1 is well defined
and min {), 22} <7, < X (see [103]).
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The following assumptions will be useful to establish our main result:

(C1) lim o, =0 and Zan = o0;

n—oo
n=0
(C2) liminf(5,0—1)Bn; >0 forall i=1,2,...m,where [ = max {lLi};
n—00 <i<m
(C3) () ie, lim =0 (f 1 L !
n=o0(a,) ie, lim — = or example €, = ——, , = :
€ n—00 iy, P ¢ (77, —+ 1)2 n + 1

Remark 4.3.3: From (4.3.1) and (C3), we have lim,, o 0, ||z, — z,,—1]| = 0 and
lim,, o z—’;Hxn — 1z, 4] = 0.

The following lemmas will be useful to prove the strong convergence of the sequence
generated by our proposed algorithm.

Lemma 4.3.2. Let {x,} be a sequence generated by Algorithm J.3.1. Then we have
2—71

2 — t]|* < |Jwn — t]|* — |w, — 2,|]?, V t€T and n>0.

Proof. From (4.3.2), we have

Cny Wn — Yn) + (Cn, Yn — 1)

Wy, — Yn — Tn(Awy, — Ayn), Wy — Yn) + (Wn — Yn — ra(Awy, — Ayn), yn — 1)

= ||wn - an|2 - <rn(Awn - Ayn)vwn - yn> + <wn —Yn — Tn(Awn - Ayn)v Yn — t>
> [Jwn, — yn||2 —ollw, — ynH2 +(wy = Yo — Tu(Awn — AYn), yn — 1), (4.3.3)

(Cpywy, —t)

=
=

Since y,, = Ji(wn — r,Aw,), thus w, — r, Aw,, € y, — r,By,. Hence

1

—(wy, — Y — T AW,) € By,.

Tn
Since 0 € (A + B)t, Ay, + v, € (A + B)y,, then by Lemma 4.2.3, we obtain A + B is a
maximal monotone mapping. Hence, we get

1
—(yn — t, rn Ay + wy, — Y, — rAw,) > 0.
T’n

Which implies that
(Yn, — tywy, — yp — r(Aw, — Ay,)) > 0. (4.3.4)

Thus, from (4.3.3) and (4.3.4), we have
(enswn = 1) > (1= 0)lJwn — yl*.
Also,

[|2n — t||2 = |lwn — Tpncy — t||2
= ||wn - tH2 + 7_2||Iunan2 - 27—:un<wn -1, Cn>
< NJwn =t + 72 pncnll” = 271 (1 = 0)]Jwn — ynl|*. (4.3.5)
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From the Algorithm, we have

pnllenl* = (1 = o) lwn — yall?,
thus
2741 (1 = 0)Jwn — yall* = 27| prnca|?,
hence, we have

12 — 1% < llwn — tlI* + 7l ptncall* — 27 tncall”

2—7T1
HTﬂnCn”Q-

= [Jwn —t]* -

Since z, = w, — T,C,. Hence
Wy — Zn = TlinCp.

By substituting (4.3.7) in (4.3.6), we have

2—T1

120 = t* < [lwn — #* = lwn — 2l

Lemma 4.3.3. Let {x,} be a sequence generated by Algorithm /.53.1. Then

lwn = yall* <

Proof. Since A is a monotone mapping, then we have
||CnH2 < ||wn = yn — rn(Aw, — Ayn)||2
= |lwp — yul* + 72| Aw, — Ay,||? — 27, (wy, — Y, Aw, — Ay,)
< (1 + LQ)‘Q)Hwn - yn”2a
which implies that
2)\2 : 5 S 1 2°
(1+ L2A?)[[wn = yall* ~ [lenll

Hence | H 2
—0 Wy — Yn
Ty e <t == e
Therefore,
1 1
T 2 _ 2 1 1
i = ol = T tnlleal = =l o
1 1
= 1T||wn—zn||2. 5
o T
From (4.3.10) and (4.3.11), we have
1+ L2\?
[wn —ynll* < m”wn — za||*.

ol

(4.3.6)

(4.3.7)

(4.3.8)

(4.3.9)

(4.3.10)

(4.3.11)

(4.3.12)



Lemma 4.3.4. The sequence {x,} generated by Algorithm (4.3.1) is bounded.

Proof. Let t € T. This implies that J2 (I —r,A)t = t. Then,

[wn — || = ||zn + an(Tn — 2pn1) — ]
< lwn =t + anllzn — 2o (4.3.13)

Furthermore, let v, = 5,02, + z:il Bn.iSiz, and by Lemma 4.2.5, we have

2
lvn — 1% =

Bn,Ozn + Z ﬁn,isizn —1
i=1

S /Bn,OHZn - tH2 + Z/Bn,zuszzn - t||2 - ZBn,Oﬁn,i”zn - SianZ
=1 =1

S 5n,0HZn - tH2 + Zﬁn,i(“zn - t”z + liHZn - SianQ) - Zﬁn,()ﬁn,il‘zn - S’ianZ

i=1 i=1

S Bn,OHZn - tHZ + Zﬁn,z“zn - tHQ + Zﬁn,i”lzn - SiZnH2 - Zﬁn,Oﬁn,i”Zn - SiZnH2
i=1 i=1 i=1

= [lza = t1* =" (Buo — DBuillzn — Sizal® (4.3.14)

i=1
Then from condition (C2), we have

lon —t]| < ||z — ]| (4.3.15)
Moreover, from (4.3.8), we can obtain

20 — t]] < |lwn —t]]. (4.3.16)
From (4.3.13), (4.3.15) and (4.3.16), we get

[ = ] = lané f(2a) + (1 = an Dy
< Jln(&f(2a) = DE) + (1 = @aD)(vn — )]
< alléf (@) = Dt + (1 = awp)llva — ¢
< an[ll€(F (@a) — FO) + (EFE) = D] + (1 = awp)llvn — t]
< anéollan — t] + anllEf(t) = Dt + (1 = anp) [0 — ] + Oull20 — 2ocsl]
— (1= anlp = €0)) 20 — tl + A€ (t) = Dt + (1 — anp)bullcn — zu |

= (1= anlp = £0))|Jwn =t + (p — 50)“"{Wp<ti—_&rmu
1 — Qpp 9”
" ( p—_&o )a—onn —xn_lll}-

o2




l—anp

It is known that sup,, ( )Bn,oz—’;Hxn — Zy—1|| exists by Remark 3.3. Suppose

p—Eo
M = max{w,sup (ﬂ) b —||zn — xan}.
lp=&oll "nxt \ p—&o ) an

Thus, we have

[2ni1 =t < (1 = an(p — £0)llen — t]| + anlp — o) M. (4.3.17)
Hence, by (4.3.17) and Lemma 4.2.2(i), {||x,, — t||} is bounded and thus {z,} is bounded.

[

Lemma 4.3.5. Let {x,} be a sequence generated by Algorithm 4.5.1. Let s, = ||z, —t||?,
Qn = _2?1(5;5_)7
bnh: W(Q(f'f(t) — Dt,zpy —t) + Oéan), for some My > 0 and ¢, = 9"{“‘&;2’;1”]\/[
where

My = s (1= 00 1]+ s = 1) 4 21 = gl = 1] ) andt €.
Then the inequality below holds:

Sn41 S (1 - an>3n + dnbn + Cp.

Proof. 1t is already known that

[wn = t* = |20 + On(2n — 201)|”
= ||z — t|]* + 200z — t, 2 — 2 1) + O2||20 — Tp1 | (4.3.18)

By Lemma 4.2.4(i), we have
2Tn —t, T — Tp1) = — || T — tH2 + ||y — tHQ + |2y — xn71H27 (4.3.19)
and substituting (4.3.19) into (4.3.18), we obtain
Jwn = t)* = llzn =t + On(=llzn =t + 20 = ) + 20 = 20 [|?) + 02|20 — 20 |
<lwn =t + Ou(lln = tI° = l|2ns = %) + 26|20 — 20| (4.3.20)
From Lemma 4.2.4(ii), we have
201 = t]|* = [lon(§f (2) — Dt) + (1 = au D) (v, — 1) |]?
S (1 - anp)QHUn - t||2 + 2an<§f(xn) - Dt7 Tpy1 — t> (4321)
From (4.3.15), (4.3.16), (4.3.18), we have
201 —t]* < (1 = np)?[lwn — t|* + 20, (E f (20) — Dt, 2011 — 1)
= (1= (L = e+l 117 = loaes = e) + 2l — 0]
+ 2an<€f<xn) - Dt, Tpy1 — t>
= (1= anp)?llzn =t + 0n(1 — cnp)?(lzn — t]1> = lzny — t]?)
+ 20, (1 _anp)2||xn_xn—l||2+2an< f(w,) = Dt xpyy — 1)
(
f

< (1= anp)’llzn = t* + 0u(1 = cnp)*(lzn — t] + 201 — )z — z0-ll
+20,(1 — anp)?||2n — Tp1||* + 200, (Ef (2,) — Dt g1 — ). (4.3.22)
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Furthermore,

2(6f (xn) = Db, wpgy — 1) = 2(6(f(2n) = [(8)) + Ef(8) = Db, wppy — 1)
< 20 |wn =t ey =t + 20 f(8) = Dt gy — 1)

< €o(len — tI? + [ars — tI?) + 20 (£) — Db 2oy — 1),
(4.3.23)

By substituting (4.3.23) into (4.3.22), we obtain

1 = tl* < [(1 = 0np)® + anbo]llzn — 1% + On(1 — anp)* (|2 =t + lza — t)ll2n — zn-ll
+20,(1 — anp)?||zn — Tuo1||* + anéol|znss — t|* + 200, (Ef () — Dt, 2 — 1)

==U—aA%—fﬂﬂmW—W”+meWm—HP+%kl—mmVWM—ﬂ!

+ a1 = tll) + 21 = anp)*[lzn — wan} 10 — @1 ll + Cngol| T — I

+ 20, (§f(t) — Dt, w41 — 1)

< (1= (20 — £0) 10 — 11> + anéollas — 1]
+ 00| (1= anp)*(l2n =t + lzn-1 — ) + 21 = @wp)* 20 — Tl | 170 — 2]
O‘n(2<§f(t> - thxn—i-l - t> + anM1>'

For some M; > 0. Thus

1— Oén(2p - fO') gn
[ 241 —t]* < ( 1~ anio ) [ — t]|* + m”xn — T || Mo
Qn(2<€f<t> — Dtaanrl - t> + Oéan)
_I_
1 —ayéo
QOZn(p—fO') 2 Qn
(1= 2= o, — P+ =2 =
9 - EF() — Dt, sy — ) + an, M
an(p—£€o) (2(€£ (1) Tny1 — 1) + o 1)_ (4.3.24)
1 —ayéo 2(p—€o)
Hence, we obtain the desired result.
[

Lemma 4.3.6. Let {z,} and {y,} be sequences generated by Algorithm j.3.1 and {z,, } C
{z,}. If

lim ||z, —y,|| =0
n—oo

and x,, —t, thent € ' = (A+ B)"10) NN, F(S)).
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Proof. Let u— Av € Bv and y,, = (I + 1, B) (I — rp, A)z,,. Thus we have
(I - TnkA)xnk € <I+TnkB)y’ﬂk7

hence,
1
— (Tny — Yny — Tnp AT, ) € By,

Nk

Since B is maximal monotone, we have

1

ng

which implies that

1
<u7 v = ynk> > <AU + _(xnk = Yny, — rnkAxnk)’/U - ynk)

K
= (A0 = A 0= )+ (= ). = )
= (A0 = Ayny, 0 = Yny) + (AYny, — A, 0 = Yy ) + <i(xnk ~ Yni)s U~ Yny)
> (A, = Ay 0= Yo} + (= U)o = )
We note that r,, > %* and lim,_, ||, — yn|| = 0. Hence we have
(u,v —t)y = kh_}r&(u, U= Y, ) > 0. (4.3.25)

From (4.3.25) and Lemma 4.2.3, we can conclude that 0 € (A + B)t, which implies
tel. [

Theorem 4.3.7. Let C be a nonempty closed convex subset of a real Hilbert space H,
A C — H be a Lipschitz continuous and monotone mapping and B : H — 21 be a
maximal monotone operator. Let S; : H — H be a finite family of demimetric mappings
with constant | such that | = max{l;} and I —S; are demiclosed at zero, fori=1,2,....,m.
Let T' = (A+ B)H0) NN, F(S) # 0 and f : H — H be a o contraction , where
o € (0,1) and D is a bounded operator with co-efficient p > 0 such that 0 < § < 2. Let
{z,} be generated by Algorithm 4.5.1 and suppose Assumptions (C1),(C2) and (C3) are
satisfied. Then the sequence {x,} converges strongly to a solution t = Pr(I — D + £f)(t)
which s also a unique solution of the variational inequality

(D-¢ENHtt—a) <0, xeTl. (4.3.26)

Proof. Let t € T and ®,, = ||z, — t||*. Suppose there exists ny € N such that @, is
monotonically non-increasing for all n > ny. Since ®,, is bounded, then it is convergent
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and thus ®,, —®,,; — 0 as n — oo. From (4.3.14), (4.3.16), (4.3.20) and (4.3.21), we have
1 = t* < (1= anp)?llvn — t* + 200 (§ f (20) — Db, 21 — 1)

< (1= {loa = 1P = Y (o = Oz — Sil

i=1

+ 204n<£f($n> - Dta Tyl — t>

<(1- anP)Q{Hxn =t + Oulllzn =t = lzn-s = tI*) + 20nllzn — zpa?

- Z(ﬁn,o —1)Bnillzn — Sz'Znﬂz} + 20, (€ f(x,) — Dt,xpiq — t).

=1

Thus

m

(1= np)* Y (B = DBnillzn = Sill* < (1= anp)?|lzn — ¢

=1
+0u(1 = anp)* (o — t* = [Jon-1 —t]1%)
+20,(1 — an)2|’xn - xanHQ + 20, (§ f(xn) — Db, Tpia — 1)
= [l — t|f?
<@, — g+ ayMs+0,(1 — anp)* (P, — Ppy)
+ 20,1 = anp)?||lzn — 2ol
+ 20, (Ef(x) — Dty 2y —t) — 0.

Hence, by condition (C2), we have
lim ||z, — Siz,|| = 0. (4.3.27)
n—oo

Furthermore,

m
||vn - Zn” = Hﬁn,OZn + Zﬁn,isizn - Zn”
=1

m
S ﬂn,OHZn - ZnH + Zﬁn,zHSzzn - Zn” — O

i=1

This implies that
lim |lv, — z,]| = 0.
n—oo

From the definition of w, and Remark 4.3.3, we obtain

[wn = @a|l = [|2n 4 00 (20 — 2a—1) — 2l
= Op||Tn — Tp1|| = 0, as n — oco. (4.3.28)

o6



Furthermore, from Lemma 4.3.2 and (4.3.15), we have

201 —t]* < (1= anp)?[lon = tI* + 20, (€ f (20) — Dt, 010 — 1)
S (1 - anp)2|’2n - t||2 =+ 20‘n<£f('rn) - Dt, Tpy1 — t>

2—T
<(1- anp)Q{Hwn —t)* - [[wn — Zn||2} + 20, (Ef(2n) — Dt 2pp1 — 1)

2—T

<(1- anp)2{||$n —t]* - lwn = 2all* + On(lln = t* = lzn-1 — t[|*)

+ww%—xmw}+%mwum—m@mr¢»

Hence

2—71

(1 - anp)Q Hwn - ZHHQ S (I)n - q)nJrl + CVnMS + 9n<1 - Oénp)z(q)n - (I)nfl)

+ 20,(1 — anp)?||2n — T ||* 4 200, (Ef (20) — Dt zpyy — t) — 0,
for some M5 > 0. Hence

lim ||w, — z,|| = 0. (4.3.29)

n—oo

Therefore from Lemma 4.3.3, we obtain
lim ||w, — yn|| = 0. (4.3.30)
n—oo

Consequently from (4.3.28), we get

il = unl| = 0. (4331
Moreover,
[0 = znll = lzn — wn 4+ wn — 2|
< |z — wy]| + [Jw, — 24| = 0. (4.3.32)
Also,
[on = 2nll = [lvn = 20 + 20 — 2a

< lvn = znll + [[2n — @ul| = 0.
From (C1), we obtain

[Zns1 — vnl| = [lan& f(zn) + (1 — anD)vn — vn
= a,[|§f(zn) — Dv,l| — 0.

Thus,

[Zni1 — Znll = [|[Tn11 — vn + vp — 20|
< ||Zps1 — vnl| + [Jon — x| — 0. (4.3.33)
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Since {z,} is bounded, there exists a subsequence {xz,, } of {z,} such that z,, — z € H.
From Lemma 4.3.6 and (4.3.31), we have that z € (A + B)~'(0). Also from (4.3.32), we
see that z,, — z, where {2,, } C {2,}. Since I — S; are demiclosed at zero, it follows from
(4.3.27) that z € F(S;) for i =1,2,...,m. Hence € I := (A+ B)"(0) N (", F(S;).

Next, we show that {x,} converges strongly to z*, where 2* = Pr(I — D + £f)x* is a
unique solution of the variational inequality

(D—=¢f)x* a" —x,) <0, zel.

To do this, we prove that limsup,_,. (D — {f)z*, 2* — x,) < 0. Choose a subsequence
{xn,} of {x,} such that

limsup((D — £f)a",a" — 2,) = lim (D — £f)a*, 2" — ).

=
j—00 J—©
Since z,,;, — 7, using (4.2.1), we have that

limsup(D — £f)*,a" — ) = lim (D —€f)a” 2" — )

= ((D-¢f)a 2" - 7)
= (@~ (I —(D—¢&f))a*,a" —7) <0. (4.3.34)

Now, using Lemma 4.2.2, Lemma 4.3.5 and (4.3.34), we obtain that ||z, —z*|| — 0, which
implies that {x,} converges strongly to z*.

Now, suppose {||z, — t||*} is not monotonically decreasing. Select some ng large enough.
Let ¥ : N — N be defined by

Un)=max{l e N: [ <n:¥ <V 1}, V n>ny.
Obviously, ¥ is non-decreasing, where ¥(n) — oo, as n — oo and
0 < [zgm =t < llzwmr —t, ¥V n>ne.

Moreover, we have

limsup((D — &£f)t,t — xy(m)) < 0. (4.3.35)

n—oo

From (4.3.24), we obtain

2009(n) (p — €0)
fooyen =117 < (1= 252U Y )

20y (n)(p — €0)
+
1-— ozq,(n)fa
Ow () Ma|| 2w () — Tw(n)—1]|
+ ;
1— Oé\ll(n)go-

(2(&f(t) = Dt,xwmys1 — t) + qwmyM)

(4.3.36)

for some M > 0, where
My = sup( (1~ @i st~ -+ lowr-s = ) + 201 = awonplagy = vl )
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Since ||y () — t]|* < |zwm)—1 — t||?, hence from (4.3.36), we obtain,

20y (n)(p — £0) ,  204m(p— £0)
s |1- —t 2EF(t) — Dt _ v
0< ( — 2w ="+ — —s (2(6f(t) — Db, 2y(myss — 1) + QwmyM)

Ou () Ma||Twm) — Tom-1ll

* 1 — agméo o) — P
Thus,
201@_(”;55(;;:  agn — 1 < Q?Wf‘z)fj (n_) g) (2(EF () — Dt, 2agsr — t) + cwp M)
L e Moz = 2ol
1 —ayméo
Hence,

Hx\I’(n) - tHQ <2(¢f(t) — D, To(n)+1 — t) + Qg (n) My
Ow () Ma||zw(n) — Twg)—1||
2ay(m)(p — &0)

Since {zy(y) } is bounded and o,y — 0, as n — oo, therefore from (4.3.35) and Remark
4.3.3, we have
Tim [z gy =t = 0.

Consequently, for all n > ng, we have
0 < [lzn — tff* < max{[lzwwm) — U, [rom+r — I} = llzeee — ™

Thus, ||z, —t|| = 0 as n — oo. This implies that =, — t. O

4.4 Application and numerical examples

4.4.1 Application to split feasibility problems

Let Hy and H, be real Hilbert spaces, C' and () be nonempty, closed and convex subsets
of H; and H, respectively. Let L : Hi — H, be a bounded linear operator. The SFP for
H, and Hj is defined as finding

x € C such that Lx € Q. (4.4.1)

We denote the solution set of SFP (4.4.1) by Q. The SFP was first introduced in finite
dimensional Hilbert space by Censor and Elfving [22] and has received much attention
from many researchers due to its application in signal processing, radiotherapy, data com-
pression and many others, (see, for example, [21, 19, 96] and references therein).
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The SFP (4.4.1) is equivalent to the following variational inequality problem [58]: find
x € C such that
(L*(I — Pg)Lx,y —x) >0, Vy € C, (4.4.2)

where Py is the metric projection from H, onto (). It is worthy to mention that the

operator L*(I — Pg)L is m—inverse strongly monotone (ism) and the normal cone N¢
at x € C defined by

Ne(z)={ye H : (y,z—z) <0, Vze H}

is maximal monotone. Equivalently, (4.4.2) can be rewritten as the following inclusion
problem: find z € C such that

0 € (L*(I — Po)Lz + Ne(x)).

Note that the resolvent JV¥¢ = Py is the metric projection from H; onto C. It is easy to
show that L*(I — Pg)L is 2||L||*-Lipschitzian. Thus, by setting A = L*(I — Pp)L and
B = N¢ in Theorem 4.3.7, we obtain the following result for approximating a common
solution of SFP and common fixed point of a finite family of demimetric mappings in
Hilbert spaces.

Theorem 4.4.1. Let Hy and Hy be real Hilbert spaces, C' and () be nonempty, closed and
conver subsets of Hy and Hy respectively. Let L : Hy — Hs be a bounded linear operator.
Forv=1,2,...,m, let S; : HA — Hy be a finite family of l;-demimetric mappings with

[ = max {l;} and I — S; are demiclosed at zero. Suppose

F:QﬂﬁF(Si);é(Z).

i=1

Let f . Hy — H; be a o contraction, where o € (0,1) and D be a bounded operator with
co-efficient p > 0 such that 0 < § < 2. Assume that Assumptions (C1), (C2) and (C3) are
satisfied, then the sequence {x,} generated by the following algorithm converges strongly
to a solution t = Pr(I — D + £f)(t) which is also a unique solution of the variational
inequality

(D=¢f)t,t—x) <0, zel. (4.4.3)

Algorithm 4.4.2.

Step 0: Select initial guess xg, x1 € H; and set n = 1.

Step 1: Given the (n — 1)th and nth iterates, choose #,, such that we have 0 < 6,, < 0.,
with 6, defined by

. n—1 €n .
g, = (mn SRt maon ) i e A (4.4.4)
= 4.
nigil otherwise.

Step 2: Compute
Yn = Po(w, —r, L*(I — Pg)Lw,,),
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where w,, = x,, + 0,(x, — x,_1) and r, is selected to be the largest r € {\, Ap, \p?, ...}
satisfying

r{L*(I—Pg)Lw,—L*(I—Pg) Ly, Wn—yn) < o|lw,—yn|®, where A >0, p € (0,1)and o € (0, 1).
(4.4.5)
If y, = w,, then y, € Q. In that case, set y,, = z, and go to Step 4, otherwise do Step 3.
Step 3 : Calculate
Zn = Wy — TlpCn, ¥ 7 € (0,2),

where
Cp = Wn — Yn — rn[L*<] - PQ)Lwn - L*(I - PQ)Lyn]a

and

A
fin = (1= o)L
feall?

Step 4 : Calculate
Tp+1 = an&f(ajn) + (1 - anD) |:5n702n + Z ﬁn,zsz(zn)] .
i=1

Set n:=n+ 1 and go to Step 1.

4.4.2 Numerical examples

In this section, we present some numerical examples to illustrate the performance of our
method as well as comparing it with some related methods in the literature.

Example 4.4.3. Let H = Ly([0,1]) with ||z| = (fol |z(t) 2dt> and inner product

fo (t)dt Vz,y € H. We take C' = {x € Ly([0, 1]) fo (12 + Dz(t)dt < 1}, we
deﬁne A C — H by Ax = % and B : H — 2 by Bx = {2z} for all x € Ly([0,1]).
Also, for 1 =1,2,...,10, we define S; : Lo([0, 1]) — L2([0, 1]) by

Six =—(i+ 1)x.
It is easy to check that F( i) = {0} and S; is 7/5-demimetric for 7 € N. Clearly, I' = {0}.
Also, we define f(z) =%, Dr=z,{ =12, a =5, a, = 9n—41r12’ Bni = %, Bno = 7’1‘;33,
. Using ||1;n+1 — z,||> < 107° as stopping criterion, we compare our Algorithm

€n = e
n (5n+1
4.3.1 with Algorithm 4.1.1 of [103] using the following starting points and plot the graph

of error (||z,41 — x,||?) against the number of iterations:

Case 1: xo=t’exp(t), 11 =t+3

B +2t—1 -1
Case 2 : = =
ase o 1 y L1 5
Case 3: x9=exp(—t)sin(t), =1 =t+3
t2 t+2t—1
Case 4 : xo:€, =y



The numerical computations are carried out using MATLAB 2015(a). The numerical
results can be seen in Table 4.1 and Figure 4.1.

Table 4.1: Numerical results.

Alg. 4.3.1 | Alg.
(Algorithm | 4.1.1(Algo-
3.1) rithm 2.1)
[103]
Case la CPU time | 1.7306 3.4817
(sec)
No of Iter. 4 15
Case Ib CPU time | 1.6187 2.6164
(sec)
No. of Iter. 3 9
Case Ic CPU time | 1.7335 3.4591
(sec)
No of Iter. 4 15
Case Id CPU time | 1.5895 2.8829
(sec)
No of Iter. 3 10

Example 4.4.4. Let H = RY, A: RY — RY be defined by A(z) = %, for € RN and

B : RN — 28" he the normal cone at a point z in the unit ball ¢ := {z € H : ||z|| < 1}
defined by
B(z) = Ne(x)={ye H:(y,z—x) <0, VzeH}.

T x| > 1,
Pole) = {m ]

T, |z]| < 1.

Obviously,

For:=1,2,...,5, we define the mapping S; : H — H by S;z = J; which is 0-demimetric

and F(S;) = {0}. Clearly, I = (A+B)~1(0)NN,_, F(S;) = {0}. Let f(z) = &, D(z) = =,
for all z € RY, B, = EZ—E, Brni = 222125 for n € N. We choose the parameters a = 3,
A=2,p=05¢=10=09, o, = HLH and €, = m The initial points xzg, x1
are generated randomly by xy = —2 X rand(N,1) and z; = 0.5 X rand(N, 1) where

N = 10,50, 100, 200. Using ||z,.1 — x,]|*> < 107* as stopping criterion, we compare our
Algorithm 4.3.1 with the non-inertial version by taking 6,, = 0 in Algorithm 4.3.1. We also
plot the graph of error (||x,41 — #,||*) against the number of iterations. The numerical
result can be found in Figure 4.2 and Table 4.2.
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Figure 4.1: Top left: Case la; Top right: Case Ib; Bottom left: Case Ic; Bottom right:
Case Id.
Table 4.2: Computation result for Example 4.4.4.
Algorithm Non-inertial
4.3.1(Algorithm | Alg.
3.1)
N =10 No of Iter. 6 13
CPU time (sec) | 0.0066 0.0128
N =50 No of Iter. 6 13
CPU time (sec) | 0.0052 0.0156
N =100 No of Iter. 6 12
CPU time (sec) | 0.0147 0.2740
N =200 No of Iter. 7 10
CPU time (sec) | 0.0191 0.3118

63



10° ; : —
——Algorithm 3.1
——Non-inertial Alg.
N_
—c
X
I\—i
T
c
X
10 . . .
0 2 4 6 8 10 12
Iteration number (n)
——Algorithm 3.1
O” ——Non-inertial Alg.
107 ¢ E

Figure 4.2: Example 4.4.4, Top Left: N = 10; Top Right: N = 50, Bottom Left: N = 100;

4 6 8 10
Iteration number (n)

Bottom Right: N = 200.

——Algorithm 3.1
——Non-inertial Alg.]]

1074
0 2 4 6 8 10 12
Iteration number (n)
——Algorithm 3.1
100 [ ——Non-inertial Alg.]]
N_
;;:
'« 10 2%
7
<
x
10
2 4 6 8

64

Iteration number (n)



CHAPTER b

Approximation of Common Solutions of Variational Inequality and
Fixed Point Problems of Multivalued Demicontractive Mappings in
Hilbert Spaces

5.1 Introduction

In this chapter, we study the common solutions of VIP and FPP of multivalued demicon-
tractive mappings in a real Hilbert space.

Let H be a real Hilbert space, C' a nonempty closed convex subset of H, A : H — H
a monotone and L—Lipschitz continuous, and f : H — H a contraction mapping. For
eachi=1,2,...,m,let S;: H— CB(H) be a multivalued demicontractive mapping with
constant k;. We consider the following problem: Find a unique element ¢ € I" such that

t=Prof(t), (5.1.1)

where I' = VI(C, A) N>, F(S;) # 0 is the solution set.

Furthermore, we propose a modified inertial viscosity subgradient extragradient algorithm
with self-adaptive step-size in which each of the two projections is made onto an half
space. Also, we prove that the sequence generated by our algorithm converges strongly
to a common solution of VIP and FPP of a finite family of multivalued demicontractive
mappings. We present an application and a numerical example to illustrate the efficacy
and applicability of the algorithm.

We organise the remaining sections of this chapter as follows: In Section 5.2, we recall
some basic definitions and give some lemmas that are useful in establishing our main
result. In Section 5.3, we prove some lemmas used to establish the strong convergence
of our proposed algorithm and thereafter we prove a strong convergence theorem for the
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algorithm. Lastly, in Section 5.4 we present an application and numerical example to
illustrate the advantage, performance and behaviour of our method.

5.2 Preliminaries

In this section, we recall some basic notions and useful lemmas that will be needed to
establish our main results in this chapter. Throughout this chapter, C' is a nonempty
closed convex subset of a real Hilbert space H. A point z* is said to be a weak cluster
point of sequence {,}, if there exists a subsequence {z,,, } of {z,,} which converges weakly
to x*. We denote the set of all weak cluster point of sequence {z,} by wy(x,).

Definition 5.2.1. Let C' be a nonempty closed convex subset of a real Hilbert space H.
The normal cone to C at x € C' is defined as:

Ne(z)={ve H: (v,y—xz) <0,Vy € C}.

Definition 5.2.2. Let D be a nonempty subset of H. D is said to be proximal if there
exists y € D such that
|z —yll = d(z, D), =€ H.

Definition 5.2.3. Let CC(H), CB(H) and P(H) be the family of nonempty closed convex
subset of H, nonempty closed bounded subsets of H and nonempty proximal bounded
subsets of H respectively. The Hausdorff metric on C'B(H) is defined as follows:

H(A, B) := max{supd(z, B),supd(y, A)}, VA,Be CB(H).
yeB

TEA

Let S : H — 2% be a multivalued mapping. An element x € H is said to be a fixed
point of S if x € Sx. We say that S satisfies the endpoint condition if Sp = {p}, for all
p € F(S). For multivalued mappings S; : H — 27 (i € N) with N2, F(S;) # 0, we say S;
satisfies the common endpoint condition if S;(p) = {p} for all i € N, p € N2, F(S;).

Definition 5.2.4. Let S : H — CB(H) be a multivalued mapping. S is said to be

(i) nonexpansive if
H(Sz,5y) < [lx —yll, Vu,yeH,

(i) quasi-nonexpansive if F(S) # () such that

H(Sz,Sp) < ||z —pll, Vre H peF(5S),

(iii) a—demicontractive if F(S) # @ such that

H(Sz,Sp)? < ||z —p|? + ad(z, Sz)?, Yz e H,pe F(S), aecl0,1).
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Clearly, the class of demicontractive mappings includes the class of nonexpansive and
quasi-nonexpansive mappings.

Let S: H — P(H) be a multivalued mapping. The best approximation operator for S
denoted by Ps(x) is defined as

Py(z) :={y € Sz : ||x — y|| = d(z, Sz)}.

It is easy to prove that F'(S) = F(Ps), where Ps satisfies the endpoint condition. An ex-
ample of best approximation operator Ps which is nonexpansive, where .S is not necessarily
a nonexpansive mapping, was given by Song and Cho [92].

Let S: H — CB(H) be a multivalued mapping. The multivalued mapping I — S is said
to be demiclosed at zero if for any sequence {x,} C H which converges weakly to p and
the sequence {||z,, — u,||} converges strongly to 0, where u,, € Sx,, then p € F(5).

Lemma 5.2.1. [2, 60] Let H be a real Hilbert space, A € R, then Vx,y € H, we have

(i) Nl +yll* = ll=II* + 2{z, y) + [lyl1*;
(i) Nl = yl* = llzl* = 2(z, y) + lyl*;
(iii) lo +ylI* < lz]* + 2{y, = + y);
(iv) Az + (1= Nyll* = All=l* + (1= Mlgl* = A1 = Nz —y*.

Lemma 5.2.2. [100] Suppose {a,} and {b,} are sequences of nonnegative real numbers,
such that
Ap41 S (1 - an>an + anbn7 vn Z 07

and the following conditions are satisfied:

(i) {an} C (0,1) and "7 o, = 00;

(i) limsup,,_,., b, < 0.

Then lim,,_yoo @, = 0.

Lemma 5.2.3. [70] Let B: H — H be a monotone and L-Lischiptz continuous mapping
on a nonempty closed convex subset C, let {x,} be a sequence in H, and S = Po(I — pA).
If x,, = q and z,, — Sz, — 0. then ¢ € VI(C, A) = F(S).

Lemma 5.2.4. [01] Let v; € H, (1 <i<m),> ", o; =1, where {o;} C (0,1). Then

m m m
I il =) aillzll® = Y asyllzs —ayl.
i=1 i=1 i=j=1,ij

Lemma 5.2.5. [70] Let C' be a nonempty closed convex subset of a real Hilbert space H.
Let z € C and x € H. Then

(i) z = Pex if and only if (x — 2,z —y) >0, ¥V y € C;
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(it) |Pex —y|* < [lz — y|* — ||z = Pex|?, ¥V y€C;
(iii) ||Pox — Peyl|* < (Pex — Poy,z —y) V y e C.

Lemma 5.2.6. [71] Let {a,} be a sequence of real numbers. Let {a,,} be a subsequence
of {an} such that a,, < an,4+1, Vi € N. Let {my} be an integer defined by

my =max{j <k:a; <aji}. (5.2.1)
Then {my} is a nondecreasing sequence, where lim, ., m, = 0o and ¥ k € N, we have

Lemma 5.2.7. [107] Suppose T : H — H is [-demicontractive, p € (0,1 — 3) and
T, = (1 —p)I + uT, then for all v € H, we have:

(i) F(T) is a nonempty closed convexr subset of H;

(ii) F(T) = F(T,);
(itd) Ty — 2|2 < o — 2[12 = L(1 = B — I(I — T )|, ¥z € F(T).

5.3 Main result

In this section, we prove the strong convergence theorem for the sequence generated by
our algorithm. Let H be a real Hilbert space, C' a nonempty closed convex subset of H
and A : H — H a monotone and L—Lipschitz continuous. For each i = 1,2,...,m, let
S; : H— CB(H) be a multivalued demicontractive mapping with constant k; such that
I — S; is demiclosed at zero, S;(p) = {p} for all p € N, F(S5;), and k = max{k;}. We
denote our solution set by I' = VI(C, A) N2, F(S;) # 0. Assume f: H — H is a p—
contraction mapping with p € (0,1). Let {3,,} be sequence of nonnegative real numbers
such that {3,;} C (0,1) and > ", B.; = 1. The following conditions are needed to
obtain our result:

Condition A :

Al) liminf, oo(Bno — k)Bni >0, V i=1,2,--- m

(A1)

(A2) Ay >0, € (0,1),{an} € (0,1),lim; oo, = 0 and Y2 j v, = 00.
(A3) Let 6 > 3 and {¢,} be a nonnegative sequence such that 0 < d < e,.
(A4)

A4

- L _ 1 _ 1
€n = 0y, i.e. lim, o 2=0 (for example a, = —5,€6, = (n+—1)2)

Condition B :

(B1) Let C be defined by
C={x € H:h(x) <0},

where h : H — R is a bounded convex and subdifferentiable function. In addition,
h is bounded on bounded sets.
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(B2) For any x € H, there exists at least one subgradient £ € dh(x) which can be calcu-
lated, where

Oh(z) ={z€ H:h(u) > h(x)+{(u—2z,2), V ue H}.

Our algorithm is presented as follows:

Algorithm 5.3.1.
Step 0: Select xg,x1 € H, Ay > 0, € (0,1) and set n = 1. ) )
Step 1: Given the (n — 1)th and nth iterates, choose 6, such that 0 < 6,, < 6,, with 0,

defined by
. n—1 €n :
b — mm{ nt0—1 T[on—an_ 1||} if 2, 7 s (5.3.1)
ni;il otherwise.

Step 2 : Compute
Wy = Tp + Op (T — Tpq).

Step 3 : Compute
Yn = PCn(wn - )\nAwn)7

where

Cp ={w € H : h(wy,) + (&, w — w,) <0},

and &, € oh(w,). If y, = w,, then set w,, = z, and go to Step 5, otherwise go to
Step 4.

Step 4 : Compute
Zn = PTn (wn - )\nAyn>7

where
T, = {w € H: (w, — \jAw, — Y, w — yp) < O}.
Step 5 : Compute

ey = min{gi5tiy Auky i Awn — Ay #0 (5.3.2)
An, otherwise.

Step 6 : Compute
{Un = Bn,Ozn + Zgl Bn,iun,ia

Tpt+1 = O‘nf(mn) + (1 - OZn)"Un,

where u,; € S;z,. Set n:=n + 1 and go to Step 1.

Remark 5.3.2. From (5.3.1) and (A4), we have lim,,_, 0,|®, — 2,—1|| = 0 and
lim,, 00 z—szn — 1] = 0.
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Remark 5.3.3. Observe that the sequence {\,} generated by (5.3.2) is monotonically non-
decreasing and (see [113])

lim A, = A > min{)\l, %}

n—oo

Lemma 5.3.4. Assume w, =y, = x, and x, — x*, then we have x* € VI(C, A).

Proof. 1f w,, =y, = z, and x,, — z*, then we have z, = Po(x, — \,Ax,). We need to
show that z, € C. From the definition of (), in the Algorithm, we have
h(xn) + <£n7$n - $n> S 07
which implies that h(z,) < 0. Thus z, € C. By Lemma 5.2.5(i), we have
(xn — MAT, — 2, —y) >0, V yeC.
Thus we have
MlAz,,y —x,) >0, V yeC. (5.3.3)

By taking the limit in (5.3.3), using the fact that A is monotone and A\, — A, then we
have

(Az*y—2*) >0, V yeC.
Thus 2* € VI(C, A). O
Lemma 5.3.5. Let {x,} be a sequence generated by Algorithm 5.5.1, then {x,} is bounded.

Proof. Let t € T', then we have
”wn - tH = “'rn + Hn(xn - xn—l) - t”
< lzn = tll + bnllzn — zpl

On
<l =l + an == llen — 2ol (5.3.4)

n
From Remark 5.3.2, it is known that lim,_,. Z—"Hxn — Zp_1]| = 0, then there exists a
constant M; > 0 such that £ ||z, — x,_|| < My, for all n > 1. Thus from (5.3.4), we have

Jwn — || < [lzn — ¢ + an M. (5.3.5)

Also,
20 =t = | Pr, (wn — XoAyn) — ]|

< |[[(wn — AnAyy,) — t”2 — [(wn = A\ Ay,) — Zn||2

< Jwn = t1* = 2X 0 (wn — An Ay — £, Ayn) — [[wn — 20|

+ 20 (W, — N AYn — 20, AYn)

= [lw, — t||2 + 220 (t = 2, Ayp) — Wi — zn||2

= ||wn — t||* + 20 (t — Y, Ayn — At) + 20, (t — Y, At) + 20 (Yn — 20, AYp)

— Jlwn — ZnH2

< fJw, — tH2 + 200 (Yn — 20y Ayn) — [Jwn — Zn||2

= [lw, — tHZ + 2X0(Yn — 20, AYn) — [Jwn — ynH2 = 2(Wn = Yy Yn — 2n) — lYn — ZnH2

= ||w, — t||2 — |Jwy, — yn||2 — ||y — Zn”2 + 2(wWn, — A\ AYn = Yns Zn — Yn)-
(5.3.6)
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By applying Cauchy-Schwartz inequality and from the definition of A\,,1; and 7},, we obtain

- >\ Awn Yn,s Zn — yn) + <>‘nAwn - )\nAyna Zn — yn>

)\n<Awn — AYn, Zn — Yn)

<
An
Slu/\ Hw”_yn”H’ZTl_ynH
n+1
An
<p (lwn = yall® + 120 = yall?)- (5.3.7)
2>‘n—|—1

From (5.3.6) and (5.3.7), we get

An
120 = tI1* < flwn = ¢1* = [Jwn = yall* = g — 2l + 12 (Hwn Yall® + 20 = yall®)

At
= =t = (1= Yl = 2~ (1 —uj Nl = 2
= =t = (1= 5 ) Ol = sl + = 1), (5.35)
Indeed,
Tim (1 _ ”AiL) —1—p>0. (5.3.9)

Thus, there exists ng > 0 such that for all n > ngy, we have 1 —
(5.3.8) we have

20 — t|* < |Jwn —t|)?, (5.3.10)

which implies that
20 = t]| < [wn —t]. (5.3.11)

Also, by applying Lemma 5.2.4, we have

2
fow — £ = ]

m
677,,0271 + Z 6n,z’un,z’ —1
i=1

S BTL,OHZH - tH2 + Zﬁn,zHun,z - t||2 - Zﬁn,(]ﬁn,i”zn - un,i||2
_BnOHZn_tH2+ZBn1 unuSt ZﬁnOan‘zn unzH2

</6n0||zn_t||2+26nz SZn,St ZﬁnOan'Zn unz||2

=1

<6n0||zn t||2+267”(||2n—t||2+k3d(zn,82n > Zﬁn[)ﬂnz”zn unz||2

=1

m m
S ﬁn,OHZn - tHQ + Zﬁn,z”zn - t||2 + Zﬁn,zknzn - un,i||2 - Zﬁn,Oﬁn,inn - un,i||2
=1 =1 =1
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m

= llza = tI? = > (Buo — &)Busillzn — unill. (5.3.12)

i=1
Thus, by condition (A1), we have
lon — 1> < |20 — tI?, (5.3.13)
which implies that
lon =t < |lzn — |- (5.3.14)
From (5.3.14), (5.3.11) and (5.3.5), we have for all n > ny

[ 201 =t = [lonf(2n) + (1 — an)vn — ]|
= [lan(f(zn) =) + (1 — an) (v — 1)
< o[ f(zn) =t + (1 = an)lJon — 1]
< anllf(zn) = FON + anll f(E) = ] + (1 = an)l[vn — ]
< anpllan =t + anll () = ] + (1 — an)llzn — ]

< cnpllen — t] + anll F(E) = £ + (1 an>(||xn 4 +anM1)

= anpllzn — bl +anllf(t) =t + (1 — an)llzn — ]| + an(l — on) My
< ampllan =t +anll f(8) =t + (1 — an)llzn =t + andh;
§ [1 - an<1 - P)] ”xn - tH + O‘n”f(t) - tH + Oéan

= [1—Oén(1—p)]||xn—t||+an(1—p){|’f(t)_t” i M, ]

1—p 1—p
I ECET I
T1l—p 1—p

< max{”a:n

t)—t M
< nax{ o, — o, IO B,

1—p

Thus, the sequence {x,} is bounded, then it follows that {w,}, {y,} and {z,} are bounded.
[

Theorem 5.3.6. Let H be a real Hilbert space, C' a nonempty closed convex subset of H
and A : C — H a monotone and L— Lipschitz continuous mapping. Then the sequence
{z,} generated by Algorithm 5.5.1 converges strongly tot € I', where t = Pr o f(t).

Remark 5.3.7. By Lemma 5.2.7(i), we know that N, F'(S;) is a closed convex subset and
VI(C,A) is also a closed convex subset. It follows that the solution set I is a closed convex
subset. Hence Pro f : H — H is a contraction mapping. Thus by Banach contraction
principle, there exists a unique element ¢t € H such that t = Pr o f(t) and

(f(t)y—t,z—1t) <0, VzeTl.
We divide the proof of Theorem 5.3.6 into the following lemmas:
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Lemma 5.3.8. Let {x,} be a sequence generated by Algorithm 5.3.1, then the following
inequality holds:

An A
u—amQ—u Y = ol (1= ) (1= 2 Y =
An+1 /\n—‘,—l
1 — Oy Z 5110 - 6nz’|zn un,i“2
=1

< HIH - tHZ ||xn+1 - t” + O5n~]\43
Proof. From (5.3.5), we have
2
i — 2 < (lza — ¢ + @, b1)
= ||zn — t]|* + an (2M ||z, — t]| + @, M7)
< ||z — t||* + an My, for some My > 0. (5.3.15)
By using (5.3.8), (5.3.12), (5.3.15) and Lemma 5.2.1(iv), we obtain

21—t = llanf (@n) + (1 = ap)v, — ]
= [Jan(f(zn) — 1) + (1 — an) (v — t)||2
= gl f(@n) =t + (1 = an)llvn = tI* — an(l — )| f(zn) — val]?
< ap | fl@,) —t)* 4+ (1 — an)|lvn — ¢

s%wum4W+uﬂm0m—m%§]mrmmw%—%w)

i=1

S@Nﬂ%%%W+O—aw“wrﬂF—O—
R un,l-uz}

i=1

An
=l ) = e+ (1= @)l =P = (= ) (1= i Y =

An
5l = sl + = )
n+1

/\ m
_<1 )(1_M)\ )Hyn ZnH2 1_an Z ﬁnO_ ﬁnz|2n un,iH2

=1

An
< anll ) = e+ = e = (1= ) (1= o522 Yl ol

)\ m
_<1 )(1_H)\ )Hyn ZnH2 1_an Z 6n0_ an”zn un,i||2-
=1

This implies that

A An
(1= ) (1= s Y = P+ 0= ) (1= 52 Yl =l
n+1 n+1

m

+ (1 - an) Z(Bn,O - k)ﬁn,z“'zn - un,i||2

=1
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< lwn = P = s =t + ]| f(2n) — 2]

<l =t = Nznsr =t + cn(([ f(2n) — > + Mo)

< wn = t|? = || Tner — t)|* + ands, (5.3.16)
for some M5 > 0. O

Lemma 5.3.9. Let {z,} be a sequence generated by Algorithm 5.5.1, then the following
inequality holds ¥Yn > nyg :

2 3M 0,
[Zn 1=t < (1=(1=p)awn) |z, —t|*+(1—=p)ov, Tp<f(t)_t’$”+1_t>+1Tp'a_n“$”_x”_1H -
Proof. By Lemma 5.2.1(i), we have that
[[wn, — tH2 = ||y + Op(zn — n1) — tHZ
= |lzn — tHQ + 20, (Tn — 1, Ty — Tno1) + 037,”:6” - xn—1||2
< @y — t]|? + 20, || 20 — tl|||7n — 2p1|l + 02|20 — 20| (5.3.17)

From (5.3.13), (5.3.10), (5.3.17) and Lemma 5.2.1(iii), we have

lznsr = t* = llewn f(zn) + (1 = an)v, — ¢
= llon(f(a) = F(£) + (1 = an)(va — t) + e (f(t) = )]”
< e (f(2n) — f(1) + (1 — o) (vs — t)||2 + 200 (f(t) — s wpy1 — )
< ol f(za) = FOIP + (1 = an)llvn = t)* + 200 (f(t) = t, 2011 — 1)
< anp?llzn — P + (1 = an)llvn — t1* + 200 (f(t) = t, 2011 — 1)
< anpllzn — t* + (1 = an)llvn =t + 200 (f () = t, 2011 = 1)
< anpllzn — t* + (1 = an)llwn = tl* + 200 (f(t) = t, 2041 — 1)
< anpllr, — t”2 + (1 = an) ||z, — LLH2 + (1 = an)20, |z, — t||lzn — 2n ]
+ (1= an)0llon — 2 |* + 200 (f(t) = t, 2000 — 1)
< (1= 1= pan) 20 =t + 20n[lzn — tllllzn — zaoill + 03|20 — 20|
+ 200 (f(t) = t, 2ps1 — 1)

= (1= (1= P e =t + (1= o= (1) = 0001 =

+ Onll2n — @01l (QHIH =t + Opllzn — xn—IH)

< (1= (1= ) e =t + (1= P 7= () = .00 =

+3M6, ||z, — zp_1||
< (1 - (1 - p)an)Hxn - t||2

p 3M 6,
where M := sup,en{||zn — t|], 0|20 — Tpna||} >0, Vn > n,. O

Lemma 5.3.10. The sequence {||z, — t||*} converges to zero.

74



Proof. Case 1: There exists N € N such that |z,.1 — t|]* < ||z, — t]|?, Vn > N. This

implies that

lim,, o0 ||, — t||? exists. Then from (5.3.9), (5.3.16) and by conditions (A1) and (A2), we

have
lim ||w, — .| =0,
n—od
lim ||y, — 2|l =0,
n—oo
and
lim ||z, — Ul =0 Vi=1,2,...,m.
n—oo

It then follows from (5.3.19) and (5.3.20) that
lim ||w, — z,|| = 0.
n—oo

Furthermore,

|vn — 20|l =

m
Bn,OZn + Z Bn,iun,i — Zn
i=1

m
S Bn,OHZn - Zn” + Zﬁn,z”un,z - Zn” — 0.

=1

This implies that
lim (v, — z,]| = 0.
n—oo

Also, from Remark 5.3.2

|wn — wnl| = |20 + O (0 — Tp1) — 24|
= Op||xn — 21| = 0,

which implies that
|wn — x,]| — 0, as n — oo.

From (5.3.19) and (5.3.24), we obtain
20 = ynll < lln = wall + llwn = ynll = 0.

Hence, we have
|€n — ynll = 0, as n — co.

Also, from (5.3.20) and (5.3.25), we have
120 = znll < 20 = ynll + lyn — zall = 0.

Hence,
|zn — xn|| = 0, as n — oo.

Moreover, from (5.3.23) and (5.3.26), we have

|vn — 20| < |Jvn — 2all + |20 — || = 0.
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Thus,
lim ||v, — 2, = 0. (5.3.27)
n—o0

Next, we need to show that lim, o ||2n11 — 25| = 0. By (5.3.27), we obtain
|41 — znl| = llanf () + (1 — an)vn — 20|

S an”f(mn) - xn” + (1 - Oén)””n - xn”
< anllf(wn) = 2ol + |lvn — 24l =0,

which implies that
lim ||zpe1 — xa]] = 0. (5.3.28)
n—oo

It is known that the sequence {x,} is bounded. Hence, there exists a subsequence {z,,}
which converges weakly to z € H such that

limsup(f(t) —t,z, —t) = lim (f(t) —t, 2, —t) = (f(t) —t, 2 —1). (5.3.29)

n—o0 Jj—o0

Since lim, 00 Ay = A, [Jw, — || — 0, and |Jw, — yu|| — 0, then by Lemma 5.2.3, we
obtain z € VI(C, A). Also z,, — z by (5.3.26), then by the demiclosedness of I — S and
(5.3.21), we have that z € F(S;), Vi=1,2,m, which implies that z € NI*, F'(S;). Hence,
it follows that z € I'. Furthermore, by Remark 5.3.7, we have for all z € T,

limsup(f(t) —t, 2, —t) = lim (f(t) = t,2n, — 1) = (f(t) =1,z — 1) <O. (5.3.30)

n—o00 J—o0

Hence by (5.3.28), (5.3.29) and (5.3.30), we obtain
limsup(f(t) — t, 2,41 — t) < limsup(f(t) — t, 241 — x,) + limsup(f(¢t) — t,x, — t)
o = <j7’1(—t>;o— t,z—t) <O0. o (5.3.31)
By (5.3.18), (5.3.31) and Lemma 5.2.2, we get z,, — t.

Case 2: There exists a subsequence {||z,, — t||*} of {||z, — t||*} such that ||z, —t|* <
|2, +1 — t||*, V4 € N. We have in this case by Lemma 5.2.6, there exists a nondecreasing
sequence {my} and limy_,,, my = oo such that

e = H* < @ — 7, ok =t < llzm, — ). (5.3.32)

From (5.3.16), we have

An An
<1—amk>(1 5o Y, = 4 (1= ) (1= 155 Y i, = P

m
— @) Y (B0 = F)BuillZmy, = gl < Nmy, = £17 = @1 =t + v, M
=1

S OémkMg.
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From lim,,_, o, = 0 and (5.3.9),we have

k—o0
klglc}o ||ka - umkﬂ” =0,
and
lim Hymk - ka” = 0.
k—o0

Following similar argument as in Case 1, we have that ||z,,, — Ym,| — 0, as k — oo and

lim sup(f(t) — t, xpm, 41 —t) < 0. (5.3.33)

k—o0

From (5.3.18), we have for all k > ng

e = H* < (1= (1= p)ovm, ) [ @m, — I

2 3M 6,
0= D | 20 = bt = 6 T, =
(5.3.34)
Then, it follows from (5.3.32) and (5.3.34) that
s — 2 < (1= (1= ) mesr — ]
2 3M 6
+ (1 —p)am [—(f(t) — b Tyr1 — 1)+ —— ||, — T 1]\]
(5.3.35)
Thus from (5.3.35), we obtain
2 3M O,
[ €41 — H]]? < 1Tp(f(t) — 1 Ty — ) + Tp'&mi |Zmy — Tomy—1]]-
Hence, by Remark 5.3.2 and (5.3.33), we obtain
lim sup ||, +1 — t]| < 0. (5.3.36)
k—o0
By (5.3.32) and (5.3.36), we have
limsup ||z, — t|| <0, (5.3.37)
k—o0
which implies that x;, — t. Hence, the proof is complete. O]

By the properties of the best approximation operator, we obtain the following consequent
result.

Corollary 5.3.11. Let H be a real Hilbert space, C' a nonempty closed convex sub-
set of H and A : C — H a monotone and L— Lipschitz continuous mapping. For
each i = 1,2,...,m, let S; : H — P(H) be a multivalued mapping such that Ps, is
k;—demicontractive with k = max{k;} and suppose I — Ps, is demiclosed at zero. Let
Q =VIC,A NN, F(Ps,) # 0 be the solution set. Assume f : H — H is a p—
contraction mapping such that p € (0,1). Let {x,} be a sequence generated as follows:
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Algorithm 5.3.12.

Step 0: Select xg, 21 € H, A1 >0, € (0,1) and set n = 1. .
Step 1: Given the (n — 1)th and nth iterates, choose 6, such that 0 < 6,, < 0, with 0,
defined by

: n—1 €n :
én _ min {n+071’ Hxnf:ﬂn—ﬂl} Rt (5.3.38)
nigil otherwise.

Step 2 : Compute
Wy = Tp + Op (0 — Tpq).

Step 3 : Compute

where

Cn ={w € H : h(wy,) + (&, w — w,) <0},
n)-

and &, € 0h(w
Step 4.

If y,, = w,, then set w,, = z, and go to Step 5, otherwise go to

Step 4 : Compute
Zn = PTn (wn - )\nAyn>7

where
T, = {w € H: (w, — \jAw, — Y, w — yp) < 0}.
Step 5 : Compute

: llwn—yn|l :
N {mln{m,/\n}, if Aw, — Ay, #0
n+1 —

Ans otherwise.

(5.3.39)

Step 6 : Compute
{Un = ﬁn,Ozn + Z:il Bn,iun,ia

Tp4+1 = Oénf(fl:n) + (1 - an)vn7

where u,; € Ps.(2,). Set n:=n+ 1 and go to Step 1.

Let {3, } be sequence of nonnegative real numbers such that {3, ;} C (0,1) and > " Bn; =
1. Suppose Condition A and Condition B are satisfied. Then the sequence {z,} generated
by Algorithm 5.3.12 converges strongly to ¢ € ), where t = P o f(t).

Proof. Since Pg, satisfies the common endpoint condition and F(S;) = F(Ps,) for each
1=1,2,...,m, then the result follows from Theorem 5.3.6.

]
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5.4 Application and numerical example

5.4.1 Convex minimization problem

In this section, we apply our result to solve Convex Minimisation Problem (CMP). Let C'
be a nonempty closed convex subset of a real Hilbert space H. The constrained CMP is
defined as follows:
Find 2" € C,such that ¢(z*) = Iniél o(x), (5.4.1)
fAS
where ¢ is a real-valued convex function. The solution set of the Problem (5.4.1) is
denoted by arg min,cc ¢(z). For details on CMP and related optimization problems, see

{7 r ’ ? ]

Lemma 5.4.1. [105] Let C' be a nonempty closed convex subset of a real Hilbert space H
and ¢ : H — R be a convex function. If ¢ is differentiable, then z is a solution of the
Problem (5.4.1) if and only if z € VI(C, V).

By applying Theorem 5.3.6 and Lemma 5.4.1, we obtain the following result.

Theorem 5.4.2. Let H be a real Hilbert space and ¢ : H — R be a differentiable convex
function. Suppose V¢ is a—ism. Let {x,} be a sequence generated by the Algorithm defined
as follows:

Algorithm 5.4.3.
Step 0: Select zg,x1 € H, \g > 0 and set n = 1. ) )
Step 1: Given the (n — 1)th and nth iterates, choose 6, such that 0 < 6,, < 6, with 0,

defined by
: n—1 €n ;
g, — Jmin N B (5.4.2)
n’}r;il otherwise.

Step 2 : Compute
Wy = Ty + Op (T — Tp1).

Step 3 : Compute
Yn = PCn (wn - )\nvqbwn)a

where

C, = {w € H:hw,)+ (&, w —wy,) < 0},

and &, € 0h(w,,). If y,, = w,, then set w,, = z, and go to Step 5, otherwise go to
Step 4.

Step 4 : Compute
Zn = PTn (wn - /\nv¢yn)7

where

T, = {w € H: (w, — \Vow, — Y, w — yp) < 0}.
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Step 5 : Compute

1| wn—yn || .
At = {mm{ ow iy Mt i Vown — Voy, #0

, (5.4.3)
A, otherwise.

Step 6 : Compute
{Un = Bn,OZn + Z:il ﬁn,iun,ia

Tpa1 = anf(zn) + (1 — ap)vp,

where u,,; € S;z, and > B,; =1. Set n:=n+1 and go to Step 1.

If Conditions A and B are satisfied, then the sequence {z,} generated by Algorithm 5.4.3
converges strongly to Z € I' = arg min,ec ¢(x) N(io, FI(S;) # 0, where T = Pr o f(Z).

Proof. By setting A = V¢ in Theorem 5.3.6 and applying Lemma 5.4.1, we obtain the
desired result. ]

5.4.2 Numerical example

In this section, we present a numerical example to illustrate our method.

Example 5.4.4. Let H = (3(R), where (5(R) = {z = (x1,29,...,2p,...),2; € R :
oo lmi)? < oo}zl = i,y 12;]2)2 V x € l5(R). Let A: H — H be mapping defined
by Az = 3z for every x € H, C:= {x € H : ||z||s < 4} and h(x) = ||z||*. Tt is well known

that
4z .
Pe(z) = { Tl if [lzl2 > 4,
z o if zfly <4
Let S; : lo(R) — £5(R) be defined for i = 1,2,---,10 by

= {— (1—1-2) o}

It is easy to check that S; is “E-demicontractive. Obv1ously, ['=VI(C, A)Nen F(S) =

{0}, for i = 1,2,---,10. Let fle) = §,an = 7,60 = (n+1)2,9 =3,p =06\ =
0.9, Bno = 2n+1 and ﬁm = #—;}‘rl)’

1=1,2,---,10. We consider the following three different cases as starting points:

Case I: x0:(3,—%,%,~-~)andx1 (2,2, 2%,--),

55
Case II: 7y = (-3, 1, —%, ) and z; = (—1’ 1 —L ),
CaSGIH::L’O:(Ql )andx1:(31i7

Case IV: o = (1 1 and 7, = (—%, 11_57 _4_157 ).

Using MATLAB R2019(b), we compare the performance of Algorithm 5.3.1 with non-
inertial form of Algorithms 5.3.1 and Algorithm 1.2.1. The stopping criterion used for our
computation is |, — Xule < 107 6. 'We plot the graphs of errors against the number of
iterations in each case. The figures and numerical results are shown in Figure 5.1 and
Table 5.1, respectively.

(V]
—oo|—
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Table 5.1: Numerical results.

Alg. 5.3.1 Non- Alg. 1.2.1
inertial Thong
Case la CPU time | 0.3464 0.1038 0.0160
(sec)
No of Iter. 14 14 14
Case Ib CPU time | 0.1204 0.0834 0.1056
(sec)
No. of Iter. 14 14 14
Case Ic CPU time | 0.0747 0.0078 0.0172
(sec)
No of Iter. 15 15 14
Case Id CPU time | 0.0138 0.0017 0.0024
(sec)
No of Iter. 13 13 13
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CHAPTER 6

Conclusion, Contribution to Knowledge and Future Research

6.1 Conclusion

In this dissertation, we proposed and studied iterative schemes for approximating common
solutions of SFP, MIP and FPP in p-uniformly convex Banach spaces which are also
uniformly smooth. We also proposed and studied iterative schemes for approximating
common solutions of MIP, FPP and VIP in real Hilbert spaces. In Chapter 3, we proved
a strong convergence theorem for approximating common solutions of SFP, MIP and FPP
for the class of Bregman weak relatively nonexpansive mapping in p-uniformly convex
Banach spaces which are also uniformly smooth without prior knowledge of the norm of the
bounded linear operator. We gave some numerical examples to illustrate the performance
of our method as well as compared it with some related methods in the literature. In
Chapter 4, we established strong convergence of the sequence generated by our proposed
algorithm for approximating common solutions of MIP and FPP of a finite family of single-
valued demimetric mappings in a real Hilbert space. Our Algorithm is proposed in such a
way that it does not require Lipschitz constant of the associated mapping. Furthermore,
we applied our result to solve SFP and gave some numerical examples to illustrate the
performance of our method as well as comparing it with the non-inertial version and some
related methods in the literature. In Chapter 5, we obtained a strong convergence theorem
for approximating common solutions of VIP and FPP of a finite family of multivalued
demicontractive mappings in a real Hilbert space without prior knowledge of the Lipschitz
constant of the associated monotone operator. We gave an application and a numerical
example to illustrate our algorithm.
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6.2 Contribution to knowledge

(1) Our iterative scheme (3.3.1) generalises and extends some recent results in the litera-
ture. For instance, the results obtained in [1] and [91] are extended to approximation
of common solutions of SFP, MIP and FPP of Bregman weak relatively nonexpansive
mapping in Banach spaces.

(2) In [103], the authors established a strong convergence theorem for solving MIP, while
in Chapter 4 of this dissertation, we stated and proved strong convergence theorem
for approximating solution of MIP and common fixed point of a finite family of
demimetric mappings. Thus, we can deduce from this that our result in Chapter 4
improves and extends the results obtained in [103].

(3) Thong and Hieu [106] proposed some extragradient viscosity-type iterative algo-
rithms for approximating a common solution of VIP and a set of fixed points of
a demicontractive mapping. In Chapter 5, we introduced a modified inertial sub-
gradient extragradient algorithm with self-adaptive step-size for finding a common
solution of VIP and fixed points of a finite family of demicontractive mappings.
Moreover, we obtained a strong convergence result which extends the results of
Thong and Hieu [106].

(4) Three research articles obtained from this dissertation have been submitted to ISI
and Scopus indexed mathematics journals for possible publication.

6.3 Future research

The problems considered and studied in this dissertation offer many opportunities for
future research. The geometric properties of Banach spaces play a key role in the results
obtained in Chapter 3. We hope in the future to investigate more on the geometric
properties of Banach spaces, so that we can extend the results in Chapter 4 and 5 to
Banach spaces. Part of our future research will also be to extend the results obtained in
this dissertation to more useful and important spaces, for example Hadamard spaces.
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