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                                   ABSTRACT 

 

Technology has evolved through the years and brought about innovations in 

telecommunication tools such as smartphones, widely used today for various reasons, like 

educational purposes. Similar to other mobile devices, smartphones are prone to online attacks, 

and their usage on a university network may lead to cyber-attacks on a university's information 

systems. Many universities utilise information systems such as mobile websites and mobile 

applications like Office Outlook email, Moodle and Turnitin. Therefore, ensuring adequate 

online security is fundamental to mitigate online threats, but such actions are disregarded by 

most students who are considered the security administrators of their smartphones. This study 

used a quantitative research method to assess smartphone users' security practices at the UKZN 

Westville Campus and its effects on the Institutional Information Systems.  The University of 

KwaZulu-Natal’s information systems includes a mobile website that enables students to 

access UKZN student central for academic and support services. The university also uses 

mobile applications such as MyUKZN, Turnitin and Moodle. The study gathered data via 

paper-based and online questionnaires from the University of KwaZulu-Natal students that own 

and use smartphones to connect to the internet via the university’s WIFI on campus. The 

findings of this study revealed that online threats might occur through students disregard for 

the university's online security guidelines.  Some students’ lack of online security knowledge 

was also discovered, making these individuals’ smartphones possible entry points for online 

attacks. Regardless of online security skill level, students demonstrated inconsistent security 

behaviour. The above mentioned inadequate security practices by students can result in the 

UKZN experiencing a data breach, financial loss, disruption of services, intellectual property 

theft, and much more damages. The findings further indicated that students that possess good 

security skills do not readily implement security measures because the process is assumed to 

be stressful.   

 

KEYWORDS: Smartphone, Online Security, Students, Behaviour, Threats, Protection 

Motivation Theory, and Information Systems 
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                                                                 CHAPTER 1  

    

                                                                 Introduction  

 

1.1 Overview 

Online security has become an essential element when using technology in the digital age. The 

increased adoption of digitalisation brings online vulnerabilities, increasing the cyber-criminals 

interest in technology users (Leukfeldt, 2017). With the continual advancement of technology, 

smartphones have become more diverse and serve numerous purposes, such as learning, 

communication, banking, and much more (Chauhan & Upamannyu, 2017). In recent years, the 

evolution of technology has led to smartphones and other mobile devices taking more 

preference in the classroom over laptops because of mobility and ease of access (Siew, Ng, 

Che-Hassan, Hassan, Mohammad-Nor, Ain, & Abdul-Malek, 2017). However, compromised 

smartphones connected to a university's network increase the likelihood of an institution-wide 

cyber-attack (Polyakov, 2017). In addition, the exposure of organisational information systems 

to online threats has been linked to smartphone users' security behaviours (Musarurwa, 

Flowerday, & Cilliers, 2018).  

 

With regards to online security, people are considered security administrators of their 

smartphones by using security measures and guidelines to protect their devices; and the right 

security actions are often taken for granted by people (Holicza & Kadena, 2018). Hence, 

individuals are commonly viewed as the weakest part of the security of an information system 

(Shouran, Priyambodo, & Ashari, 2019). Information security experts alike have concerns 

about how smartphone users surf the web and react to cyber threats (Van Bavel, Rodriguez 

Priego, Vila, & Briggs, 2019).  

 

The 5G technology also contributed to the online security problems of smartphones; due to the 

increased usage of the Internet of Things (IoT) connected to various smart devices which may 

not be secured (Jurcut, Niculcea, Ranaweera, & Le Khac, 2020). Incidentally, smartphones 

contain confidential information that needs to be protected (Gartner, 2019). A recent report by 

Accenture stated that South African smartphone users have become increasingly targeted by 

cybercriminals because many residing in the country are relatively inexperienced or not 

technically skilled to handle online threats (Accenture, 2020b).  
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With the viewpoint described above, the study is focused on the security practice of smartphone 

users and the effects on institutional information systems. The research was initially conducted 

physically using students at the University of KwaZulu-Natal and later switched to the online 

collection method due to Covid-19 protocols put in place by the university. The study 

concentrated on the online security practices of students to threats targeted at their 

smartphones. Following the prior mentioned problem, students need to know that their online 

security behaviour, when connected to the university’s wireless network, can expose the 

institution to online threats. Therefore, this study provides recommendations to assist the 

University of KwaZulu-Natal to reduce organisation-wide threats to the institution’s 

information systems.  

 

Chapter one discusses the background of the study. The chapter also explains the problem 

statement of the research. The three research questions aligned with the research objectives are 

subsequently discussed. Insight is then given on the rationale behind the research. The 

significance of the study to the university and students is likewise discussed. The structure for 

each chapter of the study is explained before the conclusion of this chapter.  

 

1.2 Background    

The industrial age’s progression to the age of technology has seen the development of 

numerous innovative technologies.  An example of such technology is the smartphone 

(Ballantyne, Wong, & Morgan, 2017). The range of functionality of smartphones, in recent 

years, has expanded to activities that were previously limited to desktop computers (Godwin-

Jones, 2017). South Africa gradually adopted mobile education by using quality digital tools 

to increase students access to educational resources and support within and outside the 

classroom (O’Hagan, 2017). However, the use of smartphones could cause online security risks 

due to frequent visits to safe and unsafe websites (Amro, 2018).  Despite online threats, several 

universities have adopted mobile applications for students to perform academic and support 

activities due to the adoption of smartphone usage on campuses (Atas & Celik., 2019). The 

MyUKZN application by the University of KwaZulu-Natal is an example of a mobile 

application that provides students with information and self-service capabilities (Mueni, 2019).   

 

Research has indicated that many smartphone applications are either not secure or risk-free of 

malware attacks (Ahvanooey, Li, Rabbani, & Rajput, 2017). Malware consists of two factors: 



3 
 

an infection vector and an infection payload. The infection vector is the technique utilised to 

distribute malicious applications. The second factor is the infection payload which is the 

content used to attack a person’s technological device (Van Niekerk & Maharaj, 2017). In the 

event of a successful hack on a student’s mobile device such as a smartphone, a data breach, 

information theft, among other damaging things, can occur to both students and the university 

(Singh, Wai-Chan, & Zulkefli, 2017). Smartphone owners’ security decisions on the device are 

personal and essential, although different mobile operating systems' complexities make 

universal security controls challenging to achieve (Weichbroth & Lysik, 2020).  

 

Good cybersecurity for smartphones often depends on the willingness of the user to avoid 

identified threats. The user’s response is based on how the individual perceives security threats 

and the coping mechanism used to tackle the threat (Dang-Pham & Pittayachawan, 2015). A 

behavioural disconnect also exists with how people treat their Personal Computers (PC) 

security compared to smartphones. More security measures are implemented on the PC with 

the belief that smartphones are less vulnerable than PCs (Kithome, 2017). However, a 

smartphone interface is small with little or no security indicators, making it hard to separate 

phishing websites. As a result, it is easier to access fraudulent messages or emails on a 

smartphone (David, Kadobayashi, & Fall, 2017).  

 

People often ignore security messages because of the perceived inconvenience of continuing 

with other smartphone activities (Alsaleh, Alomar, & Alarifi, 2017). As a consequence of 

human security actions, in 2018, some Iranian hackers illegally took information, such as; 

scientific research and dissertations, from 320 universities worldwide within five years. The 

hackers succeeded by sending malicious email links to the university communities, and victims 

accessed these links on various digital devices such as smartphones (Cohen, 2018). 

Kaspersky’s insight on phishing attacks also reported a surge in email fraud as a tool for 

malicious attacks in recent years (Kaspersky, 2019).  

 

Consequently, individuals' intent to conduct secure behaviour when using technology varies 

based on personal security awareness, knowledge and actions (Zwilling, Klien, Lesjak, 

Wiechetek, Çetin, & Basım, 2020). The responsibility of online security in South Africa does 

not fall only on students, as the university is equally responsible for protecting its information 

systems. The South African Protection of Personal Information Act (POPI Act) Section 19 
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subsection (1b) states that organisations must take the proper measures to prevent unlawful 

access to the personal information of people (Republic of South Africa, 2021). 

 

Considering the unpredictable behaviour of online security practices when threats are targeted 

at students’ smartphones, the researcher aimed to assess factors influencing students' online 

security behaviours. Furthermore, the study sought to determine the effects of security practices 

on the university’s information system. An additional evaluation was intended to discover if 

good online security skill is enough to protect students from becoming victims of online threats.  

 

1.3 Problem Statement  

Educational institutions set security guidelines for personal devices, including smartphones, 

because their use may lead to cyber-attacks on an institution's information systems (Dang-

Pham & Pittayachawan, 2015). Cyber threats are dominant, although organisations invest on 

information system security to cover vulnerabilities in hardware such as smartphones (Ogutcu, 

Testik, & Chouseinoglou, 2016). Online attacks may occur within universities, and without 

protective compliance, various security problems may occur, affecting the university and 

students alike. The purpose of online attacks varies from hacking for fun to dangerous criminal 

acts of stealing important information among other things (Cekerevac, Dvorak, Prigoda, & 

Cekerevac, 2018). The cost of the above-mentioned online security problems includes but is 

not limited to financial loss and data breach (Moallem, 2019). 

 

This study aimed to create awareness of online security issues, provide guidance and training 

for smartphone users to lessen the risks brought by unreliable security practices. The research 

is vital considering that most students using smartphones want to explore the internet with 

minor security restrictions over a university network, making universities prone to cyber-

attacks (Coleman & Purcell, 2015). For example, to access academic and support services, the 

University of KwaZulu-Natal students use mobile sites and applications such as UKZN student 

central, Office Outlook email, MyUKZN mobile application, etc (University of KwaZulu-

Natal, n.d). Previous research indicates that hackers can penetrate university information 

systems, such as using mailing platforms to send malicious emails to students while pretending 

to be university staff (Nurse, 2018). 
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1.4 Research Questions 

The research questions listed are extracted from the research problem of this study: 

1. What are the factors influencing the security practices of UKZN smartphone users to 

counter security threats?  

2. How are the security practices of UKZN smartphone users affecting the university's 

information systems?  

3. Does the possession of good security skills by students ensure taking the right security 

measures?   

 

1.5 Research Objectives   

1. To discover the factors that influence the security practices of smartphone users to 

counter security threats targeted at their smartphones.  

2. To assess how the security practices of UKZN smartphone users affects the university's 

information systems.  

3. To evaluate if the possession of good security skills by students ensures taking the right 

security measures.  

 

1.6 Research Rationale  

With the wide range of smartphone use, it is apparent that the ease of use enables people to 

utilise smartphones in numerous places such as university campuses. Past research suggests 

that many students use smartphones on campus to access academic services, social networking 

platforms, browse the web and access emails (Atas & Celik., 2019). Students, however, need 

to learn about security-related problems attached to the use of smartphones on campus. 

Similarly, students need to know the benefits of good security practices (Taha & Dahabiyeh, 

2021). Therefore, this study enables identifying security practices related to smartphone use 

that can influence cyber-attacks on university information systems.  

 

In 2015, the Republic of South Africa committed to the use of technology to leverage 

challenges in the education sector as part of the national development plan for 2030 (Republic 

of South Africa, 2015). Consequently, smartphone use in South African universities is not new, 

but most of the stakeholders believe that many students misuse technologies (Ngesi, Landa, 

Madikiza, Cekiso, Tshotsho, & Walters, 2018). The non-compliance to online security rules is 

linked to personal security traits (Weems, Ahmed, Richard IIII, Russell, & Neill, 2018). 
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Malware is used to exploit smartphones security issues by attaching itself to applications or 

files. Other malware exploits the weaknesses of the smartphone, for instance, the Global 

Positioning System (GPS), internet access, the gathering of information through multimedia 

messages, calls, and malicious applications (Kadir, Stakhanova, & Ghorbani, 2018).  

 

Consequently, this research outlines essential information for a university to ensure that 

students' data and university information systems are not exposed to online attacks. The 

University’s Information Communication Service department can utilise this research's 

recommendations to provide insights into reducing information systems compromises. The 

proposed solutions enable decision-makers to create suitable methods and guidelines to protect 

institutional information systems and student data. Equally, it enlightens smartphone users on 

campus on the types of online security threats empowered by personal security practices.   

 

1.7 Significance of the study  

In Africa, there is a development to combine physical and wireless learning infrastructure in 

universities, and it is called blended learning. To achieve blended learning, South Africa used 

wireless distribution for internet access to leverage technological devices like smartphones to 

enable students to gain online access (Mayisela, 2013). Smartphones offer a level of flexibility 

that a laptop may not provide in certain situations. For example, some students use their 

smartphones to complete assignments while commuting (Lieberman, 2019). Though 

smartphones offer a lot of functionalities, most people treat the security of Personal Computers 

different from smartphones (Koyuncu & Pusatli, 2019).  

 

A smartphone user's variation in security actions can lead to information and financial loss or 

data exposure of smartphone users and the institution. Many higher institutions devise different 

methods of handling online security, assuming that people will inevitably make mistakes. Some 

universities use measures such as monitoring online traffic in and out of the institution to 

identify harmful activities and isolate the problem to reduce overall risk (Deloitte, 2018). 

Hence, this research offers insight into the extent to which smartphone users’ security practices 

on university campuses can contribute to cyber-attacks on an institution's information systems 

and the possible consequences of such attacks.  
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Students also need to understand the advantages and disadvantages of using smartphones on 

campus to access the internet via the university’s wireless network. Knowing the previously 

mentioned issue allows students to cultivate better online security practices when using 

smartphones on campus. The research findings also intend to enable the university where the 

study was conducted to strengthen security guidelines and support services for student 

smartphone users who access the internet over the university's wireless network. If this study 

was not conducted, the university might continue to address cyber-security issues related to 

smartphone usage on a secondary level without tackling the actual security practices of 

smartphone users that can be costly to the institution.  

 

1.8 Structure of the study  

Chapter one discussed the background of the study and the problem statement. The research 

objectives which are aligned with the research questions are explained in detail. The rationale 

behind the research and its significance to the university are also discussed. Furthermore, the 

chapter describes the structure of the entire study.  

 

Chapter two examines existing literature on the issue of security practices of smartphone users. 

The chapter also assesses the implications of security practices on university information 

systems using the viewpoint of this study's three research questions. The chapter also explains 

the identification and selection of an appropriate theoretical framework to guide the assessment 

of existing literature.    

 

Chapter three explains the research methodology adopted to conduct the research. The research 

design employed in this study is described at the beginning. Furthermore, the sampling method 

and the sample size determined from the chosen population are discussed. The data collection 

instrument adopted, and the analytic method suited for the instrument are discussed in chapter 

three. Moreover, ethical considerations and procedures used to conduct the study are likewise 

explained. Finally, the study's data collection procedure and data control are described in the 

latter part of this chapter. 

 

Chapter four utilises the research methodology described in the previous chapter to analyse and 

interpret collected data. In this chapter, the research findings and interpretation are discussed. 
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The results include the descriptive analysis and inferences utilised to derive answers for the 

three research questions, as stated in chapter one.  

 

Chapter five concludes the research by summarising the findings of the study. The chapter 

presents the research limitations discovered. It further provides recommendations to solve the 

research problem. The chapter concludes with the highlighted areas for future research and the 

overall research conclusion. 

 

1.9 Conclusion  

Chapter one discussed the research background, introducing the research topic, the security 

practice of smartphone users and the effects on institutional information systems. The chapter 

also explained the research problem and the main research questions as well as the research 

objectives. In addition, the rationale of the research, the significance of the study, and the 

structure of the study were similarly discussed. Chapter two examines the six constructs from 

the selected theoretical framework for the research. The chapter then reviews relevant literature 

on the research topic. Chapter three highlights several theoretical frameworks considered for 

this research, and further discussed is the Protection Motivation Theory eventually chosen.  
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                                                                    CHAPTER 2       

                                                

                       Literature Review  

 

2.1 Introduction  

Chapter two discusses existing literature in line with the research objectives, highlighting the 

history of smartphones, the significance of smartphones in education, and the online security 

challenges universities face. The use of smartphones on campus is a relatively common culture 

for different purposes, such as communication and academic reasons (Mwambakulu & 

Chikumba, 2021). With the increasing use of smartphones on university campuses, this study 

focuses on the security behaviour of smartphone users and its effects on the university’s 

information systems.  

 

2.2 The evolution of smartphones 

The evolution of smartphones began with the first mobile phone, Motorola Dyna Tac, created 

in 1973. Although large, the phone had a similar shape to mobile phones of recent years, with 

calling and texting capabilities (Anh, 2016). The smartphone's predecessor is the Personal 

Digital Assistant (PDA). It was a pocket-sized computer with a touch screen and stylus utilised 

for input. It could also perform calculations, take notes and make schedules. Most PDA 

versions had no wireless network communication capability (Edwards, 2018). The 

developmental change in mobile technology led to the creation of multi-functional smartphones 

(Lewis & Zaheer, 2018).  

 

IBM created the pioneer smartphone known as Simon, and it was available for purchase in 

1994. The smartphone integrated both primary mobile functions, touch screen and Personal 

Digital Assistant, PDA features, such as calculator, email capability, and mobile applications 

(Smith, 2018). In addition, smartphones provide a more exclusive experience and allow 

individuals to use the internet at any time virtually (Nayak, 2018). Wireless data transmission 

was introduced in the late 90s to different devices such as smartphones. It was achieved using 

an electromagnetic method such as radio frequencies to create wireless communication 

between personal devices (Rajotiya, 2019). The advanced capabilities of smartphones are 

likewise derived from mobile processors, enabling various tasks to be conducted on a 

smartphone (Thirumoorthy, 2020).  
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Technological advancements introduced mobile applications on smartphones to offer more 

features for end-users to use on such devices. Thus, more applications can be downloaded from 

mobile platforms such as the Google Play Store or iOS Store (Baktha, 2017). Hence, 

smartphones in recent times are used in place of laptops, personal computers, television, and 

radio to get information, communicate, purchase items online, electronic banking, learning and 

other activities (Nayak, 2018). 

 

2.3 The Role of Smartphones in education  

The popularity of smartphones among youth is due to the device utilisation for various 

activities such as gaming, social media and email: the benefits have recently led more students 

to own these devices (Jason, 2017). Hence, South Africa has been engaging in projects 

facilitating the use of technology such as smartphone usage to enable tutoring, learning support 

beyond the classroom, access to more resources to improve learning in the country (O’Hagan, 

2017). Smartphones have created mobile learning, enabling virtual learning for students (Dias 

& Victor, 2017). It allows easy access to conduct various activities and is widely used by 

students to support academic activities (Chaputula & Mutula, 2018). A study by Atas & Celik 

(2019) also indicated that university students that use smartphones spend an average of four 

hours on their smartphones to access the internet.  

 

2.4 Data price and the use of smartphones on campus  

In South Africa, universities provide free Wi-Fi to students. Mobile devices connect to the 

internet over public Wi-Fi to access social sites, emailing, video watching or browsing 

(Research ICT Africa, 2016).  The internet availability and accessibility for students is part of 

the ICT innovation in education Africa to aid learning (Internet Society, 2017). The use of a 

free Wi-Fi network connection is convenient for people. However, it includes security and 

privacy risks because most public wireless networks are unencrypted, and the spread of 

malware is easy in such situations (Maimon, Becker, Patil, & Katz, 2017).  

 

The provision of free Wi-Fi is essential because the price of the internet data bundle is 

expensive in South Africa than in some other African countries such as Tunisia and Mauritius, 

making affordability and data use in the country difficult. South Africa ranked 111 out of 172 

for 1 gigabyte purchasing power (Research ICT Africa, 2020). Although the price of data in 
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South Africa is expensive, Statista reported that South Africa has a mobile internet penetration 

rate of 52.8% of the population, that is, 31.29 million people (Statista, 2021c).  

 

With costly data prices, using campus Wi-Fi is preferable for students and does not involve 

costs. Unfortunately, various mobile threats exist, such as physical, online, and application-

based threats (Nagarjun & Ahamad, 2018). In 2018 Deloitte reported that different universities 

utilise diverse approaches to secure online traffic; some used in-house Information Technology 

and IT expert while others employ security companies to monitor university security round the 

clock (Deloitte, 2018). Similarly, considering that university wireless networks experience 

network-related issues such as eavesdropping, institutions find ways to deal with networks and 

security procedures. Universities further use firewall software to monitor unusual activities on 

their network while protecting vital information (Losonczi, Vackova, & Necas, 2019). 

Therefore, training students on how phishing and information gathering works help to gauge 

threats. An example is examining the email header of a suspicious email and discarding emails 

from unknown or questionable sources (Salahdine & Kaabouch, 2019).  

 

2.5 The effects of using smartphones to access the internet on a university campus 

The subsequent discussions are relevant literature assessing numerous studies that have 

provided insight into the impact of using smartphones to access the internet over a university's 

network.   

 

2.5.1 Problem of Privacy  

Privacy has various definitions; however, it can be defined as the right of individuals to control 

which information about themselves can be revealed to other people (Lukacs, 2017). Cyber 

threats pose a problem to the online privacy of people (Toch, Bettini, Shmueli, Radaelli, Lanzi, 

Riboni, & Lepri, 2018). Individuals often state personal concerns for online privacy, but recent 

research indicates that people's careless online behaviour contradicts the identified security 

concerns (Barth, De Jong, Junger, Hartel, & Roppelt, 2019).  

 

The potential reasons for the failure of individuals to protect themselves online could be due to 

lack of knowledge regarding privacy exposure consequences, cost-benefit analysis of 

protection and the inability of people to defend themselves (Gerber, Zimmermann, & 

Volkamer, 2019). In organisations, behavioural and device standards are necessary considering 
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an individual’s privacy, data security, integrity, and communication; these considerations are 

for the overall digital protection on a personal computer and mobile device (Deloitte, 2019).   

 

Mobile malware popularity has made a trend whereby malware writers create malware to 

expose individuals' personal and private information on these devices (Riasat, Sakeena, Wang, 

Hannan Sadiq, & Wang, 2017). However, malware attacks are usually directed towards privacy 

invasion of people online (Ali, Islam, Rauf, Ud Din, Guizani, & Rodrigues, 2018). Privacy is 

a significant problem for people online, and effort should be made to protect an individual's 

private data (Gerber et al., 2019).  

 

 Online packets exchanged over a network can be exposed or revealed and intercepted (Kausar, 

Aljumah, Alzaydi, & Alroba, 2019). Collective information derived from Wi-Fi networks on 

individuals include but is not limited to name, address, email, phone number. Vital data can be 

transferred to third party companies from smartphone application servers (Thompson & 

Warzel, 2019). The University of Australia experienced a data breach that affected staff and 

students alike, stealing data from the date of the theft ranging back to 19 years affecting about 

200,000 individuals (Martin, 2019).  

 

Sensitive information can also be stolen from smartphones connected to the internet through 

other means. The Short Message Service (SMS), a common way of communicating, can be 

used for malicious intent. For example, phishing, which is widely used to send malicious emails 

to individuals, can be combined with SMS to create smishing attacks. Smishing sends 

malicious links of dangerous websites and applications via texts to people (Mishra & Soni, 

2020). Short Message Service attacks such as those mentioned above are primarily successful 

because many people access and read their text without expecting to open malicious messages 

(Phishlabs, 2019).  

 

On smartphones, SMS worms are also used to send messages to people and infect their phones. 

The threat is dependent on the phone user's security behaviour or consciousness (Xiao, Fu, Li, 

Hu, & Jiang, 2017). Short Message Service trojan is another way to intercept outgoing and 

incoming messages sending a copy of the wordings to the email of the cyber-attackers, which 

exposes the smartphone owner's information (Kaspersky, 2019). An instance of a mobile attack 

is the Operation Sheep Campaign, formerly known as Man-in-the-Disk vulnerability. It uses 

utility applications to steal smartphone user contact information without permission and 
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transfers them to remote servers (Winder, 2019). Mobile spyware is likewise used to monitor 

the activities of the smartphone owner, location, and vital information such as logins and 

password details. The spying is done silently until it is detected (Kaspersky, 2019).  

 

2.5.2 Lack of insight on the consequence of online security of smartphone 

The use of Bring Your Own Device (BYOD) raises concerns about universities security and 

privacy s (Siani, 2017). The University of Maryland conducted a study that indicated a link 

between discipline affiliation security awareness and vulnerability to clicking on malicious 

links (Diaz, Sherman, & Joshi, 2019). Therefore, knowing people's security awareness is 

essential to create the right security training program to prevent cyber victimisation 

(Broadhurst, Skinner, Sifniotis, Matamoros Macias, & Ipsen, 2018).  

 

Around the world, tertiary institutions provide online security awareness to students. The 

University of KwaZulu-Natal does the same with the vital information and guidelines on its 

website alongside the physical support for students (University of KwaZulu-Natal, 2018). The 

Universities' security policies further help control and partition valuable research work, making 

it hard for attackers to access essential data and information (Joint Information Systems 

Committee, 2018). However, the outcry by people for privacy protection and the unsuccessful 

implementation of data protection by them is connected to that lack of knowledge (Gerber et 

al., 2019).  

 

2.5.3 The consequences of using certain apps and visiting mobile sites 

Phishing attacks in recent years have become more sophisticated, and ransomware is also used 

to exploit organisation weaknesses (Accenture, 2017). The widely used learning platform, 

Moodle, was hacked in 2017. The hackers exploited the PHP based system using Structured 

Query Language (SQL) injection. The hackers gained unauthorised access by modifying the 

PHP code of the Moodle server to take advantage of a registered user’s preference (Brook, 

2017). The result of a data breach for any university is costly. The effect of hacking goes 

beyond the student information and is felt by the university itself; the results include financial 

loss, reputation damage of the university and its stakeholders, and impact on daily processes 

(Deloitte, 2018).  
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The advancement of technology has increased the need for organisations to have cybersecurity 

insurance to protect against the loss of important information due to online attacks such as 

malware intrusion (KPMG, 2018). An IBM report previously indicated that South Africa scores 

low on automated security deployment for a data breach with 16% full automation out of 100%, 

which translates to losing millions of Rands to an online security breach (IBM, 2019). 

 

It is recommended that organisations explore actions such as data monitoring and practice 

security readiness to tackle online crime and prevent or lessen online security problems 

(KPMG, 2018). Higher institutions must also conduct security risks to proffer what online risk 

levels are considered acceptable (Deloitte a, 2018). Organisations cybersecurity insurance can 

also help cover liability claims, provide IT experts, forensic investigations, and breach-related 

legal advice (European Insurance and Occupation Pension Authority, 2018). Accenture created 

a model to estimate the cybercrime risk of an organisation in the following sequence: estimate 

the expected cost of cybercrime as a percentage of an organisation's revenue, then calculate 

total sector revenue multiplied by the anticipated cost of cybercrime in the sector. 

Subsequently, an analysis is conducted on how better cybersecurity protection reduces the 

organisation's risk (Accenture, 2019).  

 

Organisations should consider technical prevention, including monitoring anomaly-based 

online traffic and code loading verification (Cheng, Liu, & Yao, 2017). Assessing existing 

security practices and behaviours provides better modes of preparation for people. 

Cybersecurity training is also an important activity that is either role-based or knowledge-

based; the former is meant for technical administrators while the latter is for end-users. 

Knowledge-based security training is a one-size-fits-all method that uses a general guide for 

protection (Croasdell, Elste, & Hill, 2018).  

 

2.5.4 Illegal access to smartphones and phishing  

Cybercriminals target victims' security judgment in certain situations rather than online 

security measures. People can fall victim to phishing attacks such as email spam, so evaluating 

the victim's response is essential. Generic, tailored, and targeted phishing are the three 

categorisations of malicious attacks (Broadhurst et al., 2018). The use of malicious emails to 

trick victims into clicking on deceptive websites and decisively providing their username and 

password to unknown persons is called phishing. A report by Chapman provides an example 

file:///C:/Users/feoor/Documents/Masters%20work/Thesis/Data/Chapters%201-4/Chapters%201-5%20-%20v8%20-%20208513240.docx%23_zu0gcz
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of a phishing attack aimed at students is a scholarship fraud that requested both personal and 

banking details of the victim (Chapman, 2019). 

 

In 2019, two major malware campaigns, SimBad and Operation Sheep, infected over 250 

million smartphones through 220 malicious Android apps (Avast, 2019). The SimBad malware 

displays advertisements in the background, opening a Uniform Resource Locator (URL) within 

the browser as the threat actor. The malware starts a phishing attack and exposes the 

smartphone to other malicious applications (Winder, 2019). Device exposure is enabled when 

the malicious software connects to a remote server to receive orders which can further infect 

the smartphone with more malware (Afifi-Sabet, 2019). Covid-19, in 2020 helped propel the 

use of surveillance technology by most governments to monitor the spread of the disease. This 

effort includes the use of mobile applications, geo-locator tracking, and Bluetooth signals. The 

implication of collecting personal information led to Covid phishing campaigns targeted at 

mobile device owners (Accenture, 2020a).  

 

2.5.5 Non-compliance to online security guidelines 

Human error and negligence were identified as factors that cause digital breaches (Ponemon, 

2017). As a result, information security management systems in organisations are essential to 

create, implement, maintain, and improve information management systems based on the 

organisation's size and needs. The system uses risk management to protect confidentiality, 

integrity, and availability of information (Al Dhahri, Al Sarti, & Abdul Aziz, 2017).  

 

Organisations, however, do not control personal devices and applications installed on these 

devices, making it difficult to enforce policies on individuals, and the organisation is left 

susceptible to cyber-attacks (Rivadeneira & Rodriguez, 2018). Smartphone users are not 

always complaint to security controls, and past research has indicated that an increase in self-

efficacy is linked to the right actions to handle security issues (Belanger & Crossler, 2019). 

Similarly, many university students assume adequate protection for information technology 

and network infrastructure is provided by universities (Chapman, 2019). 

 

2.5.6 Little control on sites visited and download source 

Smartphones play a significant role in people's lives due to reliance on the internet alongside 

online resources, and online attacks have increased with the usage of the device (Talal, Zaidan, 
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Bahaa, Albahri, Alsalem, Albahri, Alamoodi, Kiah, Jumaah, & Alaa, 2019). Generally, people 

have a tendency of visiting unsafe sites (Van der Kleij & Leukfeldt, 2019). Popular websites 

that are usually visited include social networking sites where personal information can be stolen 

including that of the victim’s friends. These attacks pose location privacy breaches, identity 

clone attacks, clickjacking, and many other attacks (Almarabeh, 2019).  

 

A recent Statista report revealed that the active global social media population is 4.2 billion 

people, and 4.15 billion are active through their mobile devices. Facebook has the largest 

audience of 2.6 billion monthly active users among social networking sites (Statista, 2021b). 

Mobile malware also increased in 2020, yet more mobile applications are being downloaded. 

An estimated 218 billion mobile applications were downloaded in 2020 worldwide (Statista, 

2021a). 

 

Downloading mobile applications has its negative aspects, which start with accepting the terms 

and conditions of the application. People usually overlook conditions that allow access to the 

user's smartphone information, pictures, and contacts (Chawdhry, Paullet, Douglas, & 

Compimizzi, 2016). On the side of developers, each application has a privacy grade, rated from 

D to A+. Applications with an A+ rate privacy grade only collect information needed for the 

performance of the application. In contrast, applications rated between B and D collect more 

information beyond those necessary for the performance of the application, which can exploit 

users’ information for money (Cecere, Le Guel, & Lefrere, 2018). 

 

Downloading malicious mobile applications from numerous sources is common. It is becoming 

prevalent to download malicious applications from legitimate sources such as Google Play and 

Apple Store due to a degree of illegal infiltration on these platforms  (Sarang, 2018). For the 

second quarter of 2020, McAfee reported that new mobile malware increased by 12% from the 

previous quarter. The report further indicated an increasing trend of hidden mobile applications 

that gathers data from mobile devices, and the data is later sent to the application developer 

(McAfee, 2020).  

 

Several mobile Operating Systems (OS) have been created; however, Google Android and 

Apple iOS are the most widely used mobile OS. Android is open source and suitable for 

developers to customise, while iOS is built on specific hardware and components (Gyorodi, 

Zmaranda, Georgian, & Győrödi, 2017). Android and Apple application stores have different 
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criteria for application development. The Apple store provides Application Programming 

Interfaces (APIs) to conduct security functionalities for developers like desktop OS, UNIX. In 

contrast, the Google Play store for Android is open-source and cost-effective for many people 

to develop an application for the Android OS (Ahvanooey et al., 2017). Apple is considered to 

be more secure because it does not release the source code application to developers. At the 

same time, Android relies on open-source; that is, developers can work with the operating 

system's source code, which can cause vulnerabilities that can be exploited by hackers (Norton, 

2020).  
 

The severity levels of online threats sometimes differ from one mobile OS to another 

(Kaspersky, 2019). Smartphones using Apple Operating System (iOS) experience fewer 

attacks because the mobile applications are tightly scrutinised on Apple's application store, 

unlike Google's Play store that has mobile development approach with less scrutiny (Talal et 

al., 2019). The Lotoor is an example of mobile malware found on the Android OS. The malware 

exploits various vulnerabilities to enable root control.  

 

In the 2019 Check Point cyber-attack trends report, Triada, Lotoor, and Hidad were the leading 

smartphone threats in three continents with 38% in Europe, 12% in the Middle East, and 10% 

in the African region (EMEA), respectively (Check Point, 2019). The triada malware is also 

found on smartphones with Android OS, and it has variations such as the triada adware or spam 

applications that users can click (Google, 2019). Above 1.4 million mobile malware was 

reported in 2020 (McAfee, 2020). 

 

Digital intrusions allow malware and information loss. The initial attack mainly leads to a 

second one, and malware has variations that serve different purposes, including private 

information extraction, SMS, search optimisation, and dynamic download (Riasat et al., 2017). 

The first malware to infect a smartphone was the Cabir in 2004. Cabir was a worm that hijacks 

the phone User Interface (UI) then replicated itself, which runs down a smartphone’s battery 

(Sowells, 2018). A spyware attack is also a severe threat because hackers can conduct limitless 

attacks on smartphones via remote access (Symantec, 2018). Mobile malware can be further 

classified into banking malware, mobile ransomware, Multimedia Message (MMS) malware, 

mobile adware, and SMS Trojans (Kaspersky, 2019).  
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For example, institutions recommend using official email to secure communication to reduce 

the possibility of phishing attacks (Clark, Oorschot, Ruoti, Seamons, & Zappala, 2018). With 

online security, smartphone users are the first in line for security defence as an incident 

detection trigger (Verizon, 2019). The response to online threats can take several forms, but it 

is not limited to the use of strong passwords (Van der Kleij & Leukfeldt, 2019). Security 

measure is essential because a website can sometimes be compromised due to different reasons 

such as loopholes within a website hosting platform, compromised site credentials and several 

other factors (Palaniappan, Sangeetha, Rajendran, Sanjay, Goyal, & Bindhumadhava, 2020). 

 

2.5.7 Universities support the use of smartphones for educational activities 

The 2013 POPI Act of South Africa, established for implementation from July 1, 2020, states 

that organisations are responsible for the integrity and confidentiality of individuals' 

information under their management or custody. To guard against unauthorised information 

access, loss, or damage from internal and external sources (Republic of South Africa, 2013). 

The Act is not the first of its kind globally, as the first privacy legislation was established in 

the early '70s. The act originated from the use of technology with information due to the 

concern over inappropriate information practice. Subsequently, more countries, including 

South Africa, have enacted privacy laws and bills (De Bruyn, 2014). The POPI Act uses 

international standards to guide how personal information is utilised or processed lawfully and 

even restrict information (Da Veiga & Swartz, 2017).  

 

Every organisation within South Africa must comply with the POPI Act law if the institute 

collects, processes, stores, and convey information daily. Organisations are held accountable 

for data exposure (Kandeh, Botha, & Futcher, 2018). Various universities worldwide provide 

technical security support for staff and end-users, and the University of KwaZulu-Natal is one 

such institution. The university offers phishing and spam awareness through an online guide, 

quiz, advice, and physical and online helpdesk to protect students (University of KwaZulu-

Natal, 2018). 

 

2.5.8 Assessing student smartphone security practices at universities  

Studies have indicated that an individual secure or insecure behaviour to technology usage 

influences personal security assessment and action (Weems et al., 2018). Self-efficacy has been 

identified to influence and predict people's online security behaviour, which can aid their 
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willingness and capability to follow positive online security training (Conetta, 2019). Poor 

security decisions can lead to unauthorised access to personal information and, eventually, 

identity theft (Belanger & Crossler, 2019). Organised online crime is a significant issue 

especially, phishing attacks. These attacks focus on data and intellectual properties, and more 

attacks are concentrated in the education sector, especially universities (Chapman, 2019). 

 

Online attacks add up to why it is recommended that people not click on links in emails before 

determining the authenticity of the sender and the possible consequence of opening the link 

(Bruceb, 2017). For example, the University of Fraser Valley experienced a malicious attack. 

Some students received and accessed suspicious emails on different devices requesting 

personal information that included email, address, grade, and course credit details. The hackers 

did this to extort money from the university (Canadian Security, 2017). In 2017, a group of 

Iranian hackers also took intellectual property worth $3.4 billion from multiple universities 

worldwide. The hacking occurred between 2013 to 2017, and the stolen information was sold 

to interested stakeholders such as corporate organisations (Cohen, 2018).  

 

The aforementioned discussion indicates that university authorities and students are liable for 

poor security practices, but the former bears most of the cyber threat burden. Consequently, 

analysing the literature from a student's perspective is vital to advance scholarly insight into 

the research problem, the security practices of smartphone users at UKZN Westville Campus 

as a threat to institutional information systems. 

 

According to the reviewed literature, four paragraphs; Lack of insight on the consequences of 

online security of smartphones; Illegal access to smartphones or phishing; Non-compliance to 

online security guidelines; Little control on sites visited and download source, provided literary 

study for research question one. The two paragraphs “The problem of privacy” and “The 

consequences of using certain apps and visiting mobile sites” gave background knowledge to 

research question two. Finally, the paragraph “Assessing student smartphone security practices 

at universities” provided the literary background for question three.  

 

Research question one: What are the factors influencing the security practices of UKZN 

smartphone users to counter security threats? Focuses on factors influencing security 

behaviours, such that the paragraph “Lack of insight on the consequences of online security of 

smartphones” on page11 assessed the online security knowledge of people. On page 13, an 
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assessment was done on “Illegal access to smartphones or phishing” to understand how 

phishing attacks affect the coping appraisal of victims. The paragraph “Non-compliance to 

online security guidelines” on page 14 assessed the nonconformity of individuals to online 

security. On page 14 also, another factor in security behaviour was examined in the paragraph 

“Little control on sites visited and download source”. It discussed how people browse and 

download mobile applications randomly. These paragraphs allowed the assessment of research 

question one. 

 

Research question two: How are the security practices of UKZN smartphone users affecting 

the university's information systems? This question focuses on the security practices of 

individuals and the outcome of these actions on the university’s information systems. The 

paragraph “The problem of privacy” on page 10 examined people’s behaviour towards 

information privacy and the related issues. The paragraph, “The consequences of using certain 

apps and visiting mobile sites”, on page 12, discussed the outcome of people’s online behaviour 

and the effect of such behaviour.  

 

Research question three: Does the possession of good security skills by students ensure taking 

the right security measures? Focuses on the possible link between good security skills and 

conducting the right security actions. The research question was evaluated in the paragraph, 

“Assessing student smartphone security practices at universities,” on page 17.  

 

2.6 Theoretical framework 

In the process of exploring relevant literature to this research topic, several theoretical 

frameworks were examined. The theoretical frameworks, namely: the Routine Activity Theory, 

The Theory of Reasoned Action, Technology Acceptance Model, Institutional Theory, and 

Protection Motivation Theory, were examined due to their adoption in past research regarding 

human behaviour in relation to technology usage (Bjorck, 2004; Faklaris, Dabbish, & Hong, 

2019; Holt, Van Wilsem, Weijer, & Leukfeldt, 2018; Vance, Siponen, & Pahnila, 2012; Wang 

& Wang, 2014). The above-mentioned theories provide insight into human behaviour when 

using technology and its possible effects. To study the research problem, the researcher 

assessed these theories because each of them offers some of the following constructs: 

technology use and norms of people, organisational security rules, behavioural intent, actions 
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and expectations of behaviour, perceived severity and vulnerability of security threats, rewards, 

response cost, self-efficacy, response efficacy, and many other constructs.  

 

Bjorck (2004) used the institutional theory to research information technology security in 

organisations. Vance, Siponen and Pahnila (2012) conducted a study on the motivation of 

security compliance practice utilising the protection motivation theory for the analysis. In 2014, 

Wang and Wang (2014) used TAM to assess user behaviour to information security 

technology. Researchers such as Holt et al. (2018) used Routine Activity Theory to conduct a 

study on self-control and routine activities to assess malware infection victimisation. The 

theory of Reasoned Action was adopted by Faklaris et al. (2019) to investigate end-user 

security approaches in 2019. The theories mentioned above are discussed further below.  

 

2.6.1 The Routine Activity Theory  

The Routine Activity theory aims to discover large-scale criminal activities and the indicated 

pattern of occurrence using changing online criminal rate trends (Miró-Llinares, 2014). It 

focuses on an environmental construct that provides the opportunity for cyber-crimes (Mshana, 

2015). It focuses on criminal offenders and not the victims (Rossmo & Summers, 2015). Cohen 

and Felson created the Routine Activity theory in 1979; the theory explains how and why 

crimes occur (Argun & Daglar, 2016). Routine Activity theory states that routine activities 

enable the convergence of cybercriminals and increase exposure and risk of possible 

victimisation (Kranenbarg, 2018).  

 

The Routine Activity theory was not employed in this research since the theory examines the 

illegal activities of online perpetrators and not the victim's online security practices and 

(Rossmo & Summers, 2015). The theory also examines the motivation of criminals that commit 

illegal actions and victim-offenders that want retaliation for a past negative experience such as 

financial loss  (Kranenbarg, 2018). Although this theory assesses routine behaviour, it does not 

explain the motivation behind security behaviour which the study aims to examine. The theory 

is different from the Theory of Reasoned Action (TRA), which considers the victim's action. 

 

2.6.2 The Theory of Reasoned Action (TRA) 

The Theory of Reasoned Action (TRA) states that behavioural intents are precursors to actions. 

The expectation of behaviours can result in specific outcomes; however, actions can be altered 
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or amplified (Aiken, Davidson, & Amann, 2016). The theory was created based on attitude 

theory and social cognitive practices. It states that an individual's attitude can either be positive 

or negative (Hagger, 2019).  

 

The theory of Reasoned Action was not selected because the theory focuses on predicting 

people’s behaviour based on their doings (Aiken et al., 2016). This study does not aim to 

forecast security practices but rather derive answers from informed security behaviours of 

research participants. The Theory of Reasoned Action (TRA) differs from the Technology 

Acceptance Model (TAM), in linking technology to personal behavioural use.  

 

2.6.3 The Technology Acceptance Model (TAM) 

The Technology Acceptance Model (TAM) is a theory that describes a person's behaviour to 

the use of information technology (Davis, Bagozzi, & Warshaw, 1989). The theoretical 

framework originated from the Theory of Reasoned Action (TRA), which discusses general 

technology usage. The theory examines people's intentions of accepting or rejecting technology 

(Momani, Jamous, & Hilles, 2017). Technology Acceptance Theory (TAM) examines 

individuals' technology acceptance based on the following constructs: perceived usefulness, 

the perceived increase in productivity, effectiveness, and performance outcome. The theory has 

since evolved into multiple versions (Van den Berg & Van der Lingen, 2019). This theory was 

not employed in this study because it assesses technology acceptance for usage and not the 

security behaviour of end-user towards technology usage. This theory is different from the 

institutional theory that considers rules, norms, and routines concerning technology use.  

 

2.6.4 The Institutional Theory 

The institutional theory identifies factors that can either increase or decrease the contextual risk 

in an institution (Sen & Borle, 2015). The institutional theory focuses on the social structure, 

which assesses norms, routines, and rules for social actions (Mohamed, 2017). The norm 

construct examines normative acts concerning social obligations and values to which a 

behaviour can be compared. The rules construct explores the regulative aspect of how 

individuals are encouraged to follow the guiding principles of an organisation. , The routine 

construct assesses people’s behaviour based on practice (De Prá Carvalho, Da Cunha, De Lima, 

& Carstens, 2017). 
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 The institutional theory was not utilised because it considers rules, norms, and routines 

concerning technology use and not the security behaviour in response to online threats. The 

theory differs from the Protection Motivation Theory examines the reason behind the security 

behaviour of technology users.  

 

2.6.5 The Protection Motivation Theory 

The Protection Motivation Theory relates to a fear appeal to three major factors; the extent of 

a harmful incident, the likelihood of the incident occurring, and the efficiency of a protective 

reaction (Rogers, 1975). The theory assesses the factors that contribute to the actions that either 

help conducts protective measures or not when using technology (Clubb & Hinkle, 2015). The 

theory asserts that 'fear appeals' attempts to instil fear to encourage protective motivation and 

action. The fear appeal promotes threat appraisal and coping responses to derive protection 

motivation (Aurigemma, Mattson, & Leonard, 2016). Research by Van Bavel et al. (2019) 

conducted in 2018 indicated how the theory was used to investigate end-users security 

behaviours because of the rise in cybercrimes threat awareness as security behaviour is still a 

concern for security experts. 

 

The protection motivation theory was chosen to investigate the research problem because the 

constructs examine technology users' behaviour to cyber threats and the effects of these actions. 

The theory enables the examination of how people assess perceived online threats and the 

coping appraisal of their security skills to respond to such identified threats (Shillair, 2020). 

This theory’s constructs allow the analysis of threat appraisal, focusing on perceived 

vulnerability, perceived severity, and rewards; the coping appraisal analyses self-efficacy, 

response efficacy, and response costs of people. The discussed assessments also give an insight 

into the outcome of people’s security practices (Boerman, Kruikemeier, & Zuiderveen 

Borgesius, 2021). The evaluation of people’s security behaviour using the protection 

motivation theory aligns with the objectives of this study, hence, the selection for use. 

 

2.7 Theoretical frameworks similarities 

Similarities exist within the discussed theories. The institutional theory focuses on social 

structure and factors that can either increase or decrease the contextual online risk (Sen & 

Borle, 2015). The Protection Motivation theory likewise assesses the behavioural factors that 

contribute to the actions that either help conduct protective measures or not when using 
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technology (Clubb & Hinkle, 2015). The Theory of Reasoned Action (TRA) similarly 

examines behavioural intents that are precursors to actions, and the expectation of behaviours 

can result in specific outcomes (Aiken et al., 2016). The Routine Activity Theory focuses on 

the routine actions that increase exposure and risk of possible victimisation (Kranenbarg, 

2018). Technology Acceptance Theory (TAM) also examines individuals' behaviour toward 

technology acceptance (Van den Berg & Van der Lingen, 2019). the theories mentioned above 

have certain similarities about people’s behaviour concerning technology. 

  

2.8 Theoretical frameworks differences 

All the assessed theoretical frameworks have differences. Technology Acceptance Model 

(TAM) theory explains users’ attitudes toward information technology acceptance (Davis et 

al., 1989). The Theory of Reasoned Action (TRA), unlike the Technology Acceptance Model 

(TAM), is general; it does not specify the opinions that allow certain behaviours. TRA focuses 

on human attitude, either good or bad, and subjective norms are apparent influences others 

might have on an individual (Nguyen, Hens, MacAlister, Johnson, Lebel, Tan, Nguyen, 

Nguyen, & LebeL, 2018).  

 

The Routine Activity Theory focuses on criminal offenders, not the victims (Rossmo & 

Summers, 2015), making the Routine theory different from the other assessed theories. The 

institutional theory focuses on the social structure that examines norms, routines, and rules 

concerning technology use (Mohamed, 2017), but not how technology users view and respond 

to security threats. The protection motivation theory provides a different perspective as it 

considers technology users' behaviour to cyber threats and the effects of these actions (Boerman 

et al., 2021). Based on the discussion above, the researcher identified the distinguishing factors 

among various theories to help understand the research problem.  

 

2.9 The Chosen Framework  

Prior to the selection of a suitable theoretical framework for this study, the Routine Activity 

theory and the Institutional Theory were examined more closely as they both focus on the 

research of human routines that can cause harm concerning technology usage (Bjorck, 2004; 

Rossmo & Summers, 2015). The Theory of Reasoned Action explores similar constructs with 

the Protection Motivation Theory such as subjective norms in handling security-related issues 

(Mills & Sahi, 2019). The Theory of Reasoned Action focuses on social cognitive behaviour. 
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The theory does not assess the rewards and response cost of activities, threats, and coping 

appraisal of a person’s security behaviour (Hagger, 2019; Shillair, 2020).  

 

The Protection Motivation Theory was considered appropriate for this research to examine the 

security practices of smartphone users using the following constructs to analyse the problem; 

perceived vulnerability, perceived severity, self-efficacy, response efficacy, rewards, response 

costs, threat appraisal, and coping appraisal. From the discussion above, the Protection 

Motivation theory is suitable for this study because it assesses how people form protection 

motivation, resulting in security practices against online threats. 

 

The chosen theory's constructs as illustrated in Figure 2.1 enabled the analysis of behavioural 

constructs to derive the protection motivation of smartphone users when accessing information 

systems on campus. Thus, the use of the theory helps discover the security behaviour of 

smartphone users and the effects of the outcomes on the university's information systems. The 

constructs of the chosen theoretical framework are further discussed in the following 

paragraphs. 

 

 

Figure 2.1 Protection Motivation Theory. 
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2.9.1 Threat Appraisal 

The threat appraisal evaluates the severity of an occurrence and considers the seriousness 

(Rogers, 1975). It also influences security compliance, thus individuals’ danger awareness 

affects security behaviour (Martin, Nathan, Morris, & Harvey, 2018). 

  

2.9.2 Perceived Vulnerability 

The perceived vulnerability is the likelihood that an individual may experience harm (Rogers, 

1975). Research indicates that smartphones are prone to different vulnerabilities, such as 

smishing and phishing attacks (Mishra & Soni, 2020). 

 

2.9.3 Perceived Severity 

Unlike perceived vulnerability, perceived severity denotes the belief that an individual has 

about the extent of harm from a negative behaviour (Rogers, 1975). It is the perceived impact 

of the threat (Aurigemma et al., 2016).  

 

2.9.4 Rewards 

Rewards refer to the aspects of beginning or continuing negative behaviour (Rogers, 1975). 

The reward can be diverse when a person does not partake in the prescribed security action 

(Aurigemma et al., 2016). 

 

2.9.5 Coping Appraisal  

A coping appraisal is a way an individual reacts to threats (Rogers, 1975). The coping appraisal 

is a balance between either being at risk or not and the likelihood of conducting an action 

related to the problem. However, low coping appraisal with a high threat appraisal is perceived 

as a lack of protective behaviour like avoidance (Oakley, Himmelweit, Leinster, & Casado, 

2020).  

 

2.9.6 Response Efficacy 

Response efficacy believes that adopting a behaviour as a response will help reduce a threat 

(Rogers, 1975). Response efficacy is the efficiency of a vital protection action (Aurigemma et 

al., 2016). 
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2.9.7 Self-efficacy 

Self-efficacy is the confidence an individual possesses to conduct a coping response 

successfully (Rogers, 1975). It is also known as how individuals trust that they can handle a 

threat using a recommended behaviour (Sun, Yu, Lin, & Tseng, 2016). 

 

2.9.8 Response Cost 

The response cost is the cost linked with a suggested behaviour (Rogers, 1975).  It considers 

how costly a response action in a situation will be (Oakley et al., 2020). 

 

All the constructs of the protection motivation theory are utilised in this study. There are three 

constructs, each under two major ones. Threat appraisal consists of the following constructs: 

perceived vulnerability, perceived severity and threat rewards.  The coping appraisal construct 

consists of response efficacy, self-efficacy and response cost. The threat appraisal with the 

coping appraisal of individuals forms the protection motivation for responding to online threats 

targeted at their smartphones. Research question one used the threat appraisal constructs, 

perceived vulnerability, perceived severity, and coping appraisal constructs, response efficacy 

and self-efficacy to derive an answer. Research question two used the threat appraisal construct, 

reward, for understanding research participants opinions on security behaviour reward. 

However, the inferred security behaviour reward of the study’s population was attained from 

research question one’s inferential answer. Research question three used coping appraisal 

constructs, response efficacy and self-efficacy and response cost to derive an answer. 

 

2.10 Conclusion 

Chapter two reviewed existing literature related to this research and highlighted the history of 

smartphones with significance in education, especially at universities. The online security 

challenges universities face and security-related effects of end-user behaviour were similarly 

evaluated. The information helped to assess the security behaviour of students at universities. 

The chapter examined several theoretical frameworks before explaining the theoretical 

framework adopted in this research, the Protection Motivation Theory. Chapter three uses the 

literature reviewed in the second chapter and the research problem in chapter one to explain 

the research methodology employed in this research to ensure that it's successfully conducted.  
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                                                                    CHAPTER 3  

 

                                                           Research Methodology  

 

3.1 Introduction 

Chapter three explains the research method utilised in this study, sample and population size. 

The procedures utilised to design the research instrument, data collection method, and ethical 

considerations were discussed. In addition, the statistical approach used for data analysis was 

also explained. 

 

3.2 Research Design 

A research design is an assessment that exists within research methodologies such as the 

qualitative, quantitative, and mixed-method to provide a definite direction for a research 

approach (Creswell, 2014). A survey design was utilised for this study to collect data online 

due to covid restrictions. A survey design is associated with the quantitative method (Saunders, 

Lewis, & Thornhill, 2019). The University of KwaZulu-Natal was the chosen tertiary 

institution to conduct the study. The research focused on students that own and use smartphones 

to connect to the internet through the university's Wi-Fi. Responses from the research 

participants facilitated getting and analysing the relevant information required to understand 

the research topic.  

 

3.3 Research Methodology 

A research methodology is a detailed method and plan used to conduct a study (Langkos, 2014). 

Research can use qualitative, quantitative, or mixed-method. The quantitative method tests 

objective theories through the assessments of connections between variables. The qualitative 

method examines and tries to understand how people or groups of people attribute to a social 

issue. The mixed-method combines both quantitative and qualitative methods (Creswell, 

2014). The quantitative method was chosen to understand the research problem through 

smartphone users' opinions collected via a survey. It was easy to collect and analyse data from 

hundreds of people using the quantitative survey method, unlike the qualitative method, which 

requires more procedures and time to collect data and analyse when using focus groups, 

interviews and observations (Saunders et al., 2019). The quantitative technique enabled the 

researcher to receive data for statistical analysis to fulfil the study's objectives.   
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3.4 Study Site 

The study site is where the research will be conducted to collect data (Creswell, 2014). The 

location selected was the University of KwaZulu-Natal, Westville campus. The students from 

the university utilise and access websites, applications, and other information systems through 

devices such as smartphones while connected to the university's Wi-Fi. The study site also 

provided easy access for the researcher to collect opinions from students using smartphones on 

campus.   

 

3.5 Target Population  

The target population are the individuals a researcher is interested in researching (Majid, 2018). 

The University of KwaZulu-Natal students were the target population for the study. Students 

who use smartphones on campus access different university information systems for education 

and support services. The University of KwaZulu-Natal mobile websites and applications, such 

as MyUKZN that provide students with information, and self-service capability, are examples 

of such an information system. Additionally, the population were smartphone users that can 

fall victim to the problem being investigated.  

 

3.6 Sampling Strategies  

A quantitative research method consists of two major sampling strategies: probability and non-

probability sampling. Probability sampling uses randomly chosen people from a population to 

become the sample size. In contrast, non-probability sampling does not involve random 

selection (Taherdoost, 2016). A non-probability method, called convenience sampling, was 

utilised to determine the population for this research. Convenience sampling identifies the 

characteristics of the sample population with consideration to the researcher's proximity to the 

target population for the ease of data collection (Saunders et al., 2019). The researcher is 

studying at the University of KwaZulu-Natal Westville campus and had easy access to collect 

opinions of students who use smartphones at the campus.  

 

3.7 Sample Size  

A research sample size is when some people are chosen proportionately from the actual 

population size to assess the entire population's behaviour (Singh & Masuku, 2014). When a 

research population is large, a fraction must be selected with the error margin stipulated at +/-

4%. This makes the confidence level of the actual population 95%, and the result of using 400 
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people of an actual population size will give the same error margin of +/-4% (Creswell, 2014). 

The total number of registered students at UKZN as of June 2020 was 46,770, and 12,102 were 

from the Westville Campus (University of KwaZulu-Natal, 2020). The statistics for students' 

smartphones connected to the institution's network were not unavailable on the university's 

information portal at the time of this research. Therefore, the study utilised a sample size of 

400 out of the 12,102 enrolled UKZN students as of June 2020 that use smartphones on campus, 

using the confidence level above. 

 

3.8 Sample  

The study's sample population consisted of registered undergraduate and postgraduate students 

studying at diverse disciplines at the University of KwaZulu-Natal, Westville campus. These 

were students who connect their smartphones to the university's Wi-Fi on the Westville 

Campus.   

 

3.9 Data Collection Method 

Research can use various data collection instruments based on the best methodology that will 

help yield the correct findings. When conducting research, there are three methods: qualitative, 

quantitative, and mixed-method. The qualitative method uses words to deduce conclusions; the 

quantitative method uses numbers to produce results, while the mixed method combines the 

characteristics of both the quantitative and qualitative methods (Creswell, 2014). Data 

collection approaches include but are not limited to questionnaires and interviews (Shanks & 

Bekmamedova, 2018).  

 

With interviews, respondents and researchers have a discussion to gather necessary information 

(Phillips, 2016). In contrast, a survey is a type of research instrument that is easy to explain 

and understand, and it is used to collect a large amount of data. When data is collected through 

the survey method, questionnaires are used (Saunders et al., 2019).  

 

Diverse research on protection motivation towards technology security has successfully 

utilised the questionnaire to gather data (Boerman et al., 2021; Dang-Pham & Pittayachawan, 

2015; Yoon, Hwang, & Kim, 2012). Hence, the researcher utilised structured questionnaires 

for data collection; it provided a numeric description of opinions among students.  
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The anonymity of survey respondents is guaranteed (Creswell, 2014). Data collection using a 

questionnaire is timely and relatively convenient to use. It is easy to administer in public places 

(Kabir, 2016). For data collection, a question format can either be open-ended or close-ended. 

Open-ended questions are often asked during interviews to get unbiased views of respondents 

(Phillips, 2016). Close-ended questions answer questions by ticking the most appropriate 

option as a response. Close-ended questions are also easy to examine statistically; nevertheless, 

it limits possible responses given by participants (Jackson, 2016). 

 

The quantitative method was chosen because it was easier and faster to collect and analyse data 

from hundreds of people using a  survey (Saunders, Lewis, & Thornhill, 2016). A questionnaire 

was used, as a quantitative research instrument. The questionnaire allows timely collection and 

analysis of data from many people, unlike an interview that takes time to set up and analyse 

(Booth, Noyes, Flemming, Gerhardus, Wahlster, Van der Wilt, Mozygemba, Refolo, Sacchini, 

Tummers, & Rehfuess, 2016). Hence, the data collection tool best suited to get timely 

information from many students conveniently was the questionnaire. A close-ended 

questionnaire was used to gather data in this research.  

 

The questionnaire for this study was split into three sections. First is the demographics that 

consisted of gender, age, educational level, and internet usage time. The second section focused 

on the three sub-constructs of threat appraisal. The third section focused on the three sub-

constructs of coping appraisal from the protection motivation theory. The segmentation of the 

questions allowed participants to read through the questions, answer and track the progression 

of the data collection activity effortlessly. The data format scales such as the nominal and 

ordinal scales of the questions presented were efficiently coded quantitatively into the SPSS 

software.  

 

3.10 Ethical Considerations  

Before data can be collected for analysis, ethical considerations, and permission needs to be 

obtained. All ethical issues must be considered for research. Researchers are required to seek 

ethical approval from an organisation's gatekeeper to ensure the organisation's code of ethics 

is followed (Creswell, 2014). Ethical clearance is also vital due to the limits of inquiry and 

legislative differences in people’s rights and data protection. The ethical policy on research 
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ethics must be adhered to by researchers (Parveen & Showkat, 2017). The researcher obtained 

an ethical clearance from the University of KwaZulu-Natal leadership to conduct this study.   

 

To obtain ethical clearance, the researcher first applied for a gatekeeper’s letter through the 

email which was sent to the UKZN registrar seeking permission to conduct the study at UKZN 

Westville Campus. A gatekeeper’s approval letter was granted by the university which allowed 

the researcher to collect data on the university campus. The researcher then signed up on the 

Research Information Gateway platform of UKZN using personal students’ LAN log-in details. 

The successful sign up enabled the researcher to access the ethics application form. The ethics 

electronic form tabs were filled by providing key student's information, project details, research 

methodology procedures, and uploading required documents as attachments.  

 

The attachments were Portable Document Format (PDF) documents uploaded under the 

attachment section. These documents consisted of the research instrument, the Humanities and 

Social Sciences Research Ethics Committee (HSSREC) informed consent letter for the School 

of Management, IT & Governance. In addition, the gatekeepers' approval letter, the curriculum 

vitae of the researcher, the proposal outcome letter, and the email of proposal approval were 

also uploaded. Upon completing the form, the application was saved and sent to the 

researcher’s supervisor for approval. The research office electronically sent the application 

outcome, the ethical clearance approval letter to the researcher.  

 

The researcher issued informed consent letters to the participates about the study prior to data 

collection. The population must not be pressured into signing the consent form (Creswell, 

2014). Participants must know the type of questions to be asked, the data usage method, and 

problems or potential problems linked to the data collection. The target population must also 

sign the consent letter before taking part in the research which informs them of their right to 

withdraw at any point, with respondent’s anonymity and protection of information (Fleming & 

Zegwaard, 2018).  

 

3.11 Data Collection 

Data collection is the gathering of information through a structured or semi-structured method 

(Creswell, 2014). Data was collected from both UKZN postgraduate and undergraduate 

students at the Westville Campus. The information collection format was initially paper-based 
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questionnaires until the national lockdown was implemented in South Africa. Data collection 

was then switched to an online method following the advice from the University of KwaZulu-

Natal’s research office. An electronic amendment request was sent to the Humanities and 

Social Sciences Research Ethics Committee (HSSREC) research office. 

 

 The request email quoted the protocol reference number for the approved ethical clearance. 

The email also stated the need to follow the new data collection protocol set by the research 

office. The new protocol indicated the need for ethical clearance amendment to adapt from 

physical data collection method to an online format. The request for the ethical clearance 

amendment for data collection was approved by the research office and sent electronically to 

the researcher. 

 

Data was collected online through a Google form advertised on the university's online notice 

system. After the collection objective was met, data was exported through a Microsoft Excel 

worksheet to the researcher's local computer. The Excel worksheet was formatted for 

compatibility in the SPSS analysis software. The statistical analysis was conducted on the 

collected data to get the respondents' viewpoint. The analysis then enabled the derivation of 

valuable information from the collected data and also eliminated bias by the researcher on the 

research problem.  

 

Data analysis was conducted firstly, to answer the research questions and achieve the research 

objectives to understand the factors influencing the security practices of smartphone users. 

Secondly, to know if these practices have security implications that can lead to cyberattacks on 

the University of KwaZulu-Natal's information systems. Thirdly, to assess if students' 

possession of good security skills ensures implementing suitable security measures. 

 

3.12 Measurements 

Variable measurement is essential before the commencement of data analysis. It is necessary 

to establish the research constructs and measurement method for the constructs (Loeb, 

Dynarski, McFarland, Morris, Reardon, & Reber, 2017). The measurement scale is part of data 

collection, analysis, and research output. Collected data, which can either be constants or 

variables, are values or measurements. A constant does not change while changes in values 
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characterise variables. Variable data are usually used in research; types include nominal, 

ordinal, continuous, and discrete (Mishra, Pandey, Singh, & Gupta, 2018).  

 

For this research, the nominal and ordinal scales were utilised due to the types of questions 

asked. The nominal scale classification distinguishes between response characteristics. The 

ordinal scale differs from the nominal because it arranges classifications in a ranking, 

increasing or decreasing the order of the response scale (Aini, Zuliana, & Santoso, 2018). The 

Dichotomous scale which is a two-point nominal scale was used for questions in the 

demography section. The Likert scale and ordinal scale for measuring attitude were used in the 

remaining sections of the questionnaire. 

 

3.13 Data Analysis 

Data analysis displays all statistical tests conducted (Creswell, 2014). The statistical research 

method can either be descriptive or inferential. The descriptive method finds patterns in data 

(Loeb et al., 2017). The inferential method is a statistical calculation to derive correlation and 

results between research data (Kaur, Stoltzfus, & Yellapu, 2018). The descriptive analysis was 

used to get and statistically present the opinions of research participants as tables, pie charts 

and histograms. The inferential analysis was also used to derive comprehensive inference from 

participants threat and coping appraisals to answer the three research questions of the study. 

Hence, both the descriptive and inferential analysis was used to analyse the data on 

questionnaires collected from the research population. The data collected from the sample 

population was three hundred and eighty-four, 384 in total.  

 

During data analysis, inferential tests such as the T-Test and Univariate Analysis of Variance 

(ANOVA) were used to analyse both independent and dependent constructs or variables of a 

study (Creswell, 2014). The Analysis of Variance (ANOVA) is a test that defines the 

connection and effects an independent variable has on dependent variables (Pallant, 2016). The 

Statistical Package for the Social Sciences, SPSS software program was essential to enable 

descriptive outputs such as charts, frequencies, inferential and established methods (George & 

Mallery, 2016).  
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3.13.1 Analysis Overview 

Data analysis was conducted on all collected research data using descriptive and inferential 

analytic methods. The data utilised for the majority of this study fall under the categorical data, 

which are nominal and ordinal, while the remaining data, for example, age, is considered 

continuous data. Nominal data are named categories; this consists of the questions used to 

gather data on respondents' gender and educational level. The age of the sample population is 

classified as continuous or interval data, which utilises a range of numbers to obtain the 

necessary information. The ordinal data, which are ordered categories, are summarised data by 

median values. The Likert scale used in this study is an example of an ordinal data format. It 

formed the structure of most of the data collected. Hence, with the use of appropriate methods 

and tests, the data analysis was conducted.  

 

The descriptive analysis method uses frequencies to present result outputs as tables, crosstabs, 

bar and pie charts and much more. A descriptive analysis displays the results as summarised 

percentages, while the inferential test investigates dependent variables independent of the 

research questions (Creswell, 2014; Langkos, 2014). Descriptive analysis was conducted on all 

questions of the study. Inferential analysis and tests conducted further enabled the three 

research questions posed in chapter one to be answered. Correlation analysis was conducted to 

get inference between variables because the research problem is correlational. The utilisation 

of correlational statistics tests the association between two or more variables (Schober, Boer, 

& Schwarte, 2018).  

 

According to the data measurement, 41 out of 44 of the questions are ordinal. Given the format 

of the questions, appropriate tests were used to generate inferential analysis after the descriptive 

analysis. An inferential T-test was done. The T-test assesses the characteristics of the 

population (Kim & Park, 2019). The ANOVA was also conducted to get inferential results and 

data interpretation. Next, the data quality control for the study was conducted. 

 

3.14 Data Quality Control  

The data control test is important for research. The proof of validity and reliability are 

precursors to ensure the integrity and quality of a chosen research instrument. A reliability test 

is the stability of research findings (Mohajan, 2017). A research instrument validity indicates 



36 
 

the level at which the tool measures the intended measures reflecting the research accuracy (El 

Hajjar, 2018).  

 

In conducting this research analysis, the Cronbach’s alpha reliability test was used to validate 

the findings. Cronbach's alpha reliability test was conducted after the correlational test. 

Cronbach's alpha reliability test calculates the internal consistency to get a sufficient reliability 

scale for collected data (Pallant, 2016). The test enabled the researcher to test for the overall 

response consistency of the survey. The minimum acceptable alpha reliability level is 0.6, and 

the widely accepted alpha should be 0.70 or greater. However, a very high alpha signifies 

redundancy in items (Taber, 2017).  

 

3.15 Conclusion  

The research methodology explained the procedure used to conduct the study. The purpose and 

method of data collection were discussed. The use of SPSS as the statistical analysis package 

to process quantitative data was also explained. The data analysis and data quality control 

process of the study was also described. Chapter 4 used the research methodology from chapter 

3, the theoretical framework in chapter two and the research problem in chapter one to analyse 

and interpret collected data.   
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                                                                    CHAPTER 4    

   

                                               Analysis, Findings, and Interpretation  

 

4.1 Introduction 

 This chapter analyses and interpret collected data and present the research findings. Data 

analysis is a vital part of research as it helps provide the research outcome. It reports on 

information gathered from a research survey and presents the findings. Chapter four explicitly 

analyse and discuss the descriptive and inferential analysis of the study and explain how the 

results answer the three research questions stated at the beginning of this study.  

 

4.2 Rate of Response 

In total, 384 out of 400 questionnaires were collected online from UKZN students at the 

Westville Campus. The researcher considered the number of registered students at the 

University of KwaZulu-Natal. Prior to the implementation of covid protocols by the university, 

the researcher used the convenience sampling method to distribute the questionnaire and 

collected data from students at the Westville campus. The convenience sampling method was 

used because the researcher is a registered student at the Westville campus, and this provided 

proximity to the sample population. However, due to the spread of the covid-19 virus, data 

collection was moved online platform. The online questionnaire link was sent to Westville 

students through the university’s notice system to student emails.  

 

An estimated 46,770 students were registered as of June 2020, and 12,102 of these students are 

from the Westville Campus. For a large research population, a fraction of the population is 

chosen with the error margin stipulated at +/-4%. The error margin makes the confidence level 

of the actual population 95%, and the result of using 400 individuals of an actual population 

size will provide an equal error margin of +/-4% (Creswell, 2014). The initial sample size of 

the research was 400 students, and the researcher obtained 384 completed questionnaires from 

participants. 

 

Before data collection, all respondents were requested to spare 10 minutes from either 

academic or other personal obligations to fill the online questionnaire. The physical 

questionnaires were collected after respondents filled each survey, while online questionnaires 
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were submitted electronically after completion. All the questionnaires were deemed usable for 

the research because each field in the online form was formatted as "Required" to stop 

respondents from skipping questions before submitting.  

 

The study’s questionnaire (Appendix B) comprised of three sections utilising the Protected 

Motivation Theory constructs. The sections present are Section one, Demographic data that 

included gender, age, education level of students, and smartphone browsing the internet 

frequency under the first section. Section two comprises data regarding Threat appraisal 

(Perceived vulnerability, Perceived severity and Rewards). Section three includes Coping 

appraisal (Self-efficacy, Response efficacy and Response costs) constructs to answer the 

research questions. The questionnaire has forty-four questions in total; the questionnaire had 

twenty-one major questions with twenty-eight sub-questions. 

 

4.3 Findings of the study  

The study's findings are presented in subsequent paragraphs, the reliability of the collected data 

is tested using the Cronbach's Alpha test. The reliability test precedes the descriptive and 

inferential analysis used to answer the research questions asked in chapter one. A descriptive 

analysis was conducted on all the questionnaire’s questions to generate results displayed as 

frequencies, tables, and charts. The descriptive analysis provided insights into students’ 

security practices when operating smartphones connected to the university’s Wi-Fi. The One-

Sample T-Test then helped derive P-values for all questions to test for a null hypothesis. A null 

hypothesis asserts that a research result will not indicate an effect but is controlled by scientific 

testing (Kabir, 2016). The P values of each question were present with the descriptive analysis.  

 

The initial analysis section is followed by a correlation inference between threat appraisal and 

coping appraisal data. Given that the ordinal data format is 41 out of 44 questions, appropriate 

tests were used to conduct inferential analysis. The utilisation of correlational statistics tests 

the association between two or more variables. The ANOVA test was conducted to get 

inferential findings and data interpretation to answer the three research questions posed in 

chapter one. This inferential test enabled correlation analysis between students' threat appraisal 

and coping appraisal to determine factors that influence their security practices. How derived 

factors of influence can affect UKZN information systems? If possessing good security skills 

leads to good security practices?  
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4.4 Reliability Test 

The Cronbach alpha test examines the reliability of research variables and statistical outcome 

which indicates the quality of a research instrument (Taber, 2017). A reliability test, a 

Cronbach's Alpha test, was conducted on the study’s variables, and evident from Table 4.1, the 

data gathered is reliable, as displayed by the number 0.751. Thus, the survey items of this 

research possess an acceptable scale of reliability for the gathered responses and the data is 

also good. 

 

Table 4.1 Cronbach’s Alpha test.  

 

 

4.5 Demographics and study variables analysis 

The descriptive analysis for all questions is explained with the P values of each t-test. The t-

test was conducted to test the null hypothesis that the sample population is the same as the 

population’s mean.   

 

The summarised respondents’ demographic statistics are presented in Table 4.2. The 

demography data indicated that most respondents were of the female gender, 61.20%. In 

comparison, the remaining 38.80% were male, indicating that the gender distribution is not 

equally balanced. The t-test for the respondents’ gender is statistically significant, p-value, t = 

24.578, p<0.001. 

 

Most of the respondents are young; 77.86% represent the 18 – 24 age group, and the second-

largest age group of respondents, 16.41%, indicates ages between 25 – 34, which are middle-

aged respondents. The t-test for the respondents’ age is statistically significant, p-value, t = -

23.596, p<0.001. 

 

The respondents consisted of both undergraduate students, 74.48% and postgraduate students, 

25.52%. The t-test for the respondents’ educational level is statistically significant, p-value, t 

= 11.456, p<0.001.  
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For question 4 findings, most respondents, 56.77%, said that when using a smartphone 

connected to the UKZN network, the average time spent online per day is less than 5 hours, 

and another 33.07% spend 5 to 10 hours online per day. A study validated the above findings 

indicating that university students that use smartphones spend an average of four hours on their 

smartphone to access the internet (Atas & Celik., 2019). The t-test for the time per day 

respondents spend using a smartphone connected to the UKZN network is statistically 

significant, p-value, t = -41.597, p<0.001.  

 

Table 4.2 Demography. 

 

It is evident from question 5.1 findings, as seen in Figure 4.1 that most respondents, 69.27%, 

agreed that when using a smartphone connected to the UKZN Wi-Fi, UKZN may experience a 

data breach if the student disregards UKZN online security guideline. 20.05% had a neutral 

view, 5.73% strongly agreed, another 2.60% strongly disagreed, and 2.34% disagreed with the 

statement. The above-derived result establishes that most students who use smartphones at the 

UKZN Westville campus agree that a data breach can occur due to students' actions. The t-test, 

when using a smartphone connected to the UKZN Wi-Fi, UKZN may experience a data breach 

if the student disregards UKZN online security guideline, is reported to be statistically 

significant, p-value, t = 19.975, p<0.001. 
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Figure 4.1 Data Loss if UKZN Online Security Guideline is Disregarded. 

In question 5.2, many respondents, 81.77%, agreed that when using a smartphone connected 

to the UKZN Wi-Fi, UKZN may experience data loss if the individual disregard UKZN online 

security guideline. Respondents with a neutral view were 11.46%, with 4.95% strongly 

agreeing, but 1.56% disagreed, and the remaining 0.26% strongly disagreed. The derived result 

established that most students who use smartphones at the UKZN Westville campus agree that 

UKZN can experience a data loss due to personal security disregard. The t-test, when using a 

smartphone connected to the UKZN Wi-Fi, UKZN may experience data loss if the individual 

disregard UKZN online security guideline, is reported to be statistically significant, p-value, t 

= 35.850, p<0.001. Past research indicates that the proper security actions are often taken for 

granted by people (Holicza & Kadena, 2018). 

 

According to the result gathered in question 5.3, 54.17% of respondents agreed that when using 

a smartphone connected to the UKZN Wi-Fi, UKZN productivity can experience a disruption 

of services attack if the individual disregards the UKZN online security guidelines. Another 

set of respondents, 40.10%, had a neutral view of an interruption of service, 3.91% strongly 

agreed, 1.30% strongly disagreed, and another 0.52% strongly disagreed with the statement. 

The findings indicate that most students that use smartphones at the UKZN Westville Campus 

agree that a potential disruption of service at UKZN can occur due to their actions. Figure 4.2 

illustrates that the t-test, when using a smartphone connected to the UKZN Wi-Fi, UKZN 
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productivity can experience a disruption of services attack if the individual disregards the 

UKZN online security guidelines, is statistically significant, p-value, t = 19.030, p<0.001.  

 

Table 4.3 T-Test for Perceived Vulnerability Threat Appraisal. 

 

As seen in Figure 4.3, the data gathered in question 6.1; findings revealed that 50.78% 

of respondents strongly agreed that when using their smartphone to connect the UKZN Wi-Fi, 

a data breach may result in a significant problem for UKZN, while 42.97% agreed, 4.34% had 

a neutral view and 1.82% disagreed. Many respondents strongly agree that a data breach can 

cause a significant problem for UKZN. The inferential t-test, when using their smartphone to 

connect the UKZN Wi-Fi, shows a data breach that may result in a significant problem for 

UKZN and it is reported to be statistically significant, p-value, t = 41.980, p<0.001.  

 

Figure 4.2 A Data Breach May Result in a Major Problem for UKZN. 
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In question 6.2, most respondents, 69.53%, strongly agreed that when using my smartphone to 

connect to the UKZN Wi-Fi, an unknown change in my student account password indicates a 

significant threat while 23.18% agreed to the statement. In comparison, 5.47% had a neutral 

view, 1.04% of respondents disagreed and 0.78% strongly disagreed with the view. The t-test, 

when using my smartphone to connect to the UKZN Wi-Fi, shows an unknown change in my 

student account password which indicates a significant threat reported to be statistically 

significant, p-value, t = 43.904, p<0.001.  

 

Apparent from question 6.3 analysis, many of the respondents, 43.23%, had a neutral view that 

when using my smartphone to connect the UKZN Wi-Fi, the presence of regular advertisement 

pop-up alerts indicates a significant threat, with 22.14% agreeing to the question, while 13.80% 

disagreed, 12.24% strongly disagreed, and the remaining 8.59% strongly agreed. The 2020 

Kaspersky threat report validated the analysis, indicating that unwanted adware apps top the 

malware found on mobile devices in the first quarter of the year, signifying 49.9% (Kaspersky 

b, 2020). The t-test, when using my smartphone to connect the UKZN Wi-Fi, the presence of 

regular advertisement pop-up alerts indicates a significant threat, is reported to be statistically 

not significant, p-value, t = 0.187, p<0.852. 

 

Question 6.4 deals with financial loss; where 57.81% strongly agreed that when using my 

smartphone to connect the UKZN Wi-Fi, financial loss due to data breach indicates a 

significant threat, while 25.26% of respondents agreed to this. Subsequently, 9.90% had a 

neutral view, 3.65% disagreed and 3.39% constituted a low percentage that strongly disagreed 

with the presence of financial loss as a severe threat. The t-test, when using my smartphone to 

connect the UKZN Wi-Fi, financial loss due to data breach indicates a significant threat is 

reported to be statistically significant, p-value, t = 25.101, p<0.001A past study reported that a 

group of Iranian hackers took intellectual property worth $3.4 billion from multiple universities 

worldwide(Cohen, 2018) indicating a major financial threat. 

 

According to the data gathered in question 6.5, 54.69% of respondents agreed that when using 

my smartphone to connect to the UKZN Wi-Fi, receiving strange text messages from unknown 

phone numbers indicates a significant threat. Another 26.56% strongly agreed with this view, 

8.33% had a neutral view while 6.77% disagreed and 3.65% strongly disagreed with this view. 

The t-test, when using my smartphone to connect to the UKZN Wi-Fi, receiving strange text 

messages from unknown phone numbers indicates a significant threat is reported to be 
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statistically significant, p-value, t = 18.883, p<0.001. In 2020, research indicated that smishing 

is used to send malicious links of dangerous websites and applications via texts to people 

(Mishra & Soni, 2020). 

 

In question 6.6, many respondents, 39.84%, agreed that when using my smartphone to connect 

the UKZN Wi-Fi, receiving strange calls from unknown phone numbers indicates a significant 

threat, with 25.52% strongly agreeing. 17.45% had a neutral view, 10.68% disagreed, and 

6.51% strongly disagreed. The t-test, when using my smartphone to connect the UKZN Wi-Fi, 

receiving strange calls from unknown phone numbers indicates a significant threat is reported 

to be statistically significant, p-value, t = 11.380, p<0.001.  

 

From the gathered data in question 6.7, a majority, 83.59%, of respondents strongly agreed that 

when using my smartphone to connect to the UKZN Wi-Fi, receiving strange emails from 

unknown sources indicates a significant threat. Another 11.46% agreed, 3.65% had a neutral 

view, while 0.78% disagreed and 0.52% strongly disagreed. The t-test, when using my 

smartphone to connect to the UKZN Wi-Fi, receiving strange emails from unknown sources 

indicates a significant threat is reported to be statistically significant, p-value, t = 57.647, 

p<0.001. A 2019 study by Chapman supported this finding, which reported a phishing attack 

aimed at students is a scholarship fraud via email that requested both personal and banking 

details of the victim (Chapman, 2019).  

 

The findings from question 6.8 establish that when using my smartphone to connect to the 

UKZN Wi-Fi, the presence of unknown mobile applications indicates a significant threat. 

Many respondents, 66.41% agreed to this, 14.06% strongly agreed and 9.90% held a neutral 

view. However, 6.51% of respondents disagreed with the statement, and 3.13% strongly 

disagreed. The t-test, when using my smartphone to connect to the UKZN Wi-Fi shows the 

presence of unknown mobile applications that indicates a significant threat reported to be 

statistically significant, p-value, t = 18.503, p<0.001. 

 

Figure 4.3 (Question 7) shows that most respondents, 53.13%, agreed that the lack of 

understanding of the UKZN online security guideline might result in a significant problem for 

UKZN. The number of respondents that strongly agreed is 22.92%, 13.80% had a neutral view, 

5.73% strongly disagreed, and 4.43% disagreed. Past research indicated that a potential reason 

for individuals' failure to protect themselves online could be the lack of knowledge concerning 
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privacy consequences (Gerber et al., 2019). The t-test, the lack of understanding of the UKZN 

online security guideline might result in a significant problem for UKZN is reported to be 

statistically significant, p-value, t = 16.010, p<0.001.  

 

Figure 4.3 Lack of Understanding of Security Guideline. 

Question 8 shows that many respondents, 69.01%, strongly agreed that UKZN would 

continually be susceptible to online threats if students do not implement UKZN online security 

measures on their smartphones, 21.35% agreed, 8.33% had a neutral view while 1.04% 

disagreed and 0.26% strongly disagreed with the question. The t-test result shows that UKZN 

would continually be susceptible to online threats if students do not implement UKZN online 

security measures on their smartphones which is statistically significant as shown by p-value, 

t = 43.490, p<0.001. 

 

Apart from the answers for question 9.1, most of the respondents, 51.56%, agreed that a 

disregard for UKZN online security guidelines by students could subject UKZN to a data 

breach, 25.26% had a neutral view, while 14.32% strongly agreed 5.73% strongly disagreed 

and the remaining 3.13% disagreed. A study conducted by Ogutcu (2016) reported that the 

exposure of organisational information systems to threats is related to smartphone users' 

security behaviours. The t-test shows a disregard for UKZN online security guidelines by 

students that could subject UKZN to a data breach. This is reported to be statistically 

significant, p-value, t = 13.402, p<0.001.  
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Question 9.2 result indicates that 72.14% strongly agreed that students' disregard for UKZN 

online security guidelines could subject UKZN to financial loss. Furthermore, 26.56% agreed 

to this view, 1.30% had a neutral view which constituted a low percent. The t-test indicates a 

disregard for UKZN online security guidelines by students that could subject UKZN to 

financial loss and is reported to be statistically significant, p-value, t = 69.316, p<0.001. 

 

Question 9.3 shows that respondents 68.49% strongly agreed that a disregard for UKZN online 

security guidelines by students could subject UKZN to identity theft, 24.48% agreed to this 

view while 6.25% had a neutral perspective. Furthermore, 0.52% disagreed, and 0.26% 

strongly disagreed with the statement. The t-test shows a disregard for UKZN online security 

guidelines by students could subject UKZN to identity theft is reported to be statistically 

significant, p-value, t = 48.063, p<0.001.  

 

In question 9.4, most respondents 47.14% confirm that disregarding UKZN online security 

guidelines by students could subject UKZN to disruption of UKZN services, w26.30% had a 

neutral view while 13.28% strongly agreed with this view. In addition, 8.07% of the 

respondents disagreed and 5.21% strongly disagreed. The t-test shows a disregard for UKZN 

online security guidelines by students could subject UKZN to disruption of UKZN services is 

reported to be statistically significant, p-value, t = 10.876, p<0.001.  

 

Question 9.5 shows that a majority, 52.86% agreed, 20.57% had a neutral view, 15.36% 

strongly agreed that a disregard for UKZN online security guidelines by students could subject 

UKZN to compromised data in the online storage, Furthermore, 7.29% disagreed and 3.91% 

strongly disagreed with the above statement. The t-test indicates a disregard for UKZN online 

security guidelines by students that could subject UKZN to compromised data in the online 

storage. It is reported to be statistically significant, p-value, t = 14.103, p<0.001.  

 

Question 9.6 result, as indicated in Figure 4.4 below, establishes that students believe that a 

disregard for UKZN online security guidelines can subject UKZN to compromised student 

accounts. Many respondents, 71.88%, strongly agreed 22.40% agreed while5.21% had a 

neutral view and 0.52% disagreed with the question. The t-test for students shows a disregard 

for UKZN online security guidelines by students which can lead to student accounts becoming 

compromised at UKZN.  This is reported to be statistically significant, with a p-value, t = 

53.947, p<0.001.  
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Figure 4.4 A Disregard for Online Security Guidelines can Compromise Student Accounts.  

Question 9.7 shows that a majority of respondents, 69.53%, strongly agreed, 23.18% agreed 

that students believe a disregard for UKZN online security guidelines by them can subject 

UKZN to compromised staff accounts while 6.25% were of a neutral view.  0.78% of the 

respondents disagreed and 0.26% strongly disagreed. The t-test for students security behaviour 

shows a disregard for UKZN online security guidelines that can subject UKZN to compromised 

staff accounts and reported to be statistically significant, with a p-value, t = 47.420, p<0.001.  

 

Findings for question 9.8, revealed that most respondents, 51.82% agreed that a disregard for 

UKZN online security guidelines by students could subject UKZN to a compromised network, 

33.85% strongly agreed, 10.42% had a neutral view, 2.86% disagreed and another 1.04% 

strongly disagreed. Concerning the derived percentage above, this result established that many 

university students agree that an individual’s security actions can compromise the university's 

network. The t-test, a disregard for UKZN online security guidelines by students that could 

subject UKZN to a compromised network, is reported to be statistically significant, p-value, t 

= 28.257, p<0.001.  

 

In question 9.9, a significant number of respondents, 44.01%, agreed that a disregard for UKZN 

online security guidelines by me could subject UKZN to malicious software attacks. 27.08% 

strongly agreed, 17.45% had a neutral view, 7.81% disagreed, and the remaining 3.65% 
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strongly disagreed. The t-test shows a disregard for UKZN online security guidelines could 

subject UKZN to malicious software attacks and is reported to be statistically significant, p-

value, t = 15.811, p<0.001.  

 

According to the data gathered in Table 4.4(Question 10.1), 65.63% of respondents strongly 

agreed that in the occurrence of a university-wide data breach, the UKZN ICS alerts students 

to fraudulent email through Microsoft Outlook, 14.06% agreed, 10.68% had a neutral view, 

but 5.99% disagreed and another 3.65% strongly disagreed. The t-test, in the occurrence of a 

university-wide data breach, the UKZN ICS alerts students to fraudulent email through 

Microsoft Outlook is reported to be statistically significant, p-value, t = 23.316, p<0.001.  

 

Table 4.4 The UKZN ICS Alerts Students to Fraudulent Emails. 

 

Question 10.2 shows that 34.90% disagreed that in the occurrence of a university-wide data 

breach, the UKZN ICS provides a fraudulent email quiz to help me become aware of email 

scams while 30.21% had a neutral view. Additionally, 27.34% strongly disagreed, 5.99% 

agreed and 1.56% of respondents strongly agreed with the above statement. The t-test, in the 

occurrence of a university-wide data breach, the UKZN ICS provides a fraudulent email quiz 

to help me become aware of email scams is reported to be statistically significant, p-value, t = 

-16.419, p<0.001.  

 

In question 10.3, most respondents, 46.48%, disagreed that in the occurrence of a university-

wide data breach, the UKZN ICS provides technical assistance to secure students' smartphones. 

A neutral view was held by 27.15% of respondents, while 14.10% strongly disagreed, 10.18% 

agreed, and 2.09% strongly agreed. The t-test showed in Table 4.5 indicated that in the 
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occurrence of a university-wide data breach, the UKZN ICS provides technical assistance to 

secure students' smartphones is statistically significant, p-value, t = -12.784, p<0.001. 

Table 4.5 T-Test for Response Efficacy Coping Appraisal. 

 

From the analysis of question 11, most respondents, 57.03%, disagreed that students constantly 

use UKZN information security guidelines to resolve online threats targeted at their 

smartphones. 14.32% had a neutral view. 13.80% strongly disagreed, 13.28% strongly 

disagreed, and the remaining 1.56% strongly agreed with the idea. The t-test, students 

constantly use UKZN information security guidelines to resolve online threats targeted at their 

smartphone, is statistically significant, with a p-value, t = -14.464, p<0.001.  

 

The findings of question 12 indicated that 54.69% of respondents disagreed that students utilise 

the UKZN ICS call service, which operates on weekdays, to resolve smartphone security 

problems, 18.49% strongly disagreed, 14.06% had a neutral view. At the same time, 9.90% 

agreed, and 2.86% strongly agreed. In the t-test, students utilise the UKZN ICS call service, 

which operates on weekdays to resolve smartphone security problems, is reported to be 

statistically significant, p-value, t = -15.500, p<0.001.  

 

According to the data gathered in question 13.1, 51.04% of respondents took a neutral view 

that in response to an online security threat targeted at students’ smartphones, an anti-Virus 
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software is installed by the affected individual. In comparison, 30.21% disagreed, 10.42% 

strongly disagreed, 7.550% agreed, and 0.78% strongly agreed. Thus, many respondents had a 

neutral view about installing anti-virus on their smartphones. A study shows that most 

smartphones do not have pre-installed security software, yet people conduct tasks on these 

devices (Dawson and Wright, 2016). The t-test, in response to an online security threat targeted 

at students’ smartphones, an anti-Virus software is installed by the affected individual is 

reported to be statistically significant, p-value, t = -10.180, p<0.001. 

 

In question 13.2, most respondents, 46.09%, agreed that in response to an online security threat 

targeted at students’ smartphones, the affected individual uses multiple authentication methods 

to secure their email, with 23.18% strongly agreeing to this. In comparison, 18.75% had a 

neutral view, 9.64% disagreed, 2.34% strongly disagreed.  Therefore, most respondents agree 

with the use of multiple authentications. Past research indicated that smartphones have little or 

no security indicator, making it easy to access malicious emails (David et al., 2017). The t-test, 

in response to an online security threat targeted at students’ smartphones, the affected 

individual uses multiple authentication methods to secure their email is reported to be 

statistically significant, p-value, t = 15.542, p<0.001. 

 

Apparent from the gathered data in question 13.3 indicate that majority, 81.51% of respondents 

strongly agreed that in response to an online security threat targeted at students’ smartphones, 

mobile applications used by UKZN are installed by the affected individual from recommended 

links, 16.67%, and 1.82% took a neutral view with the question. The t-test, in response to an 

online security threat targeted at students’ smartphones, mobile applications used by UKZN 

are installed by the affected individual from recommended links is reported to be statistically 

significant, p-value, t = 78.964, p<0.001.  

 

Question 13.4 result establishes that in response to an online security threat targeted at students’ 

smartphones, the affected individual pays attention to security messages for mobile application 

installation. Many respondents, 38.80% agreed, 29.95% had a neutral view, 16.93% strongly 

agreed. 11.98% disagreed, 2.34% strongly disagreed with this view. The t-test, in response to 

an online security threat targeted at students’ smartphones, the affected individual pays 

attention to security messages for mobile application installation is reported to be statistically 

significant, p-value, t = 11.153, p<0.001.  
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Evident from the gathered data in question 13.5, most respondents, 56.25%, agreed that in 

response to an online security threat targeted at students’ smartphones, the affected individual 

changed passwords used for various platforms, 17.97% had a neutral view, while 15.89% 

strongly agreed. However, 7.29% disagreed, and another 2.60% of respondents strongly 

disagreed with this view. The t-test, in response to an online security threat targeted at students’ 

smartphones, the affected individual change passwords used for various platforms is reported 

to be statistically significant, p-value, t = 16.492, p<0.001. 

 

In question 14, 53.39% of respondents agreed that it is easy for students to use the UKZN 

online security guideline to protect their smartphones against online threats. 19.53% had a 

neutral view, while 16.67% strongly agreed, 8.33% disagreed, and 2.08% strongly disagreed. 

The t-test, it is easy for students to use the UKZN online security guideline to protect their 

smartphone against online threats is reported to be statistically significant, p-value, t = 16.076, 

p<0.001.  

 

For question 15, most respondents, 70.83%, strongly agreed that it is easy for students to use 

UKZN online security guidelines if they follow an ICS technician’s security instruction, with 

24.74% agreeing. A few respondents, 3.13%, had a neutral view, and 1.30% disagreed. The t-

test shows that it is easy for students to use UKZN online security guidelines if they follow an 

ICS technician’s security instruction, which is statistically significant, p-value, t = 53.278, 

p<0.001.  

 

Question 16 findings indicate that 48.18% agreed that it is easy for students to take timely 

online protective measures on their smartphone, while 30.47% had a neutral view to this; 

subsequently, 10.16% strongly agreed, 9.13% disagreed, and 2.08% strongly disagreed that 

constituted a small percent. The t-test, it is easy for students to take timely online protective 

measures on their smartphone, is statistically significant, p-value, t = 12.412, p<0.001.  

 

For question 17, most respondents, 49.22%, agreed that it is easy for students to take adequate 

online security measures on their smartphones. In comparison, 29.55% had a neutral view, 

closely followed by 12.50% strongly agreeing. 6.25% disagreed, and another 2.08% strongly 

disagreed. The t-test shows that it is easy for students to take adequate online security measures 

on their smartphones and is reported to be statistically significant, p-value, t = 14.605, p<0.001.  
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Apparent the result for question 18, the majority, 44.53% of respondents, stated that they 

possess the skill to protect themselves against online threats targeted at their smartphone, 

28.39% constituted respondents had a neutral view, 14.06% strongly agree, 10.68% disagreed, 

and 2.34% strongly disagreed. Table 4.6 illustrates the t-test, students who possess the skill to 

protect themselves against online threats targeted at their smartphone analysis is statistically 

significant, p-value, t = 11.952, p<0.001.  

 

Table 4.6 T-Test for Self Efficacy Coping Appraisal. 

 

Question 19 established that implementing security measures to protect a student’s smartphone 

is not expensive as 53.13% of respondents disagreed with this question, 40.10% strongly 

disagreed. However, 5.21% had a neutral view, 1.04% agreed with the issue, and 0.52% 

strongly agreed. The t-test, which implements security measures to protect a student’s 

smartphone is not expensive, is statistically significant, p-value, t = -38.548, p<0.001. 

 

From the gathered data in question 20, most respondents, 65.89%, indicated that implementing 

security measures to protect their smartphone takes less than five hours, while 18.49% utilise 

between five to ten hours. Another 4.69% use between fifteen to twenty hours, and a low 
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percent, 1.82%, takes more than twenty hours to implement the measures. In the t-test, the 

implementation of security measures to protect their smartphone takes less than five hours is 

statistically significant, p-value, t = -28.868, p<0.001. 

 

As seen in Figure 4.5 below, for question 21, most respondents, 80.47%, strongly agreed that 

the stress of implementing security measures on a student’s smartphone discourages them from 

following UKZN security guidelines; 18.49% agreed. Fewer respondents, 0.78%, had a neutral 

view, while 0.26% disagreed with the influence of stress as the determinant of following 

security measures. The t-test, the stress of implementing security measures on a student’s 

smartphone discourages them from following UKZN security guidelines, is reported to be 

statistically significant, p-value, t = 79.164, p<0.001.  

 

     

Figure 4.5 The Stress to Implement Security Measures Discourages Following UKZN 

Security Guidelines. 

4.6 Protection Motivation Inferential Analysis 

The ANOVA inferential test was used to analyse the study's data to answer the research 

questions and answer the research objectives stated in chapter one. The ANOVA test analyses 

the connection and effect between independent and dependent variables of a study (Pallant, 

2016). The inference assesses how threat appraisal affects the coping appraisal of students. 

Research question one used sections 2 and 3 to analyse students' smartphone security 

behaviours. Research question two used the inferred security behaviours derived from research 
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question one to deduce threat rewards of students' security actions on UKZN information 

systems. However, the descriptive analysis of participants' opinions on threat rewards is 

derived from Section 2 of the questionnaire. Research question three used questions from 

Section 3 of the questionnaire to analyse a correlation between possessing security skills and 

security implementation. 

 

4.6.1 Perceived Vulnerability analysis against Response Efficacy  

 For the ANOVA inferential analysis of research question one, “What are the factors 

influencing the security practices of UKZN smartphone users to counter security threats?” The 

outcome of the analysis helps to examine particular threat and coping appraisal factors to 

identify the factors influencing the security practices of students. The ANOVA test used 

perceived vulnerabilities data gathered for Section 2 of the questionnaire and analysed it against 

response efficacies data for Section 3. Both are subconstructs of threat appraisal and coping 

appraisal, respectively. The test examined if the perceived vulnerability assessment of students 

influences their response efficacy.  

 

In the process of appraising a threat, the analysis investigates perceived vulnerability. 

Perceived vulnerability is the possibility that a harmful event will occur. The response efficacy 

assesses a person’s belief that adopting a specific behaviour response will divert a threat (Wu, 

2020).  

 

Inference test between questions 5(5.1 - 5.3) and 11 

For research question one, the inferential tests between questions 5(5.1 - 5.3) and 11 analyses 

which perceived vulnerabilities influence students’ response efficacies.  

 

Findings for questions 5.1 and 11 (Table 4.7) revealed the knowledge that UKZN may 

experience a data breach due to students’ disregard for UKZN online security guidelines. This 

has a significant influence p<0.024 on students to use the UKZN security guidelines to protect 

their smartphones against online threats.  
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Table 4.7 Questions 5.1 and 11, The Impact of Threat Appraisal on Coping Appraisal. 

 

For the analysis of questions 5.2 and 11 revealed that UKZN may experience a data loss due 

to students’ disregard for UKZN online security guidelines and has no significant influence 

p<0.145 on students to use UKZN security guidelines to protect their smartphones against 

threats.  

 

The findings for 5.3 and 11 indicate, the awareness that UKZN may experience a disruption of 

services due to students’ disregard for UKZN online security guidelines has no significant 

impact p<0.269 on students to use the UKZN security guidelines to protect their smartphones 

against threats.  

 

Inference test between questions 5(5.1 - 5.3) and 13.1 

For research question one, the inferential tests between questions 5(5.1 - 5.3) and 13.1 indicated 

perceived vulnerabilities that influence students’ response efficacies.  

 

The findings from questions 5.1 and 13.1 indicate the knowledge that UKZN may experience 

a data breach due to students' disregard for the UKZN online security guidelines has no 

significant influence p<0.154 on students to install anti-virus on their smartphones for 

protection against online threats.  

 

From the result for questions 5.2 and 13.1, the awareness that UKZN may experience a data 

loss due to students’ disregard for the UKZN online security guidelines has no significant 

influence p<0.763 on students to install anti-virus on their smartphones for protection against 

online threats. 

 

Findings for questions 5.3 and 13.1 indicated the knowledge that UKZN may experience a 

disruption of services due to students' disregard for the UKZN online security guidelines has 
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no significant influence p<0.183 on students to install anti-virus on their smartphones for 

protection against online threats. 

 

Inference test between questions 5(5.1 - 5.3) and 13.2 

For research question one, the inferential tests between questions 5(5.1 - 5.3) and 13.2 revealed 

perceived vulnerabilities that influence students’ response efficacies.  

 

The analysis for questions 5.1 and 13.2 indicates the awareness that UKZN may experience a 

data breach due to students' disregard for the UKZN online security guidelines has no 

significant influence p<0.000 on students to use multiple authentication methods to secure their 

emails against online threats. 

 

The analysis of questions 5.2 and 13.2 revealed the knowledge that UKZN may experience a 

data loss due to students' disregard for the UKZN online security guidelines has no significant 

influence p<0.000 on students to use multiple authentication methods to secure their emails 

against online threats. 

 

The findings for questions 5.3 and 13.2, has shown the knowledge that UKZN may experience 

disruption of services due to students' disregard for the UKZN online security guidelines has 

no significant impact p<0.000 on students to use multiple authentication methods to secure 

their emails against online threats.  

 

Inference test between questions 5(5.1 - 5.3) and 13.3 

For research question one, the inferential tests between questions 5(5.1 - 5.3) and 13.3 analyses 

indicate perceived vulnerabilities that influence students’ response efficacies.  

 

Questions 5.1 and 13.3 analysis indicated that the knowledge that UKZN may experience a 

data breach due to students' disregard for the UKZN online security guidelines has no 

significant influence p<0.614 on students to install mobile applications from recommended 

links. 

 

The findings from questions 5.2 and 13.3 indicate that the knowledge that UKZN may 

experience a data loss due to students' disregard for the UKZN online security guidelines has 
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no significant impact p<0.367 on students to install mobile applications from recommended 

links. 

 

In addition, findings for questions 5.3 and 13.3 revealed the knowledge that UKZN may 

experience disruption of services due to students' disregard for the UKZN online security 

guidelines has no significant influence p<0.253 on students to install mobile applications from 

recommended links.  

 

Inference test between questions 5(5.1 - 5.3) and 13.4 

For research question one, the inferential tests between questions 5(5.1 - 5.3) and 13.4 analyses 

revealed perceived vulnerabilities that influence students’ response efficacies.  

 

The results for questions 5.1 and 13.4 indicate respondents’ knowledge that UKZN may 

experience a data breach due to student disregard for the UKZN online security guidelines has 

no significant influence p<0.107 on students to pay attention to security messages for mobile 

application installation. 

 

Questions 5.2 and 13.4(Table 4.8) results inferred that UKZN may experience a data loss due 

to students' disregard for the UKZN online security guidelines has a significant impact p<0.042 

on students to pay attention to security messages for mobile application installation. 

 

Table 4.8 Questions 5.2 and 13.4 The Impact of Threat appraisal on Coping Appraisal.   

 

 

The outcome for questions 5.3 and 13.4 show the knowledge that UKZN may experience 

disruption of services due to students disregard for the UKZN online security guidelines has a 

significant influence p<0.011 on students to pay attention to security messages for mobile 

application installation. 
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Inference test between questions 5(5.1 - 5.3) and 13.5 

The inferential tests between questions 5(5.1 - 5.3) and 13.5 analyses which perceived 

vulnerabilities exploit students’ responses for research question one. These inferential tests 

analyses research question one. 

 

Questions 5.1 and 13.5 analysis shows that UKZN may experience a data breach due to students 

disregard for the UKZN online security guidelines has no significant influence p<0.000 on 

students to change passwords used for multiple platforms in the event of threats occurrence. 

 

According to questions 5.2 and 13.5, the knowledge that UKZN may experience a data loss 

due to students disregard for the UKZN online security guidelines has no significant influence 

p<0.120 on students to change passwords used for multiple platforms in the event of threats 

occurrence. 

 

Findings for questions 5.3 and 13.5 indicate that UKZN may experience disruption of services 

due to students' disregard for the UKZN online security guidelines has no significant influence 

p<0.000 on students to change passwords used for various platforms in the event of threats 

occurrence. 

 

4.6.2 Perceived Severity analysed against Self Efficacy 

For the inferential analysis of research question one, “What are the factors influencing the 

security practices of UKZN smartphone users to counter security threats?” The outcome of the 

analysis helped to examine the perceived severity and self-efficacy factors to derive the 

influence of these factors on the security practices of students. The ANOVA test used perceived 

severity data gathered for Section 2 of the questionnaire and analysed it against self-efficacy 

data for Section 3. Both are subconstructs of the threat and coping appraisal respectively. The 

test examined if perceived severity influences students’ self-efficacy.  

 

In the process of appraising a threat, the analysis investigates perceived severity, which is the 

personal assessment of a person of the severe consequence that comes from a threat. In contrast, 

self-efficacy assesses a person’s belief that they possess the capabilities and competence to do 

things or make choices by showing specific coping behaviours (Wu, 2020). 
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Inference test between questions 6(6.1 – 6.8) and 14 

For research question one, the inferential tests between questions 6(6.1 – 6.8) and 14 analyses, 

indicate perceived severities influence students’ self-efficacy.  

 

Findings for Questions 6.1 and 14 indicate that a data breach may lead to a significant problem 

for UKZN has no significant influence p<0.130 on students to use the UKZN online security 

guideline to protect their smartphone against online threats. 

 

Evident Findings for questions 6.2 and 14 (Table 4.9) revealed the occurrence of an unknown 

change in a student’s account password threat has a significant influence p<0.021 on students 

to use the UKZN online security guideline to protect their smartphone against online threats. 

 

Table 4.9 Questions 6.2 and 14 The Impact of Threat Appraisal on Coping Appraisal. 

 

The results for questions 6.3 and 14 indicate that the presence of regular advertisement pop-up 

alerts has no significant influence p<0.079 on students to use the UKZN online security 

guideline to protect their smartphones against online threats. 

 

Questions 6.4 and 14, revealed that a financial loss due to a data breach is a significant problem 

although it has no significant influence p<0.082 on students to use the UKZN online security 

guideline to protect their smartphone against online threats. 

 

Furthermore, analyses of questions 6.5 and 14 revealed that receiving strange text messages 

from unknown phone numbers has no significant influence p<0.252 on students to use the 

UKZN online security guideline to protect their smartphones against online threats. 
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Questions 6.6 and 14 indicate that receiving strange calls from unknown phone numbers has 

no significant influence p<0.123 on students using the UKZN online security guideline to 

protect their smartphones against online threats. 

 

The outcome from questions 6.7 and 14 indicates that receiving strange emails from unknown 

sources has no significant impact p<0.278 on students in using the UKZN online security 

guideline to protect their smartphones against online threats. 

 

The result of questions 6.8 and 14 shows that the presence of unknown mobile applications has 

no significant influence p<0.179 on students to use the UKZN online security guideline to 

protect their smartphones against online threats. 

 

Inference test between questions 6(6.1 – 6.8) and 15 

For research question one, the inferential tests between questions 6(6.1 – 6.8) and 15 analyses 

which perceived severities influence students’ self-efficacy.  

 

The result for questions 6.1 and 15 shows that the knowledge that a data breach may lead to a 

significant problem for UKZN has no significant influence p<0.462 on students to seek and 

follow an ICS technician’s security instruction to protect their smartphones against online 

threats.  

 

Findings for questions 6.2 and 15 indicate that an unknown change in a student’s account 

password has no significant influence p<0.946 on students seeking and following an ICS 

technician’s security instruction to protect their smartphone against online threats. 

 

The analysis of questions 6.3 and 15, revealed that the presence of regular advertisement pop-

up alerts has no significant impact p<0.421 on students seeking and following an ICS 

technician’s security instruction to protect their smartphone against online threats. 

 

The findings of questions 6.4 and 15 show that any financial loss due to a data breach is a major 

problem although it has no significant influence p<0.452 on students seeking and following an 

ICS technician’s security instruction to protect their smartphone against online threats. 
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For questions 6.5 and 15 (Table 4.10), the result illustrated that receiving strange text messages 

from unknown phone numbers significantly influenced p<0.012 students to seek and follow an 

ICS technician’s security instruction to protect their smartphone against online threats. 

 

Table 4.10 Questions 6.2 and 15 The Impact of Threat Appraisal on Coping Appraisal.   

 

The answer to questions 6.6 and 15 analysis indicates that receiving strange calls from 

unknown phone numbers has a significant influence p<0.004 on students to seek and follow an 

ICS technician’s security instruction to protect their smartphones against online threats. 

 

According to questions 6.7 and 15 (Table 4.11) result, receiving strange emails from unknown 

sources significantly influences p<0.005 students to seek and follow an ICS technician’s 

security instruction to protect their smartphones against online threats. 

Table 4.11 Questions 6.7 and 15 The Impact of Threat Appraisal on Coping Appraisal. 

 

According to findings for questions 6.8 and 15, indicate the presence of unknown mobile 

applications that have no significant influence p<0.358 on students to seek and follow an ICS 

technician’s security instruction to protect their smartphones against online threats. 

 

Inference test between questions 7 and 15 

For research question one, the inferential tests between questions 7 and 15 analyses if a 

perceived severity influences a particular self-efficacy of students.  
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According to questions 7 and 15 (Table 4.12) analysis, students that do not understand online 

security guidelines are significantly influenced p<0.019, by their lack of knowledge to seek the 

assistance of ICS technicians to resolve threat-related issues targeted at their smartphones. Past 

research confirms that individuals' intent to conduct secure behaviour when using technology 

varies based on personal security awareness, knowledge and actions (Zwilling et al., 2020). 

 

Table 4.12 Questions 7 and 15 The Impact of Threat Appraisal on Coping Appraisal. 

 

Inference test between questions 8 and 15 

For research question one, the inferential tests between questions 8 and 15 analyses if a 

perceived severity influences a particular self-efficacy of students. 

 

Questions 8 and 15 analysis indicate that the knowledge of UKZN’s continual online threat 

susceptibility due to lack of security implementation has no significant impact p<0.302 on 

students to seek the assistance of ICS technicians to resolve threat-related issues targeted at 

their smartphones. 

 

Inference test between questions 6(6.1 – 6.8) and 16 

For research question one, the inferential tests between questions 6(6.1 – 6.8) and 16 analyses 

which perceived severities influence students’ self-efficacy.  

 

According to the findings for questions 6.1 and 16 (Table 4.13), the knowledge that a data 

breach may pose a problem for UKZN significantly influences p<0.033 students to take timely 

online protective actions on their smartphones to protect themselves against online threats. 
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Table 4.13 Questions 6.1 and 16 The Impact of Threat Appraisal on Coping Appraisal. 

 

The result from questions 6.2 and 16 indicate that an unknown change in a student’s account 

password has a significant influence, p<0.006, on students to take timely online protective 

measures on their smartphones to protect themselves against online threats. 

 

According to questions 6.3 and 16 findings, the presence of regular advertisement pop-up alerts 

has no significant impact p<0.00 on students taking timely online protective measures on their 

smartphones to protect themselves against online threats.  

 

Questions 6.4 and 16 result show that the awareness that financial loss due to a data breach is 

a significant problem has no significant influence p<0.000 on students to take timely online 

protective measures on their smartphones to protect themselves against online threats. 

 

The analysis of questions 6.5 and 16 (Table 4.14) indicated that receiving strange text messages 

from unknown phone numbers has a significant influence p<0.001 on students taking timely 

online protective measures on their smartphones to protect themselves against online threats. 

 

Table 4.14 Questions 6.5 and 16 The Impact of Threat Appraisal on Coping Appraisal. 

 

The outcome of questions 6.6 and 16, receiving strange calls from unknown phone numbers, 

has no significant influence p<0.000 on students to take timely online protective measures on 

their smartphones to protect themselves against online threats. 
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The result for questions 6.7 and 16 indicated that receiving strange emails from unknown 

sources has no significant impact p<0.129 on students taking timely online protective measures 

on their smartphones to protect themselves against online threats.  

 

Questions 6.8 and 16 (Table 4.15) analysis indicated that the presence of unknown mobile 

applications has a significant influence p<0.001 on students taking timely online protective 

measures on their smartphones to protect themselves against online threats.  

 

Table 4.15 Questions 6.8 and 16 The Impact of Threat Appraisal on Coping Appraisal. 

 

 

Inference test between questions 6(6.1 – 6.8) and 17 

For research question one, the inferential tests between questions 6(6.1 – 6.8) and 17 analyses 

which perceived severities influence students’ self-efficacy.  

 

From questions 6.1 and 17 results, the knowledge that a data breach may be a problem for 

UKZN has no significant influence p<0.111 on students to take adequate online protective 

measures on their smartphones to protect themselves against online threats.  

 

The findings from questions 6.2 and 17(Table 4.16) indicate that an unknown change in a 

student’s account password has a significant influence p<0.001 on students taking adequate 

online protective measures on their smartphones to protect themselves against online threats.  

 

Table 4.16 Questions 6.2 and 17 The Impact of Threat Appraisal on Coping Appraisal. 
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According to questions 6.3 and 17 findings, the presence of regular advertisement pop-up alerts 

threat has no significant impact p<0.000 on students to take adequate online protective 

measures on their smartphones to protect themselves against online threats. 

 

The analysis for questions 6.4 and 17 indicates that the awareness that financial loss due to a 

data breach is a significant problem has no significant influence, p<0.000 on students to take 

adequate online protective measures on their smartphones to protect themselves against online 

threats. 

 

Evident from questions 6.5 and 17 findings, receiving strange text messages from unknown 

phone numbers has no significant influence p<0.000 on students to take adequate online 

protective measures on their smartphones to protect themselves against online threats. 

 

The findings of questions 6.6 and 17, receiving strange calls from unknown phone numbers, 

have no significant influence p<0.000 on students taking adequate online protective measures 

on their smartphones to protect themselves against online threats. 

 

Questions 6.7 and 17 findings indicate that receiving strange emails from unknown sources has 

no significant impact p<0.000 on students taking adequate online protective measures on their 

smartphones to protect themselves against online threats. The past report affirms that 

cybercriminals target victims' security judgment in certain situations rather than the security 

measures taken. Hence, such people can fall victim to phishing attacks like spam (Broadhurst 

et al., 2018).  

 

The results between questions 6.8 and 17 indicate that the presence of unknown mobile 

applications has no significant influence p<0.000 on students taking adequate online protective 

measures on their smartphones to protect themselves against online threats. 

 

4.6.3 Inference test for Self Efficacy 

The inferential test between questions 18 and 17 analyses students’ self-efficacy. For the 

inferential analysis of research question three, “Does possessing good security skills by 

students ensure taking the right security measures?” The analysis outcome helped evaluate the 

possible influence of security skills on implementing security measures. The inferential test 
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assesses coping appraisal based on students’ self-efficacy. Questions 18 and 17 analysis 

indicated that students who possess good security skills are not influenced p<0.000 by their 

ability to take security measures.  

 

4.7 Answers for main research questions  

The answers to the three research questions of this study are explained using the earlier findings 

since it is vital to offer solutions to the problem statements and fulfilling the research 

objectives.  

 

4.7.1 The answer for research question one 

The first research question, “What are the factors influencing the security practices of UKZN 

smartphone users to counter security threats?” is answered by using findings from the 

inferential analysis of data gathered for Sections 2 and 3 of the research questionnaire 

(Appendix B). Before the inferential analysis, the descriptive analysis used percentages to note 

students’ opinions on threat and coping appraisal. The researcher then used inferential analysis 

to analyse threat appraisal factors against coping appraisal factors to discover which factors 

influence the security practices of UKZN students. The following factors of influence were 

derived:  

• The awareness of a possible data breach influences students to use UKZN information 

security guidelines.  

• The knowledge of potential disruption of UKZN services influences students to pay 

attention to security messages when installing a mobile application. 

• Strange text messages from unknown phone numbers influence students to seek an ICS 

technician's assistance because it is easy to follow the security instruction, they provide 

from the UKZN online security guideline. 

• The occurrence of strange calls from unknown phone numbers influences students to 

seek the assistance of an ICS technician because it is easy to follow the security 

instruction, they provide from the UKZN online security guideline. 

• Receiving strange emails from unknown sources influences students to seek the 

assistance of an ICS technician because it is easy to follow the security instruction, they 

provide from the UKZN online security guideline. 
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• A lack of understanding of the UKZN online security guideline influences students to 

seek the assistance of an ICS technician because it is easy to follow the security 

instruction, they provide from the UKZN online security guideline. 

• The occurrence of a data breach influences students to take timely online protective 

measures on their smartphones. 

• An unknown change in a student’s account password influences students to take timely 

online protective measures on their smartphones. The response to online threats can 

take the form of the use of strong passwords (Van der Kleij & Leukfeldt, 2019). 

• Receiving strange text messages from unknown phone numbers influences students to 

take timely online protective measures on their smartphones. A past report by Phishlabs 

exposed the harm of text message attacks, indicating that Short Message Service attacks 

are primarily successful because many people access and read their text without 

expecting to open malicious messages (Phishlabs, 2019). 

• Unknown mobile applications influence students to take timely online protective 

measures on their smartphones. 

• An unknown change in a student’s account password influences students to take 

adequate online security measures on their smartphones. 

The above correlational findings indicate the eleven factors influence UKZN students to take 

security measures to protect themselves against online threats targeted at their smartphones. 

The result answers research question one of this study.  

 

4.7.2 The answer for research question two 

The second research question is “How are security practices of UKZN smartphone users 

affecting the university’s information systems?" Based on the security practices derived from 

the influence factors in research question one, the researcher assessed each security practice 

and the consequential effects on UKZN’s information systems. Meaning, research question 

two used the inferential analysis of data gathered for Sections 2 and 3 of the research 

questionnaire to derive its findings. The descriptive analysis used percentages to identify 

students’ views on threat rewards from Section 2 of the questionnaire before the inferential 

analysis. 

 

The above result in research question one indicated that students rarely use the UKZN 

information security guidelines to handle online threats. The guidelines are also used in the 
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case of a data breach, which leaves other attack instances unresolved, and exposes UKZN 

information systems. The result also indicated that students pay attention to security messages 

when installing a mobile application; this is good security behaviour that leaves less space for 

phishing attacks. Though, students do not always download applications from recommended 

links which still leaves opportunities for malicious attacks.  

 

A reoccurring practice observed is that students seek an ICS technician's assistance because it 

is easy to follow technicians’ security instructions. The expert solution helps handle threats 

better, especially when some students lack technical skills to address online threats targeted at 

their smartphones. It is good to seek ICS technicians' help. Still, the continual dependency on 

expert assistance makes most students personally less capable of handling security threats 

directed at their smartphones in real-time, leading to less timely threat resolution while opening 

the UKZN network to online threats coming from such smartphones.  

 

In contrast, students are likely to take timely online protective measures on their smartphone 

when faced with the following threats: an unknown change in a student’s account password, 

receiving strange text messages, the presence of unknown mobile applications, and the 

occurrence of a data breach. The ability to take timely protective measures in these situations 

mentioned above reduces the potential spread of malicious attacks over UKZN’s information 

systems. In addition, an unknown change in a student’s account password makes students take 

adequate online security measures on their smartphones, indicating that sufficient measures are 

not applied to every online threat. The lack of consistent practice of conducting security 

measures for every noticeable threat will continually expose UKZN’s information systems to 

many online threats.   

 

The personal security behaviour discussed earlier indicates that students’ security practices are 

inconsistent and might lead UKZN to experience: a data breach, financial loss, identity theft, 

disruption of UKZN services, compromised data in the UKZN online storage, compromised 

student and staff accounts, compromised university network and malicious software attacks. A 

data breach will expose important information such as patent research work to hackers, and the 

outcome may lead to financial loss. A 2019 study supports the above findings on a data breach. 

It indicated that the University of Australia experienced a data breach that affected both staff 

and students. The stolen data of about 200,000 was taken from 19 years to the day of theft 

(Martin, 2019).  
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The study shows that the impact of a data breach is costly to a university, among other possible 

outcomes of students’ security behaviours. Identity theft is also a problem that can arise through 

compromised student accounts, which may also affect staff accounts. A compromise on the 

university’s network will affect data in the UKZN online storage, and such data may include 

personal information, academic, medical, and financial records. Exposing vital data can lead 

to financial loss, corporate espionage, patent research work, damage to the university’s 

reputation and many other issues. 

 

4.7.3 The answer for research question three 

The third research question is, “Does possessing good security skills by students ensure taking 

the right security measures?” The findings established that students who possess good security 

skills to protect themselves against online threats are not influenced by their security skills to 

implement security measures. However, they can easily take suitable actions. In the descriptive 

analysis, students also agreed that the stress of implementing security measures discourages 

them from using the UKZN security guidelines to resolve threat issues by themselves. 

Although it takes less than five hours to implement security on a smartphone. Therefore, 

students' security implementation or the lack thereof is a personal choice that can adversely 

affect the smartphone owners and the university’s information systems.   

 

4.8 Conclusion 

The research findings discussed the results of the study. The descriptive analysis of all 

questions was discussed first, along with the T-Tests. The inferential analysis of correlations 

between threat and coping appraisal variables was conducted. ls addressed in the first chapter; 

the findings were then used to answer the three research questions to fulfil the study's aim. The 

fifth chapter uses the research findings this chapter to conclude the study. Chapter five also 

explains the limitations encountered during the research and offers recommendations to 

improve the security practices of students.  
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                                                                  CHAPTER 5 

 

                                                                                 Conclusion 

 

5.1 Introduction 

Chapter five summarises the study and reassesses the research questions. The chapter critically 

assesses smartphone users' security practices at UKZN Westville Campus and their effects on 

the institutional information systems. This chapter proposes recommendations to enable 

students to form better security practices and assist the university in creating better security 

guidelines and support mechanisms against online threats. The chapter concludes by providing 

future research suggestions to mitigate existing literature gaps discovered in this study.  

 

5.2 Dissertation Conclusion 

This research aimed to assess the factors influencing student’s smartphone users' security 

practices at the UKZN Westville Campus. First, in examining student smartphone users’ 

security practices while utilising the university's wireless network, the researcher had to 

identify factors influencing users’ security practices. Next, the researcher assessed if these 

smartphone users' security practices could lead to cyberattacks on the university’s information 

systems. The third aim was to discover if students' possession of good security skills ensures 

suitable security measures. Each chapter enabled the completion of the study.  

 

Chapter One of this study introduced the research. It also included the background of the study, 

problem statement, and objectives to develop the research. The rationale behind the study and 

structure of the subsequent chapters was discussed.  

 

Chapter Two focused on reviewing some literature on students' security practices regarding 

using smartphones at universities and institutional information systems. The influence of 

technology on daily activities and education was assessed and insights regarding smartphone 

security practices were explored. Examined also were the flaws of security practices that can 

lead to data breaches and other threats, leaving both students and the university’s information 

systems vulnerable. Several theoretical frameworks were assessed to select the most 

appropriate to conduct the study. The Protection Motivation theory and its six constructs of 

discussed and used in the research.  
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Chapter Three explained the research methodology: research design, research instrument, the 

research sample population, sample size, ethical considerations, data collection, measurements, 

data analysis and quality control. 

 

Chapter Four explained the analysis of collected data using the descriptive and inferential 

methods to find numerical values to answer the research questions of this study. The outcome 

of the analysis was interpreted to answer the three research questions of the study and find 

possible solutions to the research problem.  

 

5.3 Limitations and Future Research 

The study's sample size is small. Therefore, the findings of this study cannot form a worldwide 

insight into the research problem. More research should be conducted using a bigger sample 

size to derive a broader insight into the issue. 

 

The literature examined indicates gaps in the research area that can be explored in the future. 

The literature analysed revealed that many studies focused on using smartphones for learning 

while a few discussed cybersecurity problems related to the student smartphone user’s security 

practices on campus and how it can enable threats to affect both individuals and the university. 

These threats include but are not limited to phishing, malware, a Man-in-the-middle attack, a 

Denial-of-service attack and many others.  

 

5.4 Recommendations 

The study offers recommendations to UKZN to mitigate security practice problems discovered 

during this research. The findings of this research will empower the UKZN Information 

Communication Services to understand how the university can improve methods of protecting 

UKZN information systems and make known the necessity of security training of smartphone 

users with access to the university’s information systems. In addition, this research will also 

enlighten smartphone users on the campus of online threats that may occur due to their 

smartphone security practices and encourage these individuals to take timely security 

measures.   
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5.4.1 Recommendation for UKZN ICS 

Based on this study's findings, for question 10.1, the ICS department can implement free online 

security training to increase security awareness and improve students' online protection skills 

and behaviour. Gauging people's security awareness is vital to create an appropriate security 

training program to prevent cyber victimisation (Broadhurst et al., 2018). The ICS already 

provides free computer literacy training for new students. Hence an online security training can 

also be established alongside the existing training. The training will empower students that do 

not understand the UKZN online security guideline or have prior protective security skills to 

respond competently to online threats by themselves with little need for technical assistance.  

 

The university should encourage students to seek technical assistance at ICS walk-in centres if 

needed to protect students against online threats like data breaches targeted at their 

smartphones. For example, some institutions recommend using official email to secure 

communication to reduce the possibility of phishing attacks (Clark et al., 2018). The UKZN 

ICS department provides physical and telephonic services for students. However, the walk-in 

centres provide technical support for smartphones. This service will assist students that do not 

have good security skills to protect their smartphones against online threats.  

 

The UKZN ICS should always encourage students to learn and practice protective online 

security skills. A study from recent years states that training students on how phishing works 

and information gathering works help to gauge threats (Salahdine & Kaabouch, 2019). Since 

the inferential findings for research question two indicate that many students rely on ICS 

technicians’ assistance for specific security measures and conduct some other protective 

actions by themselves. An example for students asks for help to handle email breach issues. A 

significant dependency on ICS support may be harmful should there be a need for students' 

immediate online security resolve. The outcome of practical security training will benefit both 

students and the university alike as students are likely to commit security mistakes. In addition, 

students will depend less on ICS technicians for assistance to resolve threats targeted at their 

smartphones.  

 

5.4.2 Recommendation for UKZN Students 

Findings from question 15 in the previous chapter indicate the need for essential security 

training and encouragement for students that use smartphones connected to the university’s 

Wi-Fi to learn good security practices and implement the measures timely without relying 
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solely on the ICS technicians for assistance. The training will also enable students to decrease 

the possibility of exposing themselves to numerous online threats. The mitigated risk helps 

reduce online threats to the university’s information systems. The research findings of this 

study explained that people are a significant reason why security breaches occur due to 

inconsistent security behaviour, making people the most accessible element to exploit in a 

security system. Past research supports the aforementioned findings, stating that behavioural 

disconnect also exists with how people treat the security on their Personal Computers (PC) 

compared to smartphones. More security measures are implemented on the PC with the belief 

that smartphones are less vulnerable than PCs (Kithome, 2017). 

 

Standard online security guidelines for mobile devices such as smartphones, tablets and laptops 

should be created, published, and sent to all students. In addition, electronic copies, or links of 

the updated versions of the security guidelines should be sent at timely intervals as a self-help 

guide to protect smartphones users against online threats. The above action is vital because 

knowledge of online security guidelines is missing among most UKZN students, as the finding 

from question 7 indicated.  

 

Most students stated that they do not always use UKZN information security guidelines to 

resolve online threats targeted at their smartphones. The findings from the inference between 

questions 6 and 14 indicated this practice. In line with this issue, UKZN ICS can foster 

informative discussions and interactive security training online and offline for students about 

best smartphone security practices. Likewise, to recommend security tips and measures to 

counter online attacks and encourage conformity among students because malicious attacks 

keep evolving. Past research states that institutions recommend using official email to secure 

communication to reduce the possibility of phishing attacks (Clark et al., 2018). 

 

The avoidance of downloading mobile applications from unknown sources should always be 

encouraged. Downloading applications from unknown sources can be a gateway for hackers to 

access a smartphone without the owner’s permission (Sarang, 2018). Most but not all students 

in this study stated that they use the university recommended sites to download mobile 

applications; this finding was indicated in question 13.3. However, it is good to encourage all 

students to follow the same practice because vulnerability due to mobile downloads from 

malicious sources may result in unrestricted access to critical information on students' 

smartphones and the UKZN network. 
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Students should similarly be encouraged to avoid accessing suspicious websites. The findings 

for question 4 indicated that most students spend about five hours or less on the university Wi-

Fi daily, which leaves enough time for students to explore none recommended websites, 

including malicious ones. Moreover, visiting malicious websites such as free movie download 

sites expose smartphones to phishing attacks, and such attacks enable more malicious attacks 

by hackers. A 2018 study supported this finding that people's use of smartphones could cause 

online security risks due to frequent random visits to safe and unsafe websites (Amro, 2018). 

 

Students should be encouraged to take the necessary time to engage in the right security actions 

regardless of how busy their schedules might be. The more time a threat is left unattended, the 

more damage may occur. There will be a higher likelihood of both personal and university-

wide threats occurring in such a situation.  

 

5.6 Conclusion 

Most students use their smartphones to browse the internet while connected to the university’s 

Wi-Fi for less than five hours a day, leaving enough time for a threat to occur. Many students 

do not know what to do in the face of online threats due to the lack of understanding of the 

university's online security guidelines, which leaves the university’s information systems 

exposed to threats. Hence such students may rely on ICS assistance to resolve specific issues 

such as an unknown change in student account password. Equally, numerous students are 

unaware that the university ICS staff provide physical and telephonic technical support weekly 

for students experiencing security-related issues targeted at smartphones. The lack of 

awareness of support services leaves many less-skilled students alone to protect themselves 

against online threats. Students are also in the habit of visiting random websites, and such 

websites may enable malicious attacks on their smartphones and the university’s information 

systems. The behaviours mentioned above indicate inconsistencies in the way students handle 

online security threats targeted at their smartphones. The continual exposure of the university’s 

information systems to such threats may lead to a data breach, data and financial loss, 

reputation damage, identity theft and many other damages. Finally, a good knowledge of the 

university's online security guidelines and having the necessary security skills has no 

significant impact on a student’s behaviour when responding to online threats. Most students 

find the process of conducting security measures stressful. 
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