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Abstract
Doctor of Philosophy: Electronic Engineering

Multiscaling Analysis and Modelling of Bursty Impulsive Noise in
Broadband Power Line Communication Channels

by Mike Omondi Asiyo

Power line communication (PLC) networks have the potential to offer broad-
band application services to homes and small offices cheaply since no additional
wiring is required for it implementation. However, like other communication sys-
tems, it has its own challenges and the understanding of its channel characteristics
is key to its optimal performance evaluation and deployment. Multipath propa-
gation due to impedance mismatch and bursty impulsive noise are the important
challenges that must be understood and their effects minimized for optimal system
performance. Noise in power line communication networks is non-Gaussian and
as such cannot be modelled as the convenient additive white Gaussian noise. The
noise is known to be impulsive and in most cases, occurs in bursts. Therefore, it can
be referred as bursty impulsive noise. Due to unique nature of this noise in power
line channels, modulation and decoding schemes optimized for Gaussian channels
may not necessarily work well in PLC systems. Recently developed noise models
though take into consideration memory inherent in PLC noise, models capturing
both long range correlations and multiscaling behaviour are not yet available in
the literature. Furthermore, even though it is known that PLC noise has memory
(i.e., it is correlated), the statistical properties of it is not well documented in the
literature and will be the focus of this thesis.

In this thesis, multiscaling behaviour of PLC noise is investigated. Both fractal
and multifractal analysis methods are employed on noise data collected in three
different scenarios (small offices, stand-alone apartment and University electronic
laboratory) and their characteristics analysed. Multifractal analysis is employed
since it is able to characterize both the strengths and frequency of occurrence of
bursts in power line noise. Specifically, the contributions in this thesis are as fol-
lows: Firstly, empirical evidence is provided that PLC noise clearly manifests long
range correlations behaviour. This is achieved by calculating the Hurst parameter
(which is a measure of self similarity) in data from the above scenarios. Various
methods employed to estimate this Hurst parameter reveal that in all the scenarios,
long range dependence is evidenced.

Secondly, multifractal detrended fluctuation analysis (MDFA) and multifractal
detrending moving average (MDMA) analysis have been used to investigate the
temporal correlations and scaling behaviour of power line channel noise measured
from the three different scenarios mentioned earlier. Empirical results show that
power line noise clearly manifests both long-range correlation and multifractal scal-
ing behaviour with different strengths depending on the environments where they
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were captured. From the estimated singularity spectrum which is left truncated,
it is evident from the two methods used that power line noise is sensitive to small
fluctuations and is characterized by large scaling exponents. Multifractal analysis
of the reshuffled time series noise reveal that the multifractal nature of PLC noise
is as a result of long range correlation inherent in the noise and not from the heavy
tailed distributions in it.

Thirdly, we propose a multiplicative cascade model for PLC noise that is able
to reproduce the empirical findings concerning the PLC noise time series: its local
scaling behaviour and long range correlations. Model parameters are derived from
the shape of multifractal spectrum of the PLC time series noise collected from
measurement campaigns. Since in the recent past, the main challenge in PLC
systems has been on how to model bursty impulsive PLC noise, the proposed
model will be very useful in evaluating system performance of PLC networks in
the presence of the bursty impulsive noise inherent in PLC networks. Moreover,
bursts of different frequencies and strengths can be modelled by this proposed
model and hence their effects on system performance evaluated. This will also
open up investigations into designing modulation and decoding schemes that are
optimal in systems prone to bursty impulsive noise.
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CHAPTER 1

Introduction

1.1 Introduction

Power line communications (PLC) is becoming popular for broadband applications,
multimedia sharing and is part of smart grid systems due to its ubiquitous nature
and it is economically viable since no extra wiring is required for communication
purposes. With the vision of smart cities and smart homes, communication and
remote control will be key to successful deployments of these technologies. This
will increase more pressure on the already scarce spectrum resource. Therefore,
communication via the already available power networks will be on the increase for
obvious reasons. Moreover, power networks are available even in the very remote
areas in most parts of the world and broadband internet access can be implemented
even in these remote areas. PLC systems are plug and play which again reduces
further the cost of installation and usage.

However, like any other communication channel, PLC has challenges of mul-
tipath (due to impedance mismatch), path loss and impulsive noise [1, 2]. This
is because power networks were not originally designed and optimized for data
transmission in mind but rather for low-frequency high voltage power transmis-
sion. Data transmission entails mostly high-frequency low-voltage signal. These
extreme cases of transmission requirements make it even more challenging, how-
ever, there are technologies already in place for the transmission of both of these
signals via the power networks. As such high-speed data transmission is still a
daunting task. The most difficult challenge is characterising and modelling the
PLC noise.
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PLC noise generators are from both within the network and also by induction
and radiation from without the network [3]. The noise generators (which are mainly
electrical loads) randomly come on and off at different times of the day. This may
imply that the noise in PLC networks may seem to be independent and identically
distributed random variables and thus may seem to be uncorrelated. However,
contrary to this, empirical analysis shown that PLC noise is both deterministic,
stochastic and correlated, and hence very difficult to understand and model [4].
This has resulted in an increased research on investigating and characterising noise
found in power line networks.

1.2 Motivation

Power line communication channels are prone to multipath propagation due to
impedance mismatch, and impulsive noise whose characteristics are still not well
established in the literature. Moreover, measurements show that this impulsive
noise appears in bursts, non-Gaussian and cyclostationary and as such cannot be
modelled as the convenient additive white Gaussian noise (AWGN). Transceivers
optimised for AWGN may not necessarily perform well for the PLC noise. There-
fore, investigating the characteristics of PLC noise is very important for accurate
modelling of the same. Some authors have proposed models with memory that
capture correlation/memory inherent in PLC noise, see for example [5, 6]. These
two models are based on Markov chains to provide the dependence required. How-
ever, it is known that Markov or Poisson models (classical models) rely heavily
on the independence assumption or rather weak dependence. Even classical limit
theorems like Law of Large numbers do also rely on independence and states that
at large scales, Poisson processes can be approximated by their mean arrival rate.
All these assumptions are in most cases for convenience in modelling. However,
in real world situations, we encounter data traces which are bursty or spiky even
at large scales. In other words, they exhibit strong dependence. Can this strong
dependence be analysed and modelled in the real world scenario? The answer
to this question is affirmative, thanks to multifractal analysis techniques already
available in the literature.

Strong dependence due to spiky or bursty arrivals has been found in river
flows and high-speed communication networks and it has been shown to have high
effects on reservoir and buffer designs, and in bandwidth allocation among others.
Moreover, scaling behaviour brings about non-classical properties affecting the
estimation of all parameters, not necessarily those describing scaling. This has
an influence on the predictive capabilities of performance models and hence their
usefulness in practical implementation. It is, therefore, important that the scaling
behaviours of a signal be detected so that the best statistical tools for analysis be
chosen well that suits their accurate analysis.
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In estimating the strong dependence/correlation, the Hurst parameter, which
indicates long-range dependence (LRD) intensity, is normally used. It addresses
both long-range correlations and high variability even on large scales or aggrega-
tion levels. It can be seen as a global measure of self-similarity. It is the first
parameter to be estimated in characterising fractal/multifractal properties of a
signal or measure. However, when the data is spiky or bursty, like PLC noise,
LRD measure is not enough to give full information of the signal. The strengths
and frequency of occurrence of these bursts are better quantified by local scaling
parameter. Local scaling analysis not only gives a feel of the general behaviour of
a signal, but also captures rare events present in the signal. For this reason, in
this thesis, apart from estimating long-range dependence in PLC noise, we perform
multifractal/multiscaling analysis of the noise to capture all these important char-
acteristics present in the signal. Multifractal spectrum, working on the assumption
of large deviation principle, provides both the strength of bursts, say α, and the
frequency of occurrence of this α will be encountered, that is f(α). The larger the
value of f(α), the more often one will see α.

With empirical evidence that PLC noise is bursty, analysis and modelling the
frequency of these bursts will go a long way in attaining more accurate PLC noise
models and will take into consideration multiscaling behaviour inherent in it. This
will again call for new methods of designing error correction schemes in PLC sys-
tems that will be able to incorporate more accurately bursts of errors due to
impulsive noise in the networks. That is to say that impulsive noise mitigation
schemes should be able to consider the strengths and frequency of occurrence of
these bursts. Though mitigation schemes are not the focus of this thesis, it will
form an interesting topic for our future work.

1.3 Objectives

The main specific objectives of the thesis can be deduced from the ongoing discus-
sion and can be summarised as follows:

(i.) To characterize and provide insight to PLC noise long-range dependence
through analysis of power line noise captured in different environments.

(ii.) To characterize noise in power line networks through multifractal analysis,
providing insight into the measures of strength and frequency of occurrence
of the bursty impulsive component of the noise.

(iii.) To investigate the source of local multiscaling behaviour of the bursty im-
pulsive noise in PLC networks.

(iv.) To develop a noise model that is able to capture the multiscaling properties
of bursty impulsive noise inherent in PLC networks.
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1.4 Contributions

The main contributions of this thesis are as follows.

• Firstly, to understand the multipath phenomenon present in PLC channels,
we used simulations to investigate the effects of various physical variables
(number of branches in a network, branch length, and terminal impedance
variations) of power networks on the transfer function of the channel in the
frequency domain.

• Secondly, the study was able to establish that PLC noise shows strong de-
pendence, that is, it exhibits long-range correlation. This we were able to
ascertain in all the locations which noise measurements were done (Labora-
tory, Small Office and stand-alone Apartment). Since PLC noise has also
been found to be cyclostationary, we were able to remove the nonstationar-
ity by deseasonalization of the signal before using known methods of Hurst
parameter estimation. The Hurst parameter gives an indication of presence
of long-range correlation.

• Thirdly, the study was also able to characterise PLC noise though multi-
fractal analysis. In the multifractal analysis, the time series signal was first
decomposed into a scale-dependent measure (both in time and scale domain)
before computing the multifractal spectrum indirectly by the q-order statis-
tics of the measure. We were also able to show that the multifractal nature
of PLC noise is mainly as a result of contributions from low-frequency com-
ponents of the noise.

• Finally, a five-parameter generalised binomial multiplicative cascade model
has been proposed to be adopted in PLC noise modelling in an attempt to
capture the scaling behaviour of the noise present in power networks.

1.5 Thesis Structure

The rest of this thesis is structured as follows. Chapter 2 gives a detailed review of
the two main challenges of PLC systems. The first one being multipath propagation
due to impedance mismatch at the terminations and at joints. Power network is
a branched network and understanding how these branches affect the propagation
of signals in the communication channel is a first step in coming up with a reliable
system. The second one, which is the main focus of this thesis is noise models in
the PLC systems. We give a detailed review of the already noise models and their
focus as far as PLC noise characteristics are concerned.

In chapter 3, we perform simulations of the PLC channel with the aim of un-
derstanding the multipath propagation phenomenon in PLC networks. The focus
is mainly on the effects of a number of branches, branch lengths and load/terminal
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impedance on the transfer function of the network in the frequency domain. Again,
the effects of these variables on the root mean square delay spread which is a mea-
sure of the multipath richness of a channel. The work in this chapter contributed
to one conference paper [7] published.

Chapter 4 focuses on estimating long-range dependence/correlation of PLC
noise. Here deseasonalization of the noise is first performed to remove non-stationarities
and periodicities which affect the estimators of long-range dependence parameter.
We then employ three known methods of calculating the estimate of Hurst param-
eter which is an indicative of the intensity of long-range correlation. The work in
this chapter contributed to one conference paper [8] published.

Multifractal analysis using two methods: multifractal detrended fluctuation
analysis (MDFA) and detrending moving average algorithm (MDMA) are employed
to characterise PLC noise is the focus of chapter 5. The work in this chapter
contributed to one conference paper [9] published and one journal paper under
review [10].

In chapter 6, a generalised binomial cascade model is proposed to be adopted
in modelling the multifractal characteristics inherent in PLC noise. The model pa-
rameters are derived from the multifractal analysis presented in chapter 5. Chap-
ter 7 concludes the thesis and outlines recommendations for future work.



6

CHAPTER 2

Literature Review

In this chapter, the challenges specific to power line communication channels are
reviewed and we highlight how these challenges have been tackled in the literature.
The missing gaps, which form the basis of study in this thesis are also highlighted.

2.1 Introduction

Power line communication has recently gained a lot of research interest because of
its low cost which can be comparable to wireless communications. No new wire
installation is required for communications over power lines. However, this chan-
nel is normally very hostile to communication applications since power networks
were optimized for low frequency high voltage signal transmission. For meaningful
communication system design, channel modelling is of great importance so as to
match the system to specific channel characteristics. The PLC channel exhibits
both frequency-selective and time-varying behaviour. The former is a result of
reflections and transmissions at discontinuities due to impedance mismatch, while
the latter is due to change in topology, cable parameters and load impedance.

The PLC channel also shows strong low-pass and high attenuation behaviour
which restricts network coverage and applicable frequency bands [11],[12]. The
channel model should be able to capture all these characteristics with high accu-
racy to aid in choosing transmission techniques and system performance anal-
ysis. Moreover, power grid wiring standards also vary from country to coun-
try, hence, predicting the PLC channel becomes very challenging. Recent de-
velopment on multipath channel characterization and modelling can be found in
[1],[13],[14],[15],[16],[17],[18] and the references therein. In addition to all these, the
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Figure 2.1: Graphical illustration of PLC channel with additive
noise

noise experienced in PLC is not additive white Gaussian noise, but can be grouped
as coloured background noise, narrowband interference and impulsive noise [3].

The PLC channel characteristic is very difficult to predict due to its random
nature. Impedance mismatch, which makes the signals in PLC to undergo mul-
tipath propagation, can be seen as a random parameter. This is due to the fact
that electrical loads are being switched on and off randomly by different users in
the power network. Again, even when these loads are on, their impedances vary
depending on their nature and operational characteristics. These electrical loads
are also a source of some components of PLC noise. The effect is that their contri-
butions to channel impairments are twofold. Figure 2.1 shows a simple power line
communication system model. The transmitted signals s(t) undergoes multipath
propagation and is also affected by the additive channel noise. Hence, for proper
reception at the receiver, both the channel and noise characteristics need to be
known and their effects mitigated.

The PLC network was not designed for data transmission in mind but for elec-
trical power delivery to various loads at low frequencies, typically 50/60 Hz. On
the other hand, transmission of data happens at very low voltages but high fre-
quencies, typically 1 − 30 MHz and even beyond for next generation broadband
PLC. These extremes necessitate a coupling circuit that will reject the 50 Hz signal
and allow measurements of the high-frequency signal in addition to providing pro-
tection to the PLC measurement equipment. Again, the loads in power networks
are switched on and off randomly and this causes further impedance mismatch and
even the coupling circuit should be adapted to these changes. This phenomenon
makes even the design of the coupling unit a challenging one for the measurements
made to be trusted for modelling the PLC channel and/or noise.
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2.2 Multipath Propagation in PLC Networks

Mainly, there are two approaches that have been followed in PLC channel mod-
elling: top-down and bottom-up approaches [18]. The details of these approaches,
their strengths and shortcomings are discussed in the following sections.

2.2.1 Top-Down Approach

In the top-down approach, the PLC channel is treated as a ‘black box’ and nu-
merous measurements are collected by exciting the channel with a reference signal
either in frequency or time domain. The transfer characteristics of the channel can
then be described either in frequency or time domain using a few relevant param-
eters. The measurement data is used to fit a model, and the model parameters
are derived from measurements. The model should accurately capture properties
of the signal propagating in the channel and the multipath effects on the signal
[1],[19]. In essence, there are two factors considered in describing channel trans-
fer function, the model parameters and modelling algorithms. These two factors
determine the accuracy and reliability of the model [18].

The main advantage of this approach is that the statistical results derived from
measurements can be used to generate channels to analytically study the PLC
channel and system performance. It also has a share of its challenges. The model
parameters are network and frequency band specific. Currently, there are global
campaigns for measurements in as many areas as possible to validate or redesign
the available models. The top-down modelling also lacks the physical connection
with reality and as such it is difficult to describe the spatial correlation present in
power networks. Power networks are bus systems hence the received signal may
have high correlation [11]. Since this approach is based on measurements, it is
prone to measurement errors. A few of accepted models are discussed in the next
sections.

2.2.1.1 Echo Model

Transmission behaviour of power line channels can suitably be described by mul-
tipath propagation approach. The first multipath model was proposed in [20] and
represents the PLC channel as a sum of N Dirac pulses representing signals from
N different paths. These Dirac pulses are multiplied by complex attenuation factor
ρv and are delayed by τv and it can be represented as eqn. (2.1)

h(t) =

N∑
v=1

|ρv|.ejϕv .δ(t− τv) (2.1)

where ρv = |ρv|.ejϕv , ejϕv is the phase shift component, ϕv = arctan Im(ρv)
Re(ρv) . Taking

Fourier Transform of eqn. (2.1), the transfer function characteristics of the model
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as a function of frequency can be represented as eqn. (2.2)

H(f) =
N∑
v=1

|ρv|.ejϕv .e−j2πfτv . (2.2)

The echo model is a sum of the product of attenuation factor and delayed Dirac
delta pulses. The attenuation factor is a product of reflection and transmission
factors along each echo path. Even though this model captures the notches of the
channel transfer function of the PLC channel, it is not able to show the low-pass
behaviour of the channel. Hence, it is applicable in areas where low-pass behaviour
is not relevant [12]. The model parameters are then fitted to measurements. It
was shown that N = 5 gives a fairly good fit. However, the number of paths
can be optimised by minimising the root mean square error and the maximising
correlation between measurements and model simulations [20].

2.2.1.2 Multipath Signal Propagation Model

Multipath signal propagation model, also known as Zimmermann Model, is an
adaptation of the Echo Model discussed in the previous subsection. In [1], the
authors demonstrated that even a simple network with a direct path and only one
branch can have infinitely many additional paths (echoes) between the transmitter
and the receiver. These echoes must be considered in a model representing channel
characteristics. When the joints/branches are not matched to the transceiver, then
reflections and transmissions will occur at the discontinuities. Each of the paths
followed by a signal will have a weighting factor that is a product of reflection
and transmission factors along the path. The weighting factors depend on the
frequency of occurrence of the reflections and transmissions along a given path.
The higher the frequency of occurrence, the smaller the weighting factor. Again,
longer paths exhibit higher attenuation and so have negligible influence on the
overall signal. This makes it reasonable to approximate the infinitely many paths
by only a few definite dominant paths.

The reasoning so far is similar to the one in echo model. The modification
of this model comes from including an attenuation factor due to cable losses in
the individual paths. This attenuation is a function of both cable length (di) and
transmission frequency (f). The attenuation due to cable loss is given by eqn. (2.3)

A(f, di) = e−α(f).di = e−(a0+a1.f
k).di (2.3)

where the parameters a0, a1 and k can be found from previously known cable
parameters. These parameter values can also be derived from measured transfer
functions [20]. The modified transfer function in the frequency domain is then
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Figure 2.2: Amplitude response for reference model (2.4) with 4
paths

given by eqn. (2.4)

H(f) =
N∑
i=1

gi.e
−(a0+a1.fk).di .e−j2πfτi (2.4)

where gi is the weighting factor and is generally complex and is frequency depen-
dent but is normally assumed to be real-valued. The delay τi in each path is given
by eqn. (2.5)

τi =
di
√
εr

c0
=
di
vp

(2.5)

where εr and c0 are respectively the dielectric constant of the insulating material
and the speed of light. Again, same as in echo model, the fitting of this model
to measurements can be refined by controlling the number of paths. For simple
networks, a four-path model can sufficiently represent the impulse response of the
channel [1]. Figure 2.2 and Figure 2.3 show simulation results of both four (4)
path and fifteen (15) path models respectively. Different shapes for the transfer
functions and position of the notches are evident from the figures which has been
influenced by the number of propagation paths in the network. As the number of
paths increases so is the complexity of the transfer function.

2.2.2 Bottom-Up Approach

The bottom-up approach is based on transmission line theory. Unlike in the top-
down approach where model parameters are derived from measurements, here the
approach starts from a theoretical derivation of model parameters. It describes
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Figure 2.3: Amplitude response for reference model (2.4) with
15 paths

clearly the relationship between the network behaviour and the model parame-
ters and as such necessitates complete information about of the power network
(topology,cable parameters, the load impedance of the terminals). This makes it
computationally very complex and the complexity grows with the complexity of
the network. Moreover, full knowledge of the power network is a serious challenge
and is very difficult to predict. Again, wiring practices vary from country to coun-
try and coming up with a universally acceptable model that can be applicable
anywhere is still a dream for the future [11], [18].

Power line networks are known to be heavily branched with terminations. A
popular approach in analysis and synthesis of PLC systems is to ’see’ it as a cascade
of two-port networks (2PN). From this analysis can be done using either Trans-
mission parameters T (also known as ABCD parameters) or Scattering parameters
(S-parameters). A representation of PLC network as a 2PN is given in Figure 2.4.
The transmitter is represented by a voltage source with source impedance Zs, the
PLC transmission line as 2PN and the receiver is represented as a load of ZL [21,
22].

The transmission parameters of the network can be determined from eqn. (2.6)V1
I1

 =

A B

C D

V2
I2

 (2.6)
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Figure 2.4: A PLC System represented as a two-port network
connected to a voltage source and a load

Similarly, when the PLC network is considered as a cascade of two 2PN, the ABCD
parameters become eqn. (2.7)A B

C D

 =

A1 B1

C1 D1

A2 B2

C2 D2

 (2.7)

Seeing a PLC network as a cascade simplifies its analysis by decomposing the
complicated network to simpler circuits and then multiplying their corresponding
ABCD parameters to determine the transmission parameters of the whole net-
work. From the ABCD parameters, the PLC channel transfer function and input
impedance can be estimated respectively by eqns. (2.8) and (2.9) [23]

H(f) =
VL
Vs

=
ZL

AZL +B + CZLZs +DZs
(2.8)

Z1(f) =
V1
I1

=
AZL +B

CZL +D
(2.9)

The transfer function and the impedances are frequency dependent, though this
has been omitted in the equations for simplicity purposes. Transmission line cable
characteristics are equally important in understanding the PLC channel response.
Equivalent circuit representation of a transmission cable is as shown in Figure 2.5
and when the cable parameters are known, then the characteristic impedance Zc
eqn. (2.10) and propagation constant λ eqn. (2.11) can be calculated, respectively,
as [21, 22]

Zc =

√
R+ jωL

G+ jωC
(2.10)

λ =
√

(R+ jωL)(G+ jωC) = α+ jβ (2.11)

where, R, G, L, and C are cable per unit length resistance, admittance, inductance
and capacitance respectively.
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Figure 2.6: Equivalent circuit for PLC with one tap bridge topol-
ogy

The ABCDmatrix for transmission line with Zc being the characteristic impedance,
propagation constant of λ and a length of l can be calculated as eqn. (2.12)

A B

C D

 =

 cosh(λl) Zc · sinh(λl)
1

Zc
· sinh(λl) cosh(λl)

 (2.12)

From these parameters, the transfer function of a transmission line can be calcu-
lated from eqn. (2.8) with the help of eqn. (2.12).

When we consider a transmission line with one bridge tap as shown in Fig-
ure 2.6, we can partition the line into various sections and determine the ABCD
matrix of each section. The corresponding transmission matrix of the network can
be computed as eqn. (2.13)

Φ =

Ns∏
i=0

Φi (2.13)

The source matrix is computed as eqn. (2.14)

Φ0 =

1 Zs

0 1

 (2.14)
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Figure 2.7: Equivalent circuit of a tap bridge

where, Zs is the source impedance and the second section transmission matrix is
given by eqn. (2.15)

Φ1 =

 cosh(λ1l1) Z1 · sinh(λ1l1)
1

Z1
· sinh(λ1l1) cosh(λ1l1)

 (2.15)

Transmission matrices of all the taps can be calculated individually by first
representing the bridges with an equivalent circuit and then computing its equiv-
alent impedance Zeq. The bridge circuit representation is as shown in Figure 2.7
from which Zeq is given by eqn. (2.16);

Zeq = Zc ·
Z + Zc · tanh(λl)

Zc + Z · tanh(λl)
(2.16)

where l is the bridge length, Zc is the characteristic impedance of the transmission
line, and Z is the terminal load impedance. The transmission matrix of the bridge
then becomes eqn. (2.17)

Φ2 =

 1 0
1

Zeq
1

 (2.17)

The transmission matrix for the last section is given by eqn. (2.18);

Φ3 =

 cosh(λ2l2) Z2 · sinh(λ2l2)
1

Z2
· sinh(λ2l2) cosh(λ2l2)

 (2.18)
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The ABCD matrix of Figure 2.6 can be computed by substituting eqn. (2.14) and
eqn. (2.18) into eqn. (2.13) to get eqn. (2.19) [21]

A = cosh(λ2l2)α+
sinh(λ2l2)

Z2
β

B = Z2cosh(λ2l2)α+ cosh(λ2l2)β

C = cosh(λ2l2)ξ +
sinh(λ2l2)

Z2
ϑ

D = Z1sinh(λ1l1)ξ + cosh(λ2l2)ϑ

(2.19)

where,

α = %+
Zs
Z1
ζ

β = Z1ζ + Zs%

ξ =
Z1%+ Zsζ + Zeqζ

Z1Zeq

ϑ =
Z1ζ + Zs%

Zeq + %

(2.20)

and,
% = cosh(λ1l1)

ζ = sinh(λ1l1)
(2.21)

2.2.3 Statistical Modelling

In the quest to model the PLC channel a priori for system design and performance
analysis, there are a good number of works on channel modelling which are not
network specific. In [24], the author has adopted the Zimmermann model to de-
velop a PLC channel generator in time domain for each user. The Zimmermann
model is stated here for convenience as eqn. (2.22) [1]

H(f) =

Np∑
i=1

gi.e
−(a0+a1.fk).di .e−j2πfτi . (2.22)

The parameters are as defined previously. The difference here is that the parame-
ters are taken as random variables. The points of reflections which generate paths
are placed at finite distance interval. The first reflector is fixed at some distance
and other reflectors to be allocated according to a Poisson arrival process with
some acceptably chosen intensity. The reflection factor gi are assumed to be real,
independent and uniformly distributed in [-1,1]. The parameters a0, a1 and k are
chosen to adapt to a specific network. The corresponding time domain channel
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generator for user u is given by eqn. (2.23) [24]

h(u)(t) = 2Re{
Np∑
p=1

(gpe
−α0dp

α1dp + j2π(t− dp/v)

(α1dp)2 + 4π2(t− dp/v)2

× (ej2πB1(t−dp/v)−α1B1dp − ej2πB2(t−dp/v)−α1B2dp))} (2.23)

In [13], the authors modified the above by factoring in the coupling effect con-
sidering that it is possible to transmit and receive from two different circuits. The
assumption is that in a power network, there can be up to three phases and if the
sockets are connected to different phases, then it is possible to transmit and receive
from different circuits. In such situations, coupling effect ensure propagation of
signals from transmitter to receiver and the channel frequency response shows a
concave behaviour. In low frequency, it is strongly attenuated because of lack of
connection and at high frequencies the strong attenuation is due to line losses [13].
This frequency loss can be approximated by eqn. (2.24) [13]

pi(f) = gi + cif
K2 (2.24)

Again paths with small gains are neglected and multipaths are approximated by a
finite numberNp which is modelled as Poisson random variable. The corresponding
channel transfer frequency response is modelled as eqn. (2.25) [13]

H(f) = A

Np∑
i=1

(gi + cif
K2)e−(a0+a1f

K)lie−j2πfli/v (2.25)

The complex impulse response is computed from the inverse Fourier transform of
eqn. (2.25) and assuming K = 1 and ci, the closed-form expression is given by
eqn. (2.26)

h(t) = A

Np∑
i=1

2∑
k=1

gie
−a0li (−1)k−1e(jt−(a1/2π+j/v)li)ωk

a1li + j2π( liv − t)
(2.26)

where ωk = 2πBk. gi and ci can be modelled as a product of a sign flip and a uni-
formly distributed random variable u ∈ [0, 1]. And since the statistical distribution
of the product of large number of uniform random variables approach log-normal,
gi and ci can be modelled as log-normal variables multiplied by random sign flips.
Path lengths as uniformly distributed variable in [0, L] where L is a constant. The
authors conclude that Np can be any distribution depending on the measurements
that have to be fitted. The literature pertaining to channel modelling is vast and
not of them can be covered in this thesis. Other very interesting works are done by
the authors in [25, 26, 27] where they look at frequency based channel models and
their properties. The authors in [28, 29] have also proposed channel models em-
ploying Mie scattering approach and their results are comparable to Zimmermann
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Model.

2.2.4 RMS Delay Spread and Coherence Bandwidth

The previous section has shown that the PLC channel is multipath prone and to
characterise this multipath phenomenon, Root Mean Square (RMS) delay spread
is a very important metric to consider. Due to multipath, the received signal follow
different paths at different time delays as a result of different propagation lengths
followed by the signal. Delay spread is the duration difference between the time
the first signal arrives at the receiver and the time the last non-negligible echo
component arrives.

The RMS delay spread gives an indication of the multipath richness of the
channel and it has been found to be log-normally distributed and inversely corre-
lated with channel gain (see, [15],[14]). Orthogonal frequency division multiplex-
ing (OFDM) has been proposed as a promising technique to combat the effects of
multipath propagation in PLC networks and understanding of RMS delay spread
is key to choosing the guard interval (GI) length which optimises the performance
of the OFDM systems [30]. Again, RMS delay spread is inversely related to the
coherence bandwidth (CB). CB gives an indication of frequency selectivity of the
channel. Hence, the understanding of how the aforementioned factors affect the
RMS delay spread is worth understanding for the success of PLC deployment and
performance [17],[30].

When the signal symbol duration is big enough in comparison to the delay
spread, then there is little smearing of the received signal and one would expect
Inter-symbol Interference (ISI) free channel. However, if this delay spread is big
enough, then it can result in serious signal distortion [31]. In other words, the RMS
delay spread is known to be a good measure of multipath phenomena and provides
an indication of the extent of possible distortion of the signal at the receiver due
to ISI.

Root mean square delay spread can be estimated from Power Delay Profile
(PDP). PDP of a channel gives an estimate of the distribution of transmitted
power over propagation paths in a multipath environment and is estimated from
the spatial average of channel impulse response [17], i.e., it is the square root of
second central moment of the power delay profile. The power delay profile can
be determined from inverse Fourier Transform of the frequency channel response
either from measurements or from deterministic models given the PLC topology
and cable parameters are known. The power delay profile is given by eqn. (2.27)

P (τ) = |h(t, τ)|2 (2.27)

where h(t, τ) is the channel impulse response determined from IFFT of the channel
frequency response. Average excess delay of transmitted signal due to multipath
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is given by eqn. (2.28)

τAV G =

∑
i P (τi)τi∑
i P (τi)

(2.28)

and the RMS delay can be given by eqn. (2.29) [15],[31]

σRMS =
√

(τ)2AV G − (τAV G)2 (2.29)

where,

(τ)2AV G =

∑
i P (τi)τ

2
i∑

i P (τi)
(2.30)

Coherence bandwidths are calculated by numerically solving for the frequency
separations, where the correlation function’s magnitude drops to 0.5 or 0.9 and
it is inversely proportional to RMS delay spread. Their values can be computed
directly from RMS delay spread values respectively as eqns. (2.31) and (2.32)

BW0.5 =
1

5σRMS
(2.31)

BW0.9 =
1

50σRMS
(2.32)

2.3 Power Line Channel Noise

The main focus of this thesis is on PLC noise characteristics and modelling. Power
line communication networks’ performance can be greatly degraded by noise gener-
ated by various noise sources within and/or without the network. Understanding
of the noise characteristics is important for the design of their mitigation tech-
niques thereby improving the system performance. Noise in these networks has
been found to be non-Gaussian, impulsive and correlated [3, 5, 6]. Specifically,
analysis of various noise measurement campaigns in PLC environment has shown
that PLC noise is not additive white Gaussian noise but is non-Gaussian. It has
two main origins: electrical devices connected to the power network act as noise
generators and noise from external wireless sources coupled to the network via
radiation [3], [32].

One unique characteristic of PLC noise is that it is very impulsive and the
impulses appear in bursts. Impulsive noise (the main source of data errors) is
the most challenging one to mitigate and its characteristics are worth investing.
Impulsive noise can cause bit or burst errors in high-speed transmission of data
in power line communications. This will eventually result in system performance
degradation. Therefore understanding and modelling of time behaviour of PLC
impulsive noise is a very important challenge that is worth investigating so as to
come up with countermeasures to limit their effects on broadband applications
in PLC systems. Models developed should be able to capture the details of the
noise characteristics as close as possible and again should be easy to simulate in



Chapter 2. Literature Review 19

computers for performance analysis of PLC systems. Recently, the focus has been
on models that capture time correlation of bursty impulse noise. Some authors
group PLC noise into three types; coloured background noise, narrowband noise
and impulsive noise. Impulsive noise can be further classified into periodic impul-
sive noise synchronous with mains, periodic noise asynchronous with mains and
sporadic impulsive noise [3, 32].

Most work on impulsive noise in PLC has concentrated on time domain analy-
sis (impulse amplitude, impulse width and inter-arrival times) without considering
its power spectral density distributions [3]. However, it is known that time series
intrinsic behaviour is best captured by its spectral analysis (frequency domain).
Recently, there has been some work considering frequency domain analysis of PLC
noise. In [33], the authors proposed a seven parameter frequency domain model
for the power line noise; three parameters to model the coloured background noise
and four parameters to represent narrow band interferers. The random processes
are defined by their probability density functions and used to build a synthesis
filter for noise power spectral density (PSD). No impulsive component was consid-
ered in their modelling as the impulsive noise occurrence from measurements was
negligible.

In [34], the authors computed PSD of PLC noise by assuming that the model is
a linear time invariant filter driven by cyclostationary noise/process. Even though
PLC noise is cyclostationary, it is also time variant. The result in [34] is suitable for
background noise as it does not vary much with frequency. It is known that PLC
noise spectral intensity/power decreases with increasing frequency. The authors in
[35] divided the PLC noise into regions in each period and assumed that in each
region, the noise is stationary and hence the PSD is flat in each region. In other
words, they modelled their system as linear periodically time varying filter driven
by a stationary noise. The results here show PLC noise with PSD which is varying
both temporally and spectrally. They estimated the PSD of each region using
periodogram (nonparametric method), which has low accuracy in comparison to
parametric methods of spectral estimation.

More comprehensive analysis of PLC noise in the frequency domain is found
in [32]. The authors here were able to estimate power spectral density of various
PLC noise components using periodogram averaging. Even though very interesting
results are deduced from their work like capturing the cyclostationarity of the PLC
noise, periodogram estimation though quite simple and fast to implement suffers
from some serious disadvantages. That is, their frequency resolution is poor and
normally there is a trade-off between frequency resolution and temporal resolution.
Again, peak selection with periodogram is difficult because of side lobes associated
with ’leaks’ in all frequency coefficients, corrupting the FFT spectrum estimate.
This is due to the fact that DFT implicitly assumes periodicity is data and may
cause discontinuities at the extremes of the periods [36].
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2.4 PLC Noise Classification

Noise in power line communication networks is non-Gaussian and as such can not
be modelled as the convenient additive white Gaussian noise. The noise is known
to be impulsive and in most cases, occurs in bursts. Therefore, it can be referred
as bursty impulsive noise [6]. Due to the unique nature of this noise in power line
channels, modulation and decoding schemes optimised for Gaussian channels may
not necessarily work well in PLC systems. This has contributed to the increased
growth in the interest of PLC noise modelling and analysis. PLC noise from sources
both within and without the network and can be classified as follows [3, 32]:

1. Background noise:

• Background coloured noise - It has low power spectral density which
varies with frequency. It is caused by multiple sources of unknown
origin and it is assumed to be cyclostationary depending on the number
and types of devices connected to the power network.

• Narrowband noise - Mainly sinusoidal signals with modulated amplitude
due to broadcasting stations operating in the same frequency band. It
can also be assumed to be cyclostationary.

2. Impulsive Noise:

• Periodic impulsive noise asynchronous to the mains frequency - Mainly
caused by switched power supplies, it is cyclostationary and it is formed
by periodic impulses with a repetition rate between 50 and 200 kHz.

• Periodic impulsive noise synchronous to the mains frequency - It has
a repetition rate of 50 or 100 Hz and is caused mainly by switching
actions of rectifier diodes which are synchronous with the mains cycle.

• Asynchronous impulsive noise - It is the most unpredictable impulse
noise caused by switching transients in the power network (i.e., connec-
tions and disconnections of devices). The PSD of this type of noise can
reach more than 50 dB above background noise values.

For convenience in modelling, these five groups are normally classified into two
major groups; background noise and impulsive noise [3, 5, 37].
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Figure 2.8: PLC Noise Classification

2.5 Narrow-band Noise Models

The authors in [34] model narrow-band noise captured in low voltage powerline
channels as a cyclostationary Gaussian model (CGM). Here the pdf of the noise
sample at instantaneous time t = iTs is given by eqn. (2.28)

p(ν(iTs)) =
1√

2πσ2(iTs)
exp[− ν2(iTs)

2σ2(iTs)
] (2.33)

The unique feature of impulsive noise is captured by a zero-mean Gaussian random
variable with a time varying periodic variance with period TAC/2, where TAC is the
period of AC mains. This implies that the noise pdf is also periodic with the same
period. To capture the non-white spectral properties of PLC noise, the authors
in [34] multiply the time-varying variance with a decaying function of frequency
(σ2(t, f) = σ2(t)α(f)). This is like passing a cyclostationary signal through a
shape linear time-invariant (LTI) filter.

In [35], CGM is modified to take care of both temporal and spectral proper-
ties of PLC noise by replacing the LTI filter in CGM with a linear periodically
time-varying (LPTV) filter. Unlike in [34] where input to the LTI filter is a cyclo-
stationary signal, here, the input to the LPTV filter is a stationary signal, i.e.,

n[k] =
∑
τ

h[k, τ ]s[τ ] (2.34)

where s[τ ] is the stationary input to the LPTV filter and h[k, τ ] =
∑M

i=1 hi[τ ]1k∈Ri
is the LPTV filter. M denotes intervals Ri where the spectral shape is considered
flat.

From the findings of the previous authors in this subsection, the authors in [38]
did a cyclic spectral analysis of PLC noise in the 3-200 kHz band and proposed
adaptive cyclic bit loading scheme in OFDM systems. They ascertain through
simulations that the proposed scheme outperforms the available schemes by up to
2 times the throughput of existing schemes and closely approaches optimal adaptive
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schemes. From the foregoing discussion, it can be interesting to investigate whether
this cyclic behaviour is also inherent in PLC noise in the broadband applications
and whether adaptive cyclic bit loading schemes will yield equivalent results as in
narrow-band applications.

2.6 Broad-band Noise Models

A recent survey on impulsive noise modelling groups the models into models with
memory and those without memory [39]. The popular memoryless models are
Middleton Class A, Bernoulli-Gaussian, and symmetric Alpha-Stable models [39,
37]. Even though the memoryless models are able to capture the non-Gaussian and
impulsive nature of PLC noise, they fail to capture the temporal correlation that
is inherent in PLC noise. To model this temporal correlation, Markov chain based
models have been developed. A partitioned Markov chain model was developed in
[3] which is able to capture the bursty nature of PLC noise by considering impulsive
states and impulsive free states. This model is a generalisation of Gilbert-Eliott
model [40]. The main challenge with this model is that it has binary output and
is only suitable for binary communication channels. In [5], a Markov-Gaussian
model is developed from the same principle as the Bernoulli-Gaussian model, but
with an additional parameter which quantifies the channel memory. Even though
Markov-Gaussian model is a continuous noise model, its main drawback is that it
is restricted to only two states: impulsive free and impulsive sequence states. In
each of the states, noise samples follow Gaussian distribution with impulsive states
having noise variance which is very high compared to the variance of the impulsive
free state.

The authors in [6] extended Middleton Class A model by incorporating an ad-
ditional parameter that allows for controlling noise impulse memory. The model
known as Markov-Middleton introduces noise memory through hidden Markov
chain and it is a continuous noise model with finite states and the same prob-
ability density function (PDF) as the Middleton Class A model. In each of the
finite states, the noise variance is a function of the physical parameters of the noise
(number of simultaneous impulsive emissions, impulsive index and strength of the
impulsive noise). The noise can be assumed to be a superposition of impulsive
source emissions that are Poisson distributed both in space and time and have a
temporal correlation. In all the memory models, the additional parameter captur-
ing the noise memory is determined from noise measurements and details can be
found in [3],[5] and [6].

There are also other studies on the characteristics of PLC noise which have
concentrated on amplitude distributions, impulse width and impulse rate (see [3,
33, 41, 42, 43]) without considering much the frequency and strength of bursts
which are prevalent in PLC noise and which impacts heavily on communication
system development and performance analysis. Even though our interest is on
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indoor low-voltage PLC applications, it should be noted that impulsive noise is a
challenge even in other applications (e.g., see [44]). A shift of focus has recently
turned into models and analysis considering the cyclostationary nature of PLC
noise [45, 34, 32, 38, 46, 35]. This resurgence of interest in PLC noise modelling
shows the importance as well as the complexity of noise experienced in power line
channels.

2.6.1 Memoryless Models

2.6.1.1 Bernoulli-Gaussian

The assumption here is that the PLC noise has two components: thermal noise and
impulsive noise, i.e., nBG = nw +βni, where nw is the thermal(background) noise,
ni is the impulsive noise component and β is a Bernoulli random variable with
state space {0, 1}. nw and ni are assumed to be independent Gaussian random
variables. Defining probability p = Pr(β = 1) and assuming that the noise is real,
the Bernoulli-Gaussian noise can be represented as eqn. (2.35) [37, 47]

nBG = (1− p)N (0, σ2b ) + pN (0, σ2i ) (2.35)

where N (0, σ2) =:
1√

2πσ2
exp(

−x2

2σ2
) and σi � σb.

2.6.1.2 Middleton Class A

Middleton [48, 49, 50] proposed a general classification of both natural and/or man-
made electromagnetic disturbances and went further to distinguish between three
classes of noises: class A, class B and class C, according to the frequency range
occupied by the interference in comparison to the receiver bandwidth. Details
can be found in the above references (see also [51, 52]). The main advantage of
Middleton models is that they are canonical. Of the three, class A model has
been proposed for applications in power line networks and in environments prone
to impulsive noise because it requires the lowest number of parameters and hence
more tractable [50]. The PDF of class A model can be represented as eqn. (2.36)

fX(ni) =

∞∑
m=0

pm

σm
√

2π
exp(− n2i

2σ2m
) (2.36)

where ni are noise sample at discrete-time index i and pm is the Poisson arrival
process given by eqn. (2.37)

pm =
e−AAm

m!
(2.37)

with noise variance given by eqn. (2.38)

σ2m = σ2
m/A+ Γ

1 + Γ
(2.38)
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where Γ is the ratio of Gaussian to impulsive power ratio, σ2 is the sum of Gaus-
sian power and impulsive power of noise components. The parameter Γ gives an
indication on how strong the impulsive component of the noise compared to the
Gaussian component. The smaller the value of the Γ, the more impulsive the noise
is. A is the impulsive index and it represents the product of the impulse rate λ,
and the impulse mean duration T seen at the receiver (A = λT ).

Even though class A model requires only three parameters (A,Γ, σ2), and has
been widely used in designing optimal and sub-optimal receivers, it is not able
to capture the temporal correlation inherent in environments prone to bursty im-
pulsive noise. Other memoryless models employ alpha-stable distributions and its
variants as reported in [53] and the references therein. This has lead to models
with memory which is the focus of the proceeding subsection.

2.6.2 Models with Memory

Impulsive noise is caused by appliances connected to the network and their am-
plitude varies rapidly and is the main cause of system degradation due to bit or
burst errors in high-speed data transmission. Background and narrowband noise
amplitudes vary slowly over time and can be generally regarded as background
noise. Therefore, PLC noise can be reclassified as background and impulsive noise
[41]. When investigating the influence of impulsive noise in PLC systems, time
domain measurement campaigns are done from which statistics of impulse width,
arrival time and inter-arrival time are captured to estimate when impulse events
occur. Again, from such data, impulse amplitude, impulse power or power spectral
densities are derived, which give a feel of how strong the impulses are [3]. Noise
models need to include sufficient details of the physical noise characteristics, and
on the hand should be easy to implement in computer simulations. Normally a
trade-off has to be balanced.

In [3], partitioned Markov chain-based model with a variable number of states
was proposed to capture the transition between impulsive states and impulsive-
free states, represented by independent transition probability matrices. Impulsive-
free states represent situations when only background noise is observable, while
impulsive states represent impulse events. Even though the model in [3] is able
to represent the transition between impulsive-free events and impulsive events, it
is not able to replicate sufficient samples for wide band communication channel
representation. Some of the research work is available in the literature that tries
to address this drawback and will be discussed next.

2.6.2.1 Markov-Gaussian

This can be considered as an extension of Bernoulli-Gaussian model and is mod-
elled as a two-state Markov process. The two states correspond to the channel
being in a bad state or good state. When in a good state, the additive noise is
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only AWGN and when in a bad state, the noise is a superposition of AWGN and
impulsive noise. In other words, at each time index k, noise nk is defined com-
pletely by channel state sk ∈ {G,B} which are binary alphabets for good channel
and bad channel respectively [5, 54]. Assuming a complex circularly-symmetric
Gaussian random variable with variance depending on channel state sk, the prob-
ability density function of nk conditioned on sk is given by eqn. (2.39) [5, 54]

p(nk|sk) =
1

2πσ2s
exp(−|nk|

2

σ2s
) (2.39)

where the noise variance under impulsive state is greater than the good state
value. Markov-Gaussian can graphically be represented as shown in Figure 2.9,
illustrating the good and bad state. The probabilities of being in a given state is
given by eqns. (2.40) and (2.41) respectively

PG = P (sk = G) =
PBG

PGB + PBG
(2.40)

PB = P (sk = B) =
PGB

PGB + PBG
(2.41)

and the average number of consecutive samples of persistence in impulsive free and
impulsive state is given respectively by eqns. (2.42) and (2.43)

TG =
1

PGB
(2.42)

TB =
1

PBG
(2.43)

In most scenes, the impulsive state is relatively less frequent in comparison to the
impulsive free state, that is, TG > TB. TG and TB can be estimated from noise
measurements, from which the statistical parameters (PGB, PBG) can be derived.
For models with memory, an important parameter that quantifies the channel
memory, which can be defined as eqn. (2.44)

γ =
1

PGB + PBG
(2.44)

When γ = 1, the channel is memoryless, when γ < 1, the channel has an oscillatory
memory and it has persistent memory when the value of γ > 1. For bursty
channels, γ > 1 condition will be of interest.

2.6.2.2 Markov-Middleton

The authors in [6] proposed a modification of Middleton class A model based on
hidden Markov model (HMM), whose output follow a class A distribution. In
addition to class A parameters, this model has an extra parameter for controlling
noise memory. Considering a finite state, they truncated the infinite Middleton
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class A model to the first four terms as eqn. (2.45) [6]

ṕ(nk) =
3∑

m=0

p‘m
σm
√

2π
exp(−

n2k
2σ2m

) (2.45)

with
p‘m =

pm∑3
m=0 pm

Figure 2.10 shows the model with transition state (TS), the duration within the TS
being null. The parameter x, which represents correlation between noise samples
is independent of class A parameters can be estimated from noise measurements
from the following eqn. (2.46)

n̄i =
1

1− Pii
=

1

(1− x)(1− ṕi)
(2.46)

where n̄i is the mean duration is samples spent in state i. The details of how to
determine x can be found in [6].
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Figure 2.10: Markov-Middleton Model

2.7 Conclusion

In this chapter, we have reviewed the challenges of PLC networks, specifically
multipath propagation and bursty impulsive noise. Recent PLC noise models in-
corporate Markov processes in designing models to capture correlation inherent in
PLC noise. However, Markov models are only able to capture correlations in small
scales since they work on assumption of weak dependence. When there is strong
dependence in the signal to be modelled, there more superior models must be
explored for a more accurate representation. This thesis will mainly focus on esti-
mating long-range correlation in PLC noise and also perform local scaling analysis
so as to come up with noise models that are able to capture this scaling behaviour.
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CHAPTER 3

Multipath Propagation
Phenomena in Power Line

Networks

3.1 Introduction

Power line communication channel is known to be harsh due to multipath phenom-
ena and non-Gaussian noise. Multipath propagation is due to line discontinuities
resulting from impedance mismatch at the branches and terminations in the net-
work. For proper design and performance evaluation of a communication system,
the channel characteristics need to be understood since the quality of transmission
depends on the channel characteristics. The PLC channel is mainly affected by
multipath propagation and non-Gaussian noise [1].

According to electromagnetic theory, for maximum power transfer, the trans-
mission medium must be matched to the transceivers, i.e., for the PLC case, the
receiver and transmitter impedances must have same impedance as the charac-
teristic impedance of the transmission cable. However, even if this be the case,
there are normally branches and terminations in the power networks which bring
about impedance mismatch resulting from line discontinuities [1],[23]. The reflec-
tions result in the transmitted signal reaching the receiver through different paths
with corresponding delays which are attenuated depending on the path lengths
followed by the corresponding signals. Electrical loads connected to the power
networks have impedances that vary with time during the mains supply cycle and
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this causes mismatch that varies with time. Again, there exist impedance mis-
match even if there are no loads connected at power terminals, i.e., open circuits
and short circuits so long as the termination is not matched with the cable’s char-
acteristic impedance [55]. Therefore, an understanding of how these branches and
terminations affect the PLC channel contributes a lot in designing the effect’s mit-
igation techniques. The authors in [56] have proposed channel model and taking
into consideration of interconnections in power network topology and loadings at
terminals with very interesting results.

The network topology parameters (branch length, number of branches, load
impedance, etc ) has been found to influence the network performance. For in-
stance, the authors in [57] investigated their effects on underground cables PLC
systems in Tanzania and found from frequency response of the transfer function
that these parameters have effect on the magnitude and position of notches and
peaks. Similarly in [58], the same results are seen in medium voltage PLC sys-
tems. In [59] their effects on OFDM systems in PLC networks was investigated
and the results show that signal attenuation between the transmitter and receiver
increases with increase in number of branches and their lengths. For RMS delay
spread, authors in [60] found that RMS delay spread tend to fit well by lognormal
and Nakagami distributions. The importance of these parameters are important
and continue to be studied, and hence their understanding forms the basis of op-
timal PLC systems.

The main aim of this chapter is to study and analytically explain the effects of
branch lengths and termination loadings on the root mean square delay spread of
the channel. The root mean square delay spread gives an indication of the multi-
path richness of the channel and it has been found to be log-normally distributed
and inversely correlated with channel gain (see, [15],[14]). A good understanding of
how the aforementioned factors affect the RMS delay spread is worth investigating
for the success of PLC deployment and performance [17],[30]. A similar study re-
lated to the work in this paper has been done by [61] by employing a chain matrix
method without looking into the RMS delay spread, which is key in developing
mitigation techniques of the effects of multipath propagation in PLC networks.

3.2 Multipath Propagation in PLC Channels

We explain the concept of multipath in PLC with the aid of a simple one tap
T-network topology shown in Figure 3.1. This model although simple hence easy
to understand, is also popular because all other complex topologies can be decom-
posed to simple one tap T-network topologies and similar analysis followed. It has
been by adopted by [1], [62], [63] among others.

The one tap topology has only one branch and three segments with correspond-
ing lengths and impedances. Assuming signal is injected through terminal A and
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Figure 3.1: Simple one branch T-network topology

received at terminal D, both matched to the transmission line, the points of reflec-
tions will be B and C. Theoretically, the received signal is a sum of infinite echoes
of the transmitted signal and the direct path signal. However, as the signal path
increases, its effect diminishes and the received signal can be approximated by a
finite number of paths (N) and can be expressed by eqn. (3.1) [1]

H(f) =
N∑
i=1

gi.e
−(a0+a1.fk).di .e−j2πfτi (3.1)

where gi is the weighting factor which is normally assumed as real-valued but is
generally complex and is frequency dependent. This weighting factor is a product
of reflection and transmission coefficients discussed later in this paper. The first
exponent is the attenuation portion which increases with path distance (di) and
frequency (f), i.e., it shows a low pass characteristic. The attenuation parameters
a0, a1 and k, (which represent offset of attenuation,increase of attenuation and
exponent of attenuation respectively) can be obtained from magnitude of frequency
response. The second exponent is the delay portion. The delay τi is given by
eqn. (3.2)

τi =
di
√
εr

c0
=
di
vp

(3.2)

where εr is the dielectric constant of the insulating material and c0 is the speed of
light.

Multipath propagation can be represented graphically as in Figure 3.2, where
τi’s represent delays encountered in different paths and Gi’s the corresponding
gains in each of these paths. Since this work entails investigation of physical oper-
ating environment of the PLC system (network topology and loading), the attenu-
ation portion of the channel frequency response can be ignored. This assumption
will not affect our conclusions. We also follow a deterministic approach in deter-
mining the reflection factors of each path. Deterministic approach, although site
specific, accurately provides the analysis required for design and performance of
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PLC systems. The results can be generalized and extended to statistical models
which are handy in a priori analysis of systems before deployment.

Taking the previous assumption that the transceivers are matched, the reflec-
tion points are B and C with ρba, ρbc, ρcb as the reflection coefficients and Γab,
Γcb as the transmission coefficients. The product of these factors constitutes the
weighting factor of each propagation path. Hence, the determination of this factor
is very important in PLC channel characterization. From electromagnetic theory,
the reflection and transmission coefficients can be computed from eqn. (3.3) [64]

ρ =
(ZL − Z0)

(ZL − Z0)
and Γ = 1 + ρ (3.3)

where ZL is the impedance seen by the signal at a discontinuity and Z0 is the
characteristic impedance of the transmission cable through which the signal prop-
agates.

Ignoring the attenuation portion in ( 3.1), the frequency response becomes
eqn. (3.4) [65],

H(f) =
N∑
i=1

 R∏
r=1

ρir

M∏
m=1

Γim

 e−j2πfτi (3.4)

where R and M are the number of reflections and transmissions respectively. Tak-
ing the inverse fast Fourier transform of the channel frequency response, CIR is
obtained as eqn. (3.5)

h(t) =
N∑
i=1

 R∏
r=1

ρir

M∏
m=1

Γim

 δ(t− τi) (3.5)
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3.2.1 RMS Delay Spread

The previous section has shown that the PLC channel is multipath prone and
to characterize this multipath phenomena, RMS delay spread is a very important
metric to consider. Due to multipath, the transmitted signal arrives at the receiver
via different paths at different time delays as a result of different propagation
lengths followed by the signal. Delay spread is the duration difference between
the time the first signal arrives at the receiver and the time the last non-negligible
echo component arrives.

When the signal symbol duration is big enough in comparison to the delay
spread, then there is little time spreading of the received signal and one would
expect inter-symbol interference free channel. However, if this delay spread is big
enough, then it can result in serious signal distortion [31]. In other words, the
RMS delay spread is known to be a good measure of multipath phenomena and
provides an indication of the extent of possible distortion of signal at the receiver
due to ISI.

Root mean square delay spread can be estimated from power delay profile. PDP
of a channel provides an indication of the distribution of transmitted power over
various paths in a multipath environment and is estimated from the spatial average
of channel impulse response [17], i.e., it is the square root of second central moment
of the power delay profile. The RMS delay can be given by eqn. (3.6) [15],[31]

τrms =

√√√√∑N
i=0 τ

2
i |hi|2∑N

i=0 |hi|2
−

(∑N
i=0 τi|hi|2∑N
i=0 |hi|2

)2

(3.6)

3.3 Determination of Reflection Factors and Signal Prop-
agation Lengths

It has been shown in the previous section that power networks are branched net-
works with terminations that are connected to loads with time varying impedance.
The meaning of this is that for PLC applications, impedance mismatch is inevitable
leading to multipath propagation. The effect of impedance mismatch leading to
impedance discontinuities in PLC channels can accurately be estimated if network
topology and cable characteristics are known a priori. For this to be realized,
reflection factors within a given path followed by a signal need to be determined
in addition to propagation length followed by the signal. It is worth noting that
propagation length followed by the first arriving signal (i.e, the most significant
path in terms of signal strength) is not necessarily equal to the transmitter-receiver
physical distance. But, for simplicity, we will assume that the first arriving signal
followed a direct path without reflections and hence the path length is assumed to
be equal with the physical transmitter-receiver length.
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Table 3.1: Reflection factors and propagation lengths for 4 path
one tap T-network topology

N Signal Path Reflection Factors Propagation Length (m)
1 A→B→D 0.6667 200
2 A→B→C→B→D 0.4444 220
3 A→B(→ C→ B)2 →D -0.1481 240
4 A→B(→ C→ B)3 →D 0.0494 260

Considering Fig. 3.1, the direct path (A→B→D) will have a reflection factor
only consisting of transmission coefficient as it has no reflection component. The
propagation length will be L1+L2. The second possible path’ (A→B→C→B→D)
reflection factor is given by Γab × ρcb × Γcb and the corresponding propagation
length is L1 + 2.L3 + L2. The reflection factors for N ≥ 3 can be computed from
eqn. (3.7)

gi = Γab × ρcb(×ρbc × ρcb)N−2 × Γcb (3.7)

and the propagation length from eqn. (3.8)

lN = L1 + 2(N − 1)× L3 + L2. (3.8)

For Figure 3.3, the same principle applied above is used appropriately. For one
branch, the above procedure for one tap network is used as it is in calculating both
reflection factors and propagation lengths. Any of the three taps can be chosen
randomly for one tap application as this will not affect the analysis. However, for
two tap and three tap, same method is used but considering the various reflection
and transmission coefficients at each of the impedance discontinuities.

One tap T-network configuration of Figure 3.1 is employed for this analysis
with the branch length being varied as 10 m, 15 m, 20 m and 25 m. Section
lengths L1 and L2 being 120 m and 80 m respectively. Again, we assume open
circuit (representing the worst case scenario) at the load terminal for easy analysis.

Using the above procedure for one tap topology with branch length of 10 m, the
reflection factors and propagation lengths followed by a signal from transmitter to
receiver is given in Table 3.1. The assumption is that there are only 4 paths with
non-negligible contribution at the receiver. The first arriving path (shortest path)
has the highest contribution since it has less reflections hence less attenuation.
The determination of this first arriving path and its distribution is important as it
provides the reference point of other significant paths but is beyond the scope of
this study. Interested readers can refer to [66], [19]. In [66], it is reported that the
first arriving path can be approximated by log-normal probability density distribu-
tion with decreasing mean and increasing variance as number of branches between
transmitter and receiver increases. In [19], the authors classify PLC channels into
clusters using the magnitude of first arriving path.
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Figure 3.3: A Three-tap branched network topology

3.4 Simulation Results

We assume that the transmission cables in the power network are of the same
type, hence they also have the same characteristic impedance. Transceiver is also
assumed to be matched to the cable characteristic impedance leaving impedance
discontinuities only at branches and load terminals for both single tap and three
tap network. Cables’ characteristic impedance is assumed to be approximately
equal to 70 Ω each. The open-circuit and short-circuit impedances used in these
simulations are 100 MΩ and 0 Ω respectively. The results in this paper are simu-
lations performed in MATLAB software.

3.4.1 Impact of Branch Length

Figure 3.5 shows the frequency response of the channel configuration under study.
The number of notches increases with corresponding increase in branch length.
However, the amplitude remains the same even with increasing frequency. Ta-
ble 3.2 is the corresponding values of RMS delay spread. It is evident that the
delay spread increases with increasing branch length. This can be attributed to
the fact that as the propagation length increases, more reflections occur within
the propagation path. This increases the propagation duration a signal takes from
transmitter to the receiver increasing delay in relation to the first arriving path
signal.

Table 3.2: RMS Delay Spread Variation with Branch Length

Branch length RMS Delay Spread Mean Delay
(m) µsec µsec
10 0.1973 0.1633
15 0.2992 0.2449
20 0.3975 0.3266
25 0.4226 0.4082
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Figure 3.4: Frequency response for one tap topology with various
branch lengths
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Figure 3.6: Frequency response for three tap topology with same
branch length

3.4.2 Impact of Number of Branches

With increase in number of branches, the probable propagation paths and lengths
increases. Figure 3.6 shows the results for a three tap network topology. The notch
depth increases as the number of branches increases but it can be seen that the
position for the deep notches appear at the same position for all the cases (i.e., for
one tap, two tap and three tap). As expected, the number of notches increased
with increase of branches due to increased propagation length. Otherwise, the
trend is not the same for RMS delay spread values. RMS delay spread values are
found to be 0.1973µs, 0.2177µs and 0.1853µs respectively for one tap, two tap
and three tap respectively. The three tap value shows a discrepancy which require
further research. However, as the number of branches increases, some paths cancel
each other and may result in the three tap having a lower RMS delay spread value.

3.4.3 Impact on Terminal Loading

Here we take two extremes of the loading: open circuit and short circuits. It is
seen that the effect of open circuit and short circuit are the same but shifted 180
degrees apart. The results are shown in Figure 3.7. Figure 3.7 (a) is a mirror
image of Figure 3.7 (b). For the RMS delay spread for the two scenarios, there is
no much difference, i.e., 0.1973µs and 0.2219µs for open circuit and short circuit
respectively.
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For one-tap branched network, when the load terminals are matched with trans-
mission cable characteristics impedance, the cable behaves like an infinitely long
cable and no reflections are encountered in the channel. Otherwise when there are
many branches, then there will be many signal generated within the neighbour-
ing branches. This means that the frequency response of the channel remains flat
without any notches and there is no RMS delay spread since only the shortest path
is seen by the signal. The values for RMS delay spread for the channel are below
0.6 µs which is comparable to the values obtained from measurements in [17] and
[67].

3.5 Conclusion

A typical Power line communication channel is a branched network. An analytical
study of a simple T-network has been presented in this chapter. Simulation results
show that the number and/or position of notches are not affected by the position of
the branching node between the transmitter and receiver but by its length, as long
as the length between the transmitter and receiver remains unchanged. Otherwise
by varying the length of branch, the number of notches increases proportionally.
The RMS delay spread increases as the propagation paths with non-negligible
effects increases. This is because a number of echoes arrive at the receiver via
different paths from the transmitter. As the number of branches increases, the
depth of notches increases and even reach the noise floor values. Extreme cases of
loading at the terminals has also been reported, but assuming static loads. Further
research is to study the behaviour of the hybrid (T-topology and ring topology)
PLC channel when the load impedance varies, which is a more practical case
and the findings will go a long way in establishing the best multipath mitigation
techniques for the PLC channel.
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CHAPTER 4

Estimation of Long-Range
Dependence in Power Line

Channel Noise

4.1 Introduction

In this chapter, the study is concerned with understanding of the correlation struc-
ture of power line channel noise. Correlation can be defined as a measure of
self-similarity of a signal with its delayed version. It reveals the periodicity or
randomness of the signal. The more correlated a signal is, the more concentrated
its power spectral density. Conversely, the more random or unpredictable a signal
is, the wider the spread of its power spectrum. Correlation structure of a signal is
crucial in estimation problems, decision-making and detection, and in system anal-
ysis. Noise in power line communication networks is a serious impairment to the
success of high speed data transmission in PLC networks. Therefore, studies on
its characteristics continue to be of interest to the research and design community
so as to come up with more accurate methods of modelling it, and efficient ways
of mitigating its effects in PLC systems. The question that we intend to answer
in this chapter is whether noise encountered in power line networks is self-similar
and the significance of this information in noise modelling.

Several studies have shown that PLC noise is highly correlated, that is, it
has persistence in memory and modelling this noise should be able to take that
into consideration [6, 68, 5]. This is important because codes for error correction
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in communication systems assuming memoryless channels may not necessarily be
optimal in channels with memory. The effect of persistence in memory is that
what happens now will affect the future, that is to say, the results are sensitive to
initial conditions. In probabilistic terms, the probability of a channel remaining
in a certain state is higher than the steady-state probability of being in that state
[40]. The interest of this study is to investigate whether we can conclude that PLC
noise shows long-range dependence by estimating the Hurst parameter (H), which
measures the intensity of long-range dependence. When this parameter ranges
between 0.5 and 1, (i.e., 1/2 < H < 1), then the data is said to show long range
dependence. This will play a key role in noise modelling and PLC system error
performance analysis.

Preliminary results show that PLC noise exhibits statistical long range depen-
dence [4]. However, the authors in [4] applied one method only for estimating
Hurst parameter. Even though the method used in the said study is one of the
oldest and most popular method of estimating Hurst parameter, studies show that
Hurst parameter estimation is not a straight forward procedure and no single es-
timator can be trusted to give accurate results [69]. It is normally recommended
that a number of methods be used for estimation of the parameter before conclu-
sive conclusions can be made. In this study, we employ three methods for Hurst
parameter estimation and compare the values obtained by these methods.

In addition, preliminary research shows that PLC noise exhibits self-similarity
and can be predicted by fractal theory. In modelling noise employing fractal the-
ory, the Hausdorff dimension (D) needs to be approximated. D is related to Hurst
parameter (H), which is a measure of self-similarity. Hence, it is important to
estimate H for accurate noise prediction using fractal theory. H parameter esti-
mators assume stationarity in time series data, but studies have shown that PLC
noise is not stationary [32, 35]. Non-stationarity, trends and periodicity affects the
estimators [70, 69]. Therefore, preprocessing is required for the case of PLC noise
before estimating H to make it stationary as periodicity and nonstationarity affect
the H estimators.

In this study, we remove the periodicity hidden in the PLC noise obtained from
measurement campaign within several university offices, workshops and laborato-
ries. Then long-range dependence is estimated from this pre-processed noise data
by employing three estimation algorithms: R/S (rescaled adjusted range) method,
aggregated variance method and absolute values of aggregated series method. Re-
sults from the said estimation methods though not the same, show that the Hurst
parameters obtained from various noise measurements are greater than 0.5, imply-
ing the presence of self-similarity with long-term memory. Results from this study
will find valuable applications in PLC noise modelling using fractal and chaos the-
ory and in error performance analysis in both narrowband and broadband PLC
systems.
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4.2 Noise Measurement Set up

Characterization and modelling of noise present in power line communication sys-
tem requires rigorous noise measurement campaign. For this study, PLC noise
measurements were recorded using the set-up shown in Figure 4.1. The set up
comprises a coupling unit used for protecting Digital Storage Oscilloscope (DSO)
from high power network currents. The coupling unit also acts as a high pass
filter, allowing only signals of interest to pass through. The DSO employed here
as a receiver is capable of recording 14 million data point samples and was set to
sample noise at a rate of 50 Mega-samples per second. This implies that we are
able to capture noise from the lower cut-off frequency of the coupling unit (100
kHz) to 25 MHz frequency range.

Three scenarios are used in this study. First, noise measurements were done in
one of the postgraduate study offices with electrical loads being fluorescent lights,
desktop computers and air conditioners. The sample is shown in Figure 4.2. It
should be noted that these electric loads are the PLC noise generators and the
adjacent offices connected to the same bus-bars have similar loads. Secondly, noise
from Electronic Laboratory (Figure 4.3) was measured when students were un-
dertaking their practicals. In addition to fluorescent lights and air conditioners,
electronic loads with components like silicon controlled rectifiers (SCRs) and mea-
surement equipment were connected to the power network. Lastly, PLC noise was
measured in a stand-alone five bedroomed apartment (Figure 4.4). The electrical
loads here include lights, television set, washing machine, two fridges and a vacuum
cleaner. The first two scenarios are situated within the University of KwaZulu-
Natal and the third one is located away from the University. These scenarios are
just representatives of actual PLC channels and there is nothing so special about
their location apart from the different loads in these locations which also act as
noise generation sources.

Noise measurements were done when all of these loads were running/switched
on, and from Figures 4.2, 4.3 and 4.4 it can be seen that each of the different
environments generate unique noise samples due to different noise sources. More-
over, the switching times (ON and OFF) of these loads are also random and the
noise is expected to show this randomness without correlation. However, previous
studies have established that PLC noise though generated from different sources
randomly, is correlated. It is also known that some extra noise from without the
power grid is coupled to the indoor network via conduction or radiation [3].

4.2.1 Deseasonalization of PLC Noise

Deseasonalization of PLC Noise is to remove periodicity in the noise so that the
noise sequence is stationary. The noise sequence is first passed through a finite
impulse response (FIR) passband filter to select the spectral components of interest
(0.1-25 MHz). The cyclic autocorrelation function of the filtered sequence (w(n))
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Figure 4.1: Power line noise measurement set-up

Figure 4.2: Office Noise measurement samples
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Figure 4.3: Laboratory Noise measurement samples

Figure 4.4: Apartment Noise measurement samples
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is then computed as eqn. (4.1)

Rw(αk, τ) =
1

N

N−1∑
n=0

w(n)w(n+ τ)e−j2παkn (4.1)

where αk denotes the kth cyclic frequency and τ is the lag. Periodicity of the
sequence can then be identified by peaks in Rw(αk, τ). After evaluating the cy-
clostationary period, measured in samples, the deseasonalization procedure of the
noise can be summarized as follows [31]. For a given season s, determine the mean
value µs and the standard deviation σs respectively as eqn. (4.2) and (4.3)

µs =
1

bN/P c

bN/P c−1∑
p=0

wp,s (4.2)

and

σs =

√√√√√ 1

bN/P c

bN/P c−1∑
p=0

(wp,s − µs)2 (4.3)

where b·c denotes floor function, P is the period in samples and s is the season.
Then the cyclostationarity can be removed by employing one-to-one transformation
as eqn. (4.4)

zp,s =
wp,s − µs

σs
(4.4)

4.2.2 Long-Range Dependence Estimation

In this section, procedures for three methods used for estimating H parameters is
briefly discussed and the results are tabulated in the next section.

4.2.2.1 R/S Analysis (Rescaled adjusted range)

R/S is considered as one of the oldest and best known method for estimating H
parameter [71, 72, 73]. The time series data of length N is divided into d sub-series
of length n. Next for each sub series m = 1, · · · , d, we compute the mean (Em)

and standard deviation (Sm). Then we normalize the data by subtracting the
sample mean from it, i.e.,Xi,m = Zi,m−Em for i = 1, · · · , n, from which we create
a cumulative time series Yi,m =

∑i
j Xj,m for i = 1, · · · , n. From the cumulative

series, we then find the range, Rm = max{Y1,m, · · · , Yn,m}−min{Y1,m, · · · , Yn,m}.
Then we rescale the range with standard deviation Rm/Sm. Finally, the mean
value of the rescaled range for all the sub series of length n is calculated from
eqn. (4.5),

(R/S)n =
1

d

d∑
m=1

Rm/Sm. (4.5)

The value of H can be estimated by calculating the value of slope of a plot of
logarithm of (R/S)n against the logarithm of n.
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4.2.2.2 Aggregated Variance Method

In this method, the original time series is divided into blocks of size m, X =

{Xi, i ≥ 1} and the average within each block is calculated [73]. This is considered
the aggregated series from eqn. (4.6)

X(m)(k) =
1

m

km∑
i=(k−1)m+1

X(i) k = 1, 2, · · · (4.6)

for successive values of m. Then the sample variance of X(m)(k), k = 1, 2, · · · ,
within each block is calculated from eqn. (4.7)

V̂arX(m) =
1

N/M

N/m∑
k=1

(X(m)(k))2 − (
1

N/m

N/m∑
k=1

X(m)(k))2 (4.7)

This procedure is repeated for different values of m and a plot of the logarithm of
the sample variance versus log m is done. m is chosen such that it is equidistant
on a log scale, so that mi+1/m1 = C, where C is a constant which depends on the
length of the series and the desired number of points. The resulting points form a
straight line with a slope β = 2H − 2, −1 ≤ β < 0.

4.2.2.3 Absolute Values of Aggregated Series Method

This method is quite similar to the aggregated variance method and that data
sequence is split in the same way. That is, calculate the aggregated series as in
eqn. ( 4.6). Then find the sum of absolute values of the aggregated series for
different values of m from eqn. (4.8) [73]

1

N/m

N/m∑
k=1

|X(m)(k)| (4.8)

Then the logarithm of the absolute values of the aggregated series is plotted versus
the logarithm of m. The result should be a line with a slope of H − 1.

4.3 Results and Discussion

The first task as discussed in the previous sections was to identify the cyclic fre-
quencies present in PLC noise by examining peaks in cyclic autocorrelation func-
tion of the noise. Principally, interference generated by various loads in the power
network can be characterised by multiple cyclostationary periods. However, for
simplicity, we only considered the lower cyclic frequencies which were found to be
double the mains frequency. This was done after the raw measured noise had been
passed through a FIR filter to analyse only the noise with occupying frequencies of
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Table 4.1: Hurst Parameters for PLC Noise Measurements at
various Locations

Location R/S Absolute Values of Aggregated Aggregated Variance
Method Series Method Method

Electronic Lab 0.6657 0.6486 0.6551
Offices 0.5264 0.5187 0.5091
Apartment 0.6767 0.7297 0.7224

interest in the broadband application range. The results in this chapter has been
published in [8].

Hurst parameter estimation is problematic though it is mathematically well
defined. The chosen methods are well-known techniques which have been used for
a long time and hence can be trusted. However, from the results presented both in
Figures 4.5, 4.6, 4.7, and Table 4.1 show that the values obtained by these methods
vary and it is difficult to say categorically which of them performs better than the
others more so for raw data with unknown Hurst parameter. However, what is
certain and important for our study is that the values obtained by all the methods
though different, ranges above 0.5, implying that PLC noise exhibits long-range
dependence. The values estimated by aggregated variance and absolute values of
aggregated series methods are very close to each other. This can be attributed
to the fact that their algorithms are also very similar. R/S method though well
established tends to converge very slowly compared to the rest of the methods as
the data length increases.

The values for different locations are not very implicit, more noise measurement
campaigns are ongoing for a more comprehensive study and conclusion. A more
realistic noise modelling is a first step in combating noise which is a serious chal-
lenge in powerline communications systems. Error correction methods designed for
memoryless channels are not necessarily optimal for channels showing long mem-
ory. This is because in long memory environment, what happens now will have
effect on channel states in the future.
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Figure 4.5: R/S Method Hurst Parameter Estimation for an
Apartment
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Figure 4.6: Absolute Aggregated Series Hurst Parameter Esti-
mation for an Apartment
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Figure 4.7: Aggregated Variance Method Hurst Parameter Esti-
mation for an Apartment

4.4 Conclusion

Three methods of estimating Hurst parameter, which is a measure of long-range
dependence have been employed for powerline noise measured for four different
locations. All the methods show that PLC noise exhibits long-range dependence
and therefore any PLC noise modelling should take this into consideration. In our
analysis, we removed cyclostationarity of the PLC noise before estimating Hurst
parameter. Periodicity and non-stationarity are known to affect the outcome of
Hurst estimators and can result in unrealistic/confusing conclusions. Moreover,
Hurst parameter estimated can be employed in determining Hausdorff dimension
for accurate channel modelling using fractal/chaos theory. The next chapter in-
vestigates and reports results on multifractal analysis of PLC noise as to ascertain
whether Hurst parameter alone is good enough to characterize the correlation in
PLC noise.
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CHAPTER 5

Multifractal Analysis of Bursty
Impulsive Noise Power Line

Communication Channels

5.1 Introduction

Fractal structure of power line communication channel noise and its impacts on
PLC systems is not yet well published in the literature. The authors in [4] have
done studies on self-similarity and fractal analysis of PLC noise and they observe
that PLC noise exhibits long-range dependence . Empirical results from the pre-
vious chapter of this thesis also confirmed that PLC noise exhibits long-range
dependence. Long-range dependence can be determined by estimating the Hurst
parameter H, which is a measure of the intensity of LRD. LRD measures high
variability in flow or arrival in time series data/signal. There is a relationship
between channel memory and H parameter. The questions that this study is try-
ing to answer is whether the Hurst parameter (derived from second order moment)
alone is good enough to characterise the correlation structure of PLC noise. Specif-
ically, in this study, we perform multifractal analysis to PLC noise measured from
three different locations (University Electronic Laboratory, Postgraduate Office,
and stand-alone Apartment). Multifractal analysis is superior to LRD analysis.
It is a statistical tool that is able to measure the frequency with which bursts of
different strengths occur in a signal [74].

The multifractal theory is a well-developed technique and has been used in
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various fields in analysis and modelling of scaling behaviour of measures/functions
in time series processes. Some of the signal and processing analysis based on
multifractal include bit error rate process analysis of 11 Mbps wireless MAC-to-
MAC channels [75], internet traffic and network traffic measurement estimations
[74, 76], image feature extraction [77], stock market analysis [78, 79], biomedical
analysis [80, 81] and so on. We stress that in this chapter, noise model is not
being developed, but the study is concerned with investigating multifractal nature
of PLC noise and the origins of these multifractals in PLC noise. Noise model that
captures the multifractal nature of PLC noise is the theme of the next chapter in
this thesis.

This chapter presents a multifractal analysis of bursty impulsive noise measured
from power line networks from three different environments. We employ multifrac-
tal detrended fluctuation analysis and detrending moving average algorithm, which
are well-developed multifractal analysis techniques for non-stationary time series
data and can easily be implemented to analyse measured noise data. Results show
that power line noise exhibits both long-range dependence and multifractal scaling
behaviour with different strengths depending on the environments where they were
captured. The multiscaling behaviour is due to long-range correlation inherent in
the power line noise. The source of this local multiscaling behaviour is determined
by the analysis of a shuffled series of the original data captured from the power
network.

Multifractal analysis is able to show clearly both the strengths and frequency of
occurrence of bursts occurring in PLC noise which can then be applied for accurate
modelling of the noise. The significance of these results is that new power line noise
models should be developed that capture both LRD and multifractal scaling for
more accurate performance evaluation of power line communication systems. The
existing noise models though able to replicate temporal dependence of PLC noise,
are not able to capture this local scaling behaviour which results show is inherent
in PLC noise. Preliminary findings of the work in this chapter has been published
in [9] and the complete work has been submitted for journal publication [10] and
is under review.

5.2 Multifractal Analysis

Multifractal spectrum provides a good measure of characterising non-stationary
time series signals. Methods for estimating multifractal spectrum are well devel-
oped and continue to excite much research. Selection of methods to be used for
analysis depend on the required accuracy, computational speed and type of data
[77]. Moreover, the methods are not equivalent and quite often produce differ-
ent results. The interest is normally to extract fractal/multifractal properties of
a given signal rather than seeking for exact fractal dimension. Among the well
developed and most accurate is the wavelet transform modulus maxima (WTMM)
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[82, 83, 84, 85]. However, its computational cost is the major hindrance to its
application.

Here we apply two methods: multifractal detrended fluctuation analysis [86]
and multifractal detrending moving average analysis [79]. Their choice is due to
ease of implementation and fast computational applicability. Again, their accuracy
has been seen to be comparable to WTMM [86, 87]. Both have been developed for
non-stationary time series signals and there are MATLAB codes available on-line
that can be modified by the intended users for their implementation [88, 79].

5.2.1 Autocorrelation Function

Autocorrelation function (ACF) can be a good starting point for correlation anal-
ysis of time series data. It provides correlation of ith measurement with that of
(i + l)th one for different time lags l. It can be used as a preliminary indicator
of existence of long-range dependence in a time series data. Considering a time
series data {xi}Ni=1 with i = 1, · · · , N , N representing the length of the series, the
auto-covariance function is given by eqn. (5.1)

R‘(l) = 〈x̄ix̄i+l〉 =
1

N − l

N−l∑
i=1

x̄ix̄i+l (5.1)

where x̄i = xi − 〈x〉 and 〈x〉 is the mean of the series. The ACF Rxx(l) is then
given by R‘(l) normalized by the variance of the series 〈x̄2i 〉. The time series is
short range dependent when its ACF declines exponentially (Rxx(l) ∝ exp(−l/lo))
for l → ∞. When ACF declines as power-law (Rxx(l) ∝ l−γ) for l → ∞ and
0 < γ < 1, then the series is said to have long-range dependence.

Due to unknown trends and noise in time series data, direct calculations of
Rxx(l) is usually not advisable. Moreover, autocorrelation analysis and power
spectrum analysis fail to capture the correlation behaviour in most non-stationary
time series due to unknown trends that might be in the time series. However,
there are methods available for determining the local scaling behaviour of time
series data. These methods differ in the way fluctuation measure are defined, and
the type of polynomial trends eliminated in each window size [89].

5.2.2 Multifractal Detrended Fluctuation Analysis

Multifractal Detrended Fluctuation Analysis is a generalisation of detrended flu-
action analysis (DFA) to cater for non-stationary time series data and the proce-
dure consist of five steps [86]. Let us consider a series xi of length n and is of
compact support, the procedure for MDFA involves the following steps:

I. The first step involves the construction of time series ‘profile’ (this step con-
verts the noise time series to random walk-like series) from the original data
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as eqn. (5.2)

y(k) ≡
k∑
i=1

(xi − x̄) k = 1, · · · , n (5.2)

where x̄ is the mean of the time series.

II. In the second step, the profile y(k) is then divided into non-overlapping seg-
ments of equal length s, that is, ns =int(n/s). If the length n of the series
is not a multiple of s, then a small portion of it may remain. To utilise this
portion also, the procedure is repeated from the opposite end, making 2ns

segments altogether.

III. In the third step, local trend for each of the 2ns segments is determined by
least-square fit of the series. Then the variance is determined as eqn. (5.3)

F 2(s, l) =
1

s

s∑
k=1

{y[(l − 1)s+ 1]− yl(k)}2 (5.3)

for each segments, l = 1, · · · , ns and eqn. (5.4),

F 2(s, l) =
1

s

s∑
k=1

{y[n− (l − ns)s+ 1]− yl(k)}2 (5.4)

for each segments l = ns + 1, · · · , ns, where yl(k) is the polynomial fit in
segment l.

IV. The qth order fluctuation function can then be obtained by averaging of all
the segments in the fourth step as eqn. (5.5)

Fq(s) = { 1

2ns

2ns∑
v=1

[F 2(s, v)]q/2}1/q (5.5)

where q is a variable that can take any value apart from zero. Steps (2) to
(4) are repeated for several different time scales s.

V. The last step is to estimate the scaling behaviour of the fluctuation functions
by plotting on log-log scale Fq(s) versus scale s for each value of q. If the
time series exhibits long-range correlation, then Fq(s) increases with increase
in scale s as a power-law from eqn. (5.6)

Fq(s) ∼ sh(q). (5.6)

The multifractal scaling exponent h(q) in (5.6) is known as generalized H

exponent and is the well-known H parameter for q = 2 for stationary time series.
For monofractal series, the exponent h(q) is independent of q and it is dependent
on q for multifractal time series data. Multifractal scaling exponent h(q) is related
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to standard multifractal formalism scaling exponent τ(q) as eqn. (5.7)

τ(q) = qh(q)−Df (5.7)

where Df is the fractal dimension of the geometrical support of the multifractal
measure and for time series data, Df = 1 [86][79]. For multifractal time series,
τ(q) is a non linear function of q. An alternative way of characterizing multifractal
series is by the singularity strength function α(q) and the multifractal spectrum
function f(α) [79, 86] via Legendre transform as eqn. (5.8)

α(q) =
dτ(q)

dq
and f(α) = qα− τ(q) (5.8)

5.2.3 Multifractal Detrending Moving Average Algorithm

Multifractal detrending moving average algorithm [79] is a generalization of the
detrending moving average (DMA) algorithm [90] initially designed for fractal anal-
ysis for non-stationary time series data. MDMA was developed to analyse both
multifractal time series and multifractal surfaces. Its algorithm can be summarized
as follows [79].

I. The first step is to construct a sequence of cumulative sums y(t), eqn. (5.9)
assuming a time series x(t)N1 , where N is the length of the time series, i.e.,

y(t) =

t∑
i=1

x(i) t = 1, 2, · · · , N (5.9)

II. The second step is to determine the residual sequence, eqn. (5.10) by de-
trending the signal series by subtracting the moving average function from
the cumulative sums series computed in step one.

r(i) = y(i)− ỹ(i) (5.10)

where n−b(n−1)θc ≤ i ≤ bN − (n−1)θc and ỹ(t), eqn. (5.11) is the moving
average function in a moving window,

ỹ(t) =
1

n

d(n−1)(1−θ)e∑
k=−b(n−1)θc

y(t− k) (5.11)

where n is the window size and θ is a parameter determining the position of
the window. θ takes values in the range [0, 1]. Mostly, three special cases are
normally considered, namely, θ = 0 (backward moving average), in which the
moving average function is calculated over the past n− 1 data points of the
signal. The second case is for θ = 0.5 (centred moving average) for which
moving average function is calculated over half past and half future data
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points of the signal. The last case is when θ = 1 (forward moving average)
on which the moving average function is calculated on n − 1 data points of
the signal in the future.

III. In the third step, the residual sequence r(i) is divided into N non overlapping
segments of the same size n, where N = bN/n− 1c. Denoting each segment
by rv, the root-mean-square function Fv(n) can be calculated by eqn. (5.12)

F 2
v (n) =

1

n

n∑
i=1

r2v(i) (5.12)

IV. The fourth step involves determining the qth order overall fluctuation function
Fq(n) as eqn. (5.13)

Fq(n) = { 1

Nn

Nn∑
v=1

F qv (n)}
1
q (5.13)

V. Finally, in the last step, the values of segment size n can be varied to de-
termine the power-law relation between the function Fq(n) and scale n as
eqn. (5.14)

Fq(n) ∼ nh(q). (5.14)

When h(q) has been estimated, then scaling exponent dependent on q can be
determined from (5.7). Similarly, singularity strength and multifractal spectrum
can be estimated from (5.8).

5.3 Results & Discussion

5.3.1 Unfiltered PLC Noise Analysis

Multifractal spectrum and their corresponding q−order dependent scaling expo-
nent estimated from two methods (MDFA and MDMA) for PLC noise data mea-
sured from various environments are shown in Figures 5.1, 5.2, and 5.3 for Office,
Laboratory and Apartment respectively analysed by MDFA. Similarly, Figures 5.4,
5.5 and 5.6 respectively show results from MDMA technique. From these figures,
it is evidenced that the PLC noise has a scaling behaviour that is sensitive to small
fluctuations within its segments. This is characterised by the left truncated multi-
fractal spectrum shown in each of the locations by both the methods. Again, the
multifractal spectrum diagrams show that original data series has wider spectrum
than the shuffled data series. The wider the spectrum the more multifractal the
data is. From this we can conclude that the multifractal behaviour of impulsive
is destroyed by shuffling. This in turn means that the source of this multifractal
nature is due to long-range correlations present in the time series. The q−order de-
pendent scaling exponent graphs give an indication that PLC noise is multifractal
as the scaling exponent of the original time series data is dependent on q−order
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of the fluctuations, that is, the scaling exponent is non-linear. When the time
series data is shuffled, the scaling exponent is more or less linear, which implies
monofractal behaviour.

Table 5.1 and Table 5.2 respectively provide values of singularity spectrum pa-
rameters estimated by multifractal detrended fluctuation analysis and multifractal
detrended moving average algorithm. The most important parameter is the spec-
trum span (∆α = αmax−αmin) which is a measure of irregularity of the signal/time
series. From Table 5.1, the values of the span for noise from various locations show
that PLC noise from office has a spectrum distribution which is more non-uniform
than both noises from laboratory and apartment which seem very close. When the
data is shuffled, the span is negligible except for one of office data. In the office
data, the span of original data is 0.93 and that of the shuffled data is 0.41. The
implication for these values is that the shuffled data shows weaker multifractal
behaviour than the original data. Similar results are seen for noise captured in an
apartment, however, for laboratory data, the shuffled series show no evidence of
multifractality.

Results from second method (MDMA) gives an indication that it is the labora-
tory data that show weak multifractal behaviour in the shuffled series (Table 5.2).
Since the multifractal behaviour of PLC noise is not yet known, we can not con-
clude from the results which of the methods gives a better analysis than the other.
However, it is evident from the two methods used in the analysis that PLC noise
exhibits multifractal behaviour but the nature and source of this behaviour require
further investigation.

Another important parameter of measure is α0. Viewing the singularity spec-
trum as frequency distribution of singularity strength, α0 provides the value of the
singularity strength which is most frequent in the distribution. The value of α0

provides the measure of correlation characteristics of the signal/time series. Both
the methods show that PLC noise exhibits long-range correlation since the most
frequent singularity strength ranges between 0.5 and 1.

Table 5.1: Singularity Spectrum Parameters estimated by mul-
tifractal detrended fluctuation analysis

Location Data Measure Indices
α0 αmin αmax ∆α

Office Original 0.77 0.45 1.38 0.93
Shuffled 0.88 0.73 1.14 0.41

Laboratory Original 0.46 0.37 1.10 0.73
Shuffled 0.50 0.48 0.56 0.08

Apartment Original 0.79 0.64 1.35 0.71
Shuffled 0.76 0.64 0.90 0.26



Chapter 5. Multifractal Analysis of Bursty Impulsive Noise in PLC 57

(a) Multifractal Spectrum

(b) Scaling Exponent

Figure 5.1: Multifractal Spectrum and Scaling Exponent of Data
from postgraduate Office estimated by multifractal detrended fluc-

tuation analysis
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(a) Multifractal Spectrum

(b) Laboratory Scaling Exponent

Figure 5.2: Multifractal Spectrum and Scaling Exponent of Data
from stand-alone Apartment estimated by multifractal detrended

fluctuation analysis
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(a) Multifractal Spectrum

(b) Scaling Exponent

Figure 5.3: Multifractal Spectrum and Scaling Exponent of Data
from stand-alone Apartment estimated by multifractal detrended

fluctuation analysis



Chapter 5. Multifractal Analysis of Bursty Impulsive Noise in PLC 60

(a) Multifractal Spectrum

(b) Scaling Exponent

Figure 5.4: Multifractal Spectrum and Scaling Exponent of Data
from postgraduate Office estimated by multifractal detrended mov-

ing average algorithm
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(a) Multifractal Spectrum

(b) Scaling Exponent

Figure 5.5: Multifractal Spectrum and Scaling Exponent of Data
from University Electronic Laboratory estimated by multifractal

detrended moving average algorithm
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(a) Apartment Multifractal Spectrum

(b) Apartment Scaling Exponent

Figure 5.6: Multifractal Spectrum and Scaling Exponent of Data
from stand-alone Apartment estimated by multifractal detrended

moving average algorithm
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Table 5.2: Singularity Spectrum Parameters estimated by mul-
tifractal detrended moving average algorithm

Location Data Measure Indices
α0 αmin αmax ∆α

Office Original 0.64 0.38 1.06 0.68
Shuffled 0.50 0.48 0.55 0.07

Laboratory Original 0.63 0.52 1.28 0.76
Shuffled 0.77 0.69 0.84 0.15

Apartment Original 0.79 0.63 1.26 0.63
Shuffled 0.49 0.45 0.51 0.06

5.3.2 Filtered PLC Noise Analysis

Power line communication channel Noise that was captured in the frequency band
of 0.1 MHz to 25 MHz was decomposed into low frequency (0.1−10 MHz) and high
frequency (10 − 25 MHz) components. Measured time series data is FIR filtered
to perform analysis on both low-frequency and high-frequency components of the
noise. The decomposed components were then analysed by the MDFA technique
with a view to investigating multifractal characteristics of these noise components.
Interesting results can be seen in Figures 5.7, 5.8, and 5.9 where empirical analysis
show that the multifractal characteristics of PLC noise, in general, is mainly being
contributed by the low-frequency components. In [41], it was reported that noise
spectrum has relatively high values at low frequency than at high frequencies.
This was attributed to many sources of low-frequency noise in the power network
and short-wave radios in the low-frequency band. We can also conclude from the
findings in this study that these low-frequency sources are the main contributors
of the scaling behaviour inherent in PLC noise. Again, it is known that man-made
impulsive noise is mainly in the low frequencies [42] and at these low frequencies,
the noise PSD is high [47].

Since the multifractal behaviour of PLC noise is due to bursty impulsive noise,
the results showing that low-frequency components of PLC noise are more mul-
tifractal than the high-frequency component (which is monofractal or very weak
multifractal for the cases of office and apartment scenarios) is valid. Low-frequency
components of PLC in from office and laboratory data retain the same shape (left
truncated concave shape) of multifractal spectrum as the unfiltered time series
data. However, the low-frequency component of apartment data has a full concave
multifractal spectrum. These results continue to confirm that different locations
have sources which contribute to the noise characteristics uniquely. We intend to
isolate the individual noise sources and characterise their behaviour according to
the frequency and strengths of impulsive noise they generate. Investigating the
characteristic of individual noise sources is a common practice in PLC communi-
cations and will be an interesting future work.
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Figure 5.7: Office Multifractal Spectrum for Filtered PLC Noise
Time Series from various locations derived from multifractal de-

trended fluctuation analysis

Figure 5.8: Laboratory Multifractal Spectrum for Filtered PLC
Noise Time Series from various locations derived from multifractal

detrended fluctuation analysis
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Figure 5.9: Apartment Multifractal Spectrum for Filtered PLC
Noise Time Series from various locations derived from multifractal

detrended fluctuation analysis

5.4 Conclusion

Multifractal analysis of PLC noise measured from an office environment, University
electronic laboratory and a stand-alone apartment, reveal that PLC noise exhibits
multifractal behaviour, meaning that it can not be accurately characterised by
a single power-law scaling exponent. This multifractal characteristic is mainly
encountered in the low-frequency band (< 10 MHz) where there are many sources
of bursty impulsive noise. Results from the findings also show that PLC noise has
long-range dependence behaviour. It will also be interesting to capture noise from
individual noise generators and investigate their scaling behaviour. Furthermore,
the findings of this study point to the fact that there is need for new models to be
developed for PLC noise that will be able to capture more accurately its LRD and
multifractality nature. The impact of these noise characteristics on performance
analysis of power line communication systems also needs to be investigated and
forms our future research.
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CHAPTER 6

Binomial Multiplicative
Cascade Model for Bursty

Impulsive PLC Noise

6.1 Introduction

In the last two chapters, it has been empirically shown that noise in the power line
communication networks has a temporal correlation (long-range persistence) and
the impulses appear in bursts. Specifically, in Chapter 5, strengths and frequency
of occurrence of these bursts were analysed with multifractal analysis tools. The
next important challenge is whether PLC noise can be modelled in away that
replicates the findings in the previous chapters and the effects of these new findings
on receiver design. In this chapter, we try to investigate the former challenge while
the latter is left for future work.

Even though Gaussian-Markov and Middleton-Markov models [5, 6] have be-
come popular for PLC noise modelling, it is known that Markov and Poisson models
cannot adequately describe self-similar properties of bursty noise. Therefore, there
is a need to come up with a model that can faithfully describe the multifractal
properties exhibited in PLC noise as evidenced in the previous chapters through
empirical analysis of noise captured in various scenarios.

In modelling, the expectation is to come up with a model simple enough and
able to be used in simulations with ease and at the same time be able to replicate
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accurately as possible the properties of interest. Therefore, there is always a trade-
off between complexity (i.e., tractability with as few parameters a possible) of the
model and its accuracy. Multifractal spectrum distributions from empirical stud-
ies in the previous chapter were asymmetrical in shape, specifically left truncated.
Theories of multiplicative cascade processes is well documented in the literature
and is already a mature technology that has been applied in different fields involv-
ing intermittent turbulence: solar wind turbulence [91, 92, 93], rain and clouds
[94], geophysical fields [95, 96], financial series and asset returns [97, 98], minerals
and minings [99], network traffic modelling [74, 76, 75, 100, 101] among others.

Apart from multiplicative cascade processes, other authors have proposed Markov
Switching multifractal processes to model volatilities [102] and the reference therein.
Some recent works have also attempted to generalise multifractal processes using
infinitely divisible distributions [103, 104, 105, 106, 107, 108, 109, 110]. The results
from these models look interesting, however, the technique is still in developing
stages and may not be appropriate for modelling asymmetrical distributions. This
can be a good study for future work on how to adapt these infinitely divisible cas-
cades to model asymmetrical multifractal spectrum. For our study, we will limit
ourselves to models which have been shown to be able to model asymmetrical mul-
tifractal spectrum [91, 99, 100, 111]. The motivation for restricting ourselves to
these models is because, from our analysis we were able to ascertain that PLC noise
has a multifractal distribution which is asymmetrical, specifically left truncated.
The model is described in the next section with a brief review of the basic bino-
mial multiplicative cascade model which forms the foundation of the asymmetrical
generalised binomial cascade process.

6.2 Multiplicative Cascade Processes

Models of multiplicative cascade have been around for a long time and can be seen
as mathematical constructs that can appropriately capture the intermittent and
highly irregular behaviour. It can be defined as a process that iteratively fragments
a given set into smaller and smaller segments according to some geometric rule and
also distributes the total measure of the given set depending on some other rule
[100],[111]. Different methods/techniques of generating multifractal processes then
depend on these two rules (how to divide a given set into smaller segments, and how
to distribute the total mass/measure of the given set) depending on the application
of interest.

If we assume a measure µ defined in a small segment within a finite 1-D set T
and its value with a linear measuring size ε satisfies eqn. (6.1)

µ(ε) ∝ εα(q) (6.1)

where ∝ and α(q) represents ‘proportional to’ and singularity index respectively.
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The measure µ is a function of scale ε which has scale invariance property such
that

α ∝ log[µ(ε)]

logε
as ε −→ 0 (6.2)

The distribution of singularity index (α) within the entire set T determines whether
the measure possesses multifractality or not. The q−th order moment of the mea-
sure can be represented with partition function as eqn. (6.3)

Xq(ε) =

Nα(ε)∑
t=1

µqt (ε) (6.3)

where Nα(ε) is the number of segments of size ε covering the entire given set.
If the entire set can be classified into subsets with different singularity index αi
and, hence, different fractal dimensions (f(αi) ≤ 1), then the field/measure µ is
described as multifractal with the following relations eqn. (6.4)∑

[µ(ε)]q = ετ(q),

α(q) = τ ′(q),

f(α) = α(q)q − τ(q)

(6.4)

where τ(q) is the scaling function, the rest are as defined earlier. τ(q) is a non-linear
function of q for multifractal measure and linear for monofractal measure. α(q) is
a decreasing function of q and f(α) is a convex function for multifractal measures,
otherwise for monofractal, α(q) is a constant function of q and f(α) becomes a
single spike or a shrink like convex spectrum. The degree of multifractality is being
determined by the ranges and curvatures of these functions.

6.2.1 Binomial Multiplicative Cascade Model

The simplest of all multiplicative cascade processes is the binomial multiplicative
cascade, consisting of an interactive process in the compact interval [0, 1] [100].
Without loss of generality, the initial measure is assumed to be unity and is to
be preserved in all stages. Let us assume that m1 and m2 are two multipliers for
cascade generation such that m1 = r and m2 = 1 − r with r being a random
variable between 0 and 1. At the initial stage (level one) of iteration n = 0, unit
measure µ0 is uniformly distributed on the interval [0, 1]. At the second cascade
iteration (level one), the unit measure is divided into two parts with measures m1

and m2 and assigned to sub-intervals L00 = [0, 1/2] and L01 = [1/2, 1] respectively.
At the next levels, each sub-interval in the previous level is again divided into two
parts and each part assigned corresponding measures such that at iteration k, there
are 2k disjoint dyadic sub-intervals of type [t, t+ 2k] with measure µ in the dyadic
interval [t, t+ 2k] given by eqn. (6.5) [100]

µ[t, t+ 2k] = µ[δk] = mkf1
1 mkf2

2 (6.5)
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Figure 6.1: Basic Binomial Cascade Process

where f1 and f2 denote respectively the relative frequencies of 0’s and 1’s in the
cascade development. At each level/stage of iteration, the total mass of each dyadic
interval is preserved, that is unity in the case described here. Figure 6.1 shows a
construction of a conservative binomial cascade, that is, at each level of iteration,
the sum of the multipliers equal unity.

6.2.2 Generalized Asymmetrical Binomial Cascade Model

Since from our multifractal analysis, it was established that the multifractal spec-
trum of PLC noise show asymmetrical behaviour, specifically left truncated, we
propose to adopt the asymmetrical generalised binomial model introduced by [111].
This is a five parameter model, which is simple enough for tractability and has
physical meaning to the processes that generate the multiplicative cascade nature.
Moreover, estimation of the model parameters is quite straight forward, being de-
rived from the multifractal spectrum, unlike other asymmetrical models with more
tedious parameter estimation (e.g., [100]).

In this model, each unit length is divided into s equal segments. s1 of the
segments receive m1 > 0 portion of the total mass of the measure, while s2 of the
segments receivem2 > 0 portion of the total measure. s1+s2 ≤ s andm1+m2 = 1

for conservative multiplicative cascades. The segment length at nth partition is
given by εn = (1/s)n, and the segments are subject to k times the segments with
measure (m1/s1) and n−k times those with measure (m2/s2). Hence, the measures
of these segments are given by eqn. (6.6) [111]

µk = (m1/s1)
k(m2/s2)

n−k. (6.6)
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The number of segments with measure µk will be given by Nk = sk1s
n−k
2

(
n
k

)
and

the partition function is given by eqn. (6.7)

Xq(εn) =

n∑
k=0

µk(εn)qsk1s
n−k
2

(
n

k

)

=

n∑
k=0

[
(m1/s1)

k(m2/s2)
n−k
]q
sk1s

n−k
2

(
n

k

)
=

[
s1−q1 mq

1 + s1−q2 mq
2

]n
(6.7)

The exponent function τ(q) can then be derived from eqn. (6.7) as eqn. (6.8)

τ(q) = − log[s1−q1 mq
1 + s1−q2 mq

2]

logs
(6.8)

and singularity index function α(q) as eqn. (6.9)

α(q) = −ξlog(m1/s1) + (1− ξ)log(m2/s2)

logs
(6.9)

where

ξ =
s1−q1 mq

1

s1−q1 mq
1 + s1−q2 mq

2

Given eqns. (6.7) and (6.8), one can derive f(α) as eqn. (6.10)

f(α) = α(q)q − τ(q) (6.10)

From the singularity function (6.9) it can easily be shown that

αmax = α(−∞) = − log(m1/s1)

logs

αmin = α(∞) = − log(m2/s2)

logs

α(0) = − 1

logs

[
s1log(m1/s1) + s2log(m2/s2)

s1 + s2

] (6.11)

similarly, from multifractal spectrum function (6.10), it can be shown that

f(αmax) =
logs1
logs

f(αmin) =
logs2
logs

f(α(0)) =
log(s1 + s2)

logs

(6.12)

The other multifractal indices (∆τ,∆α) are proportional to logarithmic transfor-
mation of (m1/s1)/(m − 2/s2). The larger the values of these indices, the more
complex the distribution, meaning stronger multifractality. A part from modelling
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the asymmetrical distribution, the model also explicitly gives the relationship be-
tween the parameters involved in the binomial multiplicative cascade process and
the multifractal indices [111].

6.3 Parameters Estimation

The five parameter model can provide both multifractality and asymmetry and
can thus be used to characterize fields/measure which exhibit such phenomenon.
In any modelling, parameter estimation is an important part of the process. For
this model, we need to derive the five parameters from the multifractal analysis s
explained in a three step procedure below [111].

Step.1 In the first step, the values of f(αmax), f(αmin) and f(α(0)) as well as those
of αmax and αmin are to be estimated from multifractal analysis as outlined
in Chapter 5. Either of the multifractal analysis techniques can be used
to estimate the above parameters, of which all are read from multifractal
spectrum.

Step.2 From the values estimated from fractal dimension spectra in step one above,
the values of s1, s2 and s can iteratively be estimated from the following
eqn. (6.13)

s1 = ef(αmax)logs

s2 = ef(αmin)logs

s = e
log(s1+s2)
f(α(0))

(6.13)

The iterations can be implemented in MATLAB or Microsoft Excel with s
as the object function, and the values of s1 and s2 calculated accordingly. In
our case, we implemented them in MATLAB using while function such that
iterations are run until the values of each side of equal sign are very close to
each other to acceptable accuracy.

Step.3 The values of measuresm1 andm2 can then be calculated from the estimated
values of parameters in step two above using the following eqn. (6.14) and
eqn. (6.15) respectively

m1 = exp(−s1αmaxlogs) (6.14)

m2 = exp(−s2αminlogs) (6.15)
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Table 6.1: Estimates of the proposed generalized binomial cas-
cade multiplicative model parameters

Parameter Value

s1 2.6785
s2 0.8823
s 3.5609
m1 0.578
m2 0.419

6.4 Results & Discussion

6.4.1 Multifractal Spectrum

We have done a multifractal analysis of noise data measured in one of the University
workshops using detrending moving average algorithm. The multifractal spectrum
is as shown in Figure 6.2 illustrated as ‘experimental’ in the figure. From the
spectrum we were able to get the values of αmax, αmin, f(αmax), f(αmin) and
f(α(0)) which we use to estimate the parameters of the proposed model in an
attempt to model the multifractal spectrum. This is also shown in the same graph
for comparison purposes, labelled as ‘proposed model’. The parameter estimates
were computed as detailed in the previous section and the values are shown in
Table 6.1.

From Figure 6.2, it can be seen that the proposed model shares the same shape
as that gotten from the multifractal analysis. Both are right truncated, meaning
that noise measured from this location is sensitive to large magnitudes of local
fluctuations. However, their estimate of α(0), which is shown by the peak of the
multifractal spectrum show different values. The peak value represents the Holder’s
exponent that appears most in the spectrum, that is, the impulsive noise burst
strength that appears most frequently in the data. Since this peak value is very
important, we further decided to optimize the coefficient of dispersion (m1,m2) so
that the proposed model could fit the experimental ‘close’ enough. The result is
as shown in Figure 6.3. Even though the optimized model seem not to estimate
accurately the range of α (∆α), which is the multifractal signature, it is within
the acceptable range. ∆α indicates the irregularity of the multifractal behaviour
of the signal/data. We stress here that, still some more optimization needs to be
done for more accurate multifractal spectrum estimate, and is left for future work.

6.4.2 Model Validation

To validate our proposed model, we applied two statistical techniques: the Chi-
square statistic and the Kullback-Leibler (KL) divergence to compare how ‘close’
the proposed model is to the actual spectrum from the multifractal analysis. The
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Figure 6.2: Simulated Multifractal Spectrum of Generalised Bi-
nomial Multiplicative Cascade Model

Figure 6.3: Simulated Multifractal Spectrum of Generalised Bi-
nomial Multiplicative Cascade Model with Coefficient of Dispersion

Optimized
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chi-square statistic is given by eqn. (6.16)

χ2 =
∑
i

(Oi − Ei)2

Ei
(6.16)

where Oi and Ei, respectively, are the observed and expected frequencies of α’s of
the multifractal spectrum. Similarly, the Kullback-Leibler divergence employed as
a measure of closeness between two distributions is given by eqn. (6.17)

KL(P ||Q) =

KL∑
i=1

Pilog
Pi
Qi

(6.17)

where P and Q are the observed and expected distributions (proposed model esti-
mates and experimental) respectively. The χ2 value for 95% confidence level cal-
culated is 21.40, which is lower than p-value read from chi-square tables (124.342

for 100 degrees of freedom), hence the null is accepted. Similarly, the KL value
calculated is positive (0.0048), hence, we have the confidence the optimised pro-
posed model (as shown in Figure 6.3) is a good attempt in modelling the bursty
impulsive noise found in PLC channels. However, for Figure 6.2, the chi-square
statistic value show that it has to be rejected as the calculated p-value is 158.97

against the accepted value of 124.342 for 100 degrees of freedom. The KL value is
0.21 which is high, since, for close enough distributions, the KL should as close as
possible to zero.

6.5 Conclusion

In this chapter, we have introduced a new model in an attempt to model the
bursty impulsive noise found in power line communication networks. The proposed
model shows good prospect of simulating the multiscaling behaviour inherent in
PLC noise and therefore it forms a good foundation for designing multifractal
filters that can be employed to simulate PLC noise more accurately. However, the
model parameters still need some optimisation of its coefficient of dispersion. An
optimisation algorithm for this task will be addressed in our future work so as to
come up with a good trade-off between how accurate the model estimates the peak
value of f(α) and the range of α (∆α).



75

CHAPTER 7

Conclusion and
Recommendations for Future

Work

This chapter gives a summary of the thesis and recommendations for further work.

7.1 Concluding Remarks

In chapter 1, an introduction to the thesis was provided stressing the need for
multiscaling analysis in the motivation section. Knowing scaling behaviour in sig-
nals/data traces provides information necessary to pick the right tools for analysis
and modelling so as to improve the accuracy of the findings. The chapter ended by
highlighting the contributions of the thesis and proving the structure of the thesis.

Chapter 2 gave a detailed review of the impairments found in power line com-
munication channels, giving more emphasis on channel noise which was the focus
of the study. Strengths and shortcomings of the models available in the literature
for simulating PLC noise were highlighted with the aim to show the gap that this
thesis was trying to fill.

In chapter 3, we followed a deterministic approach to show the relationship
between branch lengths and loadings at the terminations and their effect on RMS
delay spread. RMS delay spread addresses the multipath richness of the channel
and it is inversely related to the coherence bandwidth which provides frequency
selectivity of a given channel. Simulation results showed that a number of notches
in frequency response and RMS delay spread increases with increase in branch
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length. However, when the number of branches was increased between transceivers,
but keeping the branch lengths the same, the notch depth increases but appear at
the same position for the deep notches. When extreme load conditions are utilised
(i.e., from open-circuit to short-circuit conditions), the effect on notches was the
same but shifted by 180 degrees and variation in delay spread is not significant.

Chapter 4 and 5 reported findings of long-range dependence and multiscaling
behaviour inherent in PLC noise respectively. In chapter 4, three estimators for
Hurst parameter showed that PLC noise in all the scenarios where measurements
were taken is long-range correlated, that is, PLC noise is strongly dependent even
in large scales. In chapter 5, we were able to quantify the strengths of bursts and
their frequency of occurrence using multifractal spectrum.

In chapter 7, a generalised binomial cascade multiplicative model has been pro-
posed and validated by both chi-square and Kullback-Leibler divergence statistics
to represent the multiscaling behaviour of PLC noise. PLC noise is inherently
impulsive and the impulses appear in bursts. It is important to have a model that
will be able to model the strengths and frequency of these bursts. The proposed
model has shown good prospect of the same.

7.2 Recommendations for Future Work

A good number of research work in PLC noise characterisation normally isolate
individual noise generators (electric loads) and analyse their characteristics. In our
future work we also intend to isolate individual electric loads known to generate
impulsive noise then characterise and model their multifractal behaviour. This can
be a very interesting research worth pursuing further as most research in the past
has also pursued the contribution of each load to the general characteristic of PLC
noise.

Secondly, the various impulsive noise components (periodic impulsive noise
asynchronous to the mains frequency, periodic impulsive noise synchronous to the
mains frequency and asynchronous impulsive noise) need to be decomposed and
each component characteristics analysed as to ascertain which of the impulsive
noise components is more bursty and similarly what are the strengths and fre-
quency of occurrence of these bursts. In other words, how is the multiscaling
behaviour of these different components and consequently, what are the sources of
these multiscaling behaviour if present in these individual components.

Thirdly, multifractal shaping filter that synthesises the multiscaling behaviour
of the PLC noise which can be used in simulations is also worth pursuing. How
these multifractal shaping filter parameters can be tuned such that the proper-
ties of interest are understood for ultimate accurate transceiver design and noise
mitigation techniques can be quite challenging but is still worth investigating.

Lastly, it is known that linear and non-linear filters have effects on signals and
the measuring equipment normally act either as linear or non-linear filters and at
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times as non-linear transforms. These can have serious effects on multifractal anal-
ysis of signals from experimental measurements. Moreover, pre-processing signals
can also lead to logarithmic transforms and need to be taken into consideration
during analysis. These factors were not considered during our study and may be
interesting for future work.
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