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Abstract

Cellular networks are continuously undergoing fast extraordinary evolution to overcome

technological challenges. The fourth generation (4G) or Long Term Evolution-Advanced

(LTE-Advanced) networks offer improvements in performance through increase in network density,

while allowing self-organisation and self-healing. The LTE-Advanced architecture is heterogeneous,

consisting of different radio access technologies (RATs), such as macrocell, smallcells, cooperative

relay nodes (RNs), having various capabilities, and coexisting in the same geographical coverage

area. These network improvements come with different challenges that affect users’ quality of

service (QoS) and network performance. These challenges include; interference management, high

energy consumption and poor coverage of marginal users. Hence, developing mitigation schemes for

these identified challenges is the focus of this thesis.

The exponential growth of mobile broadband data usage and poor networks’ performance along

the cell edges, result in a large increase of the energy consumption for both base stations (BSs) and

users. This due to improper RN placement or deployment that creates severe inter-cell and intra-

cell interferences in the networks. It is therefore, necessary to investigate appropriate RN placement

techniques which offer efficient coverage extension while reducing energy consumption and mitigating

interference in LTE-Advanced femtocell networks. This work proposes energy efficient and optimal

RN placement (EEORNP) algorithm based on greedy algorithm to assure improved and effective

coverage extension. The performance of the proposed algorithm is investigated in terms of coverage

percentage and number of RN needed to cover marginalised users and found to outperform other RN

placement schemes.

Transceiver design has gained importance as one of the effective tools of interference

management. Centralised transceiver design techniques have been used to improve network

performance for LTE-Advanced networks in terms of mean square error (MSE), bit error rate (BER)

and sum-rate. The centralised transceiver design techniques are not effective and computationally

feasible for distributed cooperative heterogeneous networks, the systems considered in this thesis.

This work proposes decentralised transceivers design based on the least-square (LS) and minimum

xix



Abstract

MSE (MMSE) pilot-aided channel estimations for interference management in uplink

LTE-Advanced femtocell networks. The decentralised transceiver algorithms are designed for the

femtocells, the macrocell user equipments (MUEs), RNs and the cell edge macrocell UEs (CUEs) in

the half-duplex cooperative relaying systems. The BER performances of the proposed algorithms

with the effect of channel estimation are investigated.

Finally, the EE optimisation is investigated in half-duplex multi-user multiple-input

multiple-output (MU-MIMO) relay systems. The EE optimisation is divided into sub-optimal EE

problems due to the distributed architecture of the MU-MIMO relay systems. The decentralised

approach is employed to design the transceivers such as MUEs, CUEs, RN and femtocells for the

different sub-optimal EE problems. The EE objective functions are formulated as convex

optimisation problems subject to the QoS and transmit powers constraints in case of perfect channel

state information (CSI). The non-convexity of the formulated EE optimisation problems is

surmounted by introducing the EE parameter substractive function into each proposed algorithms.

These EE parameters are updated using the Dinkelbach’s algorithm. The EE optimisation of the

proposed algorithms is achieved after finding the optimal transceivers where the unknown

interference terms in the transmit signals are designed with the zero-forcing (ZF) assumption and

estimation errors are added to improve the EE performances. With the aid of simulation results, the

performance of the proposed decentralised schemes are derived in terms of average EE evaluation

and found to be better than existing algorithms.
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Introduction and Research Background

In the last decade, mobile communication networks have significantly evolved in terms of transmitted

information, increased number of users and mobile applications. The evolution of mobile networks

includes mobile internet, smartphones, data traffic, wireless services and high demand of quality of

services (QoS) for users required at any time. Transmission reliability and overall throughput are

also among the essential measures of service quality in mobile networks. Such measures are mainly

subjected to multiple challenges such as interference management constraint in a multi-user network,

energy efficiency (EE), optimal relay node (RN) placement for effective coverage extension and others.

Therefore, this work is focused on the study and design of algorithms that optimise the RN placement

for coverage extension, the interference management and EE optimisation in the long term evolution-

advanced (LTE-Advanced) femtocell network. The background informations, challenges, motivation,

and contributions of this research are widely discussed in the following sections.

1 Mobile Network Evolution

In 1979, the first generation (1G) of cellular system was launched in Japan by nippon telegraph and

telephone (NTT) and later several countries followed such as European countries with the nordic

mobile telephone (NMT) standard in 1981, the USA with the advanced mobile phone system (AMPS)

in 1983, UK with total access communications system (TACS) and Canada. The 1G standard is

an analogue cellular system using frequency-division multiple access (FDMA) in multiple cell sites.

It has the ability to transfer voice calls from one cell to an other as the user travels between cells.

However, 1G had a limitation such that, it did not have data service to convert the voice into digital

signals, low capacity, no global roaming services, poor voice quality, unreliable hand off [1]. These

were due to the fact that 1G data can only use one channel from source to destination.

As the network expanded and neared capacity, the ability to reduce transmission power of mobile

phones enabled new cells to be added, resulting in much smaller cells and thus more capacity. Then,

the second generation (2G) mobile phone system emerged in 1987 as a digital cellular standard

primarily using the global system mobile (GSM) communication. The 2G improves the modulation,
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1. MOBILE NETWORK EVOLUTION

voice codes and security service as compared to the 1G analogue voice system [2]. Moreover, GSM

adopted the time division multiple access (TDMA) to serve several subscribers. Code-division

multiple access (CDMA) technology was also used in the Interim standard 95 developed by

Qualcomm [3] which was considered as part of the 2G in Korea and North America. However, the

strong digital signals and proper networks coverage in specific areas are required in the 2G to make

the mobile phones work. The family of this generation includes 2G, 2.5G and 2.75G, among which

we have the general packet radio service (GPRS) providing data rate from 56 Kbps to 384 Kbps,

enhanced data rates for GSM evolution (EDGE) with data rate up to 236,8 Kbits/s [4].

The third generation (3G) were developed based on CDMA by groups of telecommunication

associations in 1989 called the third generation partnership project (3GPP) and 3GPP2. The 3G

combines the internet protocol (IP)-based services and the high speed mobile access. The 3GPP and

3GPP2 worked on the standardisation based on GSM and interim standard 95 (IS-95) networks

respectively, resulting into wideband CDMA (W-CDMA) for 3GPP and cdma2000 for 3GPP2 [5]. In

2000, the universal mobile telecommunication system (UMTS) was released by the 3GPP as the first

version of the standard and continued its evolution up to the high-speed downlink packet access

(HSDPA) and evolved high-speed packet access (HSDP+) known as 3.5G. These provided a smooth

evolutionary path for the UMTS-based 3G networks allowing for higher data transfer speeds.

However, the data rate in 3G depends on the area in which the call is being made, with 144 Kbps for

calls in the satellite and rural outdoor areas, 384 Kbps in urban outdoor while in indoor and low range

outdoor is 2 Mbps. The higher bandwidth requirement is one of the limitations in this cellular

generation; the cost for the mobile phones is high and their size too large. Moreover, it was difficult

to implement a 3G infrastructure due to its high power consumption [6].

With the increasing demand for wireless data rates, CDMA reached its limit and could no longer

accommodate the user’s demand; then a standard based new access technology was developed by the

3GPP called long term evolution (LTE). Instead of using the CDMA as multiple access technology,

LTE employed the orthogonal frequency division multiplexing (OFDM) to efficiently support

wideband transmission [7], [8]. 3GPP finalised the LTE standard and yielded release 9 as its final

version. According to Ericson [9] and Cisco [10], the expected growth of the world-wide mobile

broadband user subscriptions and global mobile data traffic were up to 3.5 billion by 2015 and 11.2

Exabyte per month by 2017, respectively. Hence, the 3GPP release 10 presented an advanced

standard of LTE known as LTE-Advanced capable of accommodating this tremendous growth. It

offers new features such as the cooperative multi-point (CoMP) communication, heterogeneous

networks (HetNets), carrier aggregation (CA), enhanced inter-cell interference coordination

(enhanced ICIC), enhanced multiple input multiple output (enhanced MIMO), uplink and downlink
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MIMO, relaying technology [11]. Moreover, the LTE-Advanced networks have the ability, as

HetNets technologies, to overlay smallcells with low power level such as picocell, femtocell, relay

node (RN), microcell etc, within macrocell coverage area operating at higher power levels. These

HetNets provide and achieve significant capacity gain for the global mobile data traffic. However,

they bring different challenges especially to cell-edge users including severe interferences, energy

consumption, design of the security mechanism [12]. Some challenges and terms related to the

LTE-Advanced networks are summarised in [13]. An overview and survey on the interference

management techniques in 3GPP LTE-Advanced was studied in [14]. Among the key facilities of 4G

includes high spectral efficiency, easy access to the internet, high voice quality, streaming media,

video calling, very low latency, simple protocol architecture and efficient multicast/broadcast [15].

However, the basic drawbacks of 4G are the higher data prices for consumers, high energy

consumption, complex hardware, high expense and the difficulty to implement [6].

The fifth generation (5G) is the name given to the next mobile telecommunication standard still

under construction. It is expected to be probably finalised by 2021 and take over from the actual LTE-

Advanced networks. It is supposed to provide very high speeds to the users and an efficient use of

the bandwidth. It is assumed to achieve perfection level of the wireless communication in the mobile

technology. Although, it still has a long way to go, 5G will be an amazing product that is bound to

emerge in future years to come where the services and applications are expected to be improved in

order to meet the users’ demands.

2 Long Term Evolution-Advanced Standard

2.1 LTE and LTE-Advanced

LTE is an improved standard of UMTS mobile system developed by the 3GPP [16]. It goes a long

way in fulfilling the user expectations to meet and cope with future requirements. LTE also allows

operators to use a new and a much wider spectrum when compared to previous standard [17]. It

supports peak data rates exceeding 300 Mbps in the downlink (DL) and 75 Mbps in the uplink (UL).

To further enhance this and to meet the constraints set by the international mobile telecommunication-

union (IMT-U), 3GPP has been investigated on different aspects of the LTE-Advanced technology. It

aims to provide peak data rate that can be up to 1 Gbps for low mobility, 100 Mbps for high mobility

in the downlink (DL) and 500 Mbps in uplink (UP). A comparison of the LTE and LTE-Advanced

standards is given in Table 1. There is a set of targets and requirements for LTE-Advanced that

includes reduced latency, peak data rate, bandwidth flexibility, reinforcement for HetNets deployment,

architecture simplification and improved QoS. The authors in [18] investigated the research challenges
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on deploying smallcell networks and these include the self-organisation of smallcells deployment and

the related standardisation support in LTE-Advanced networks.

Table 1: Comparison between LTE and LTE-Advanced standards

Specifications LTE LTE-Advanced

Standard 3GPP Release 9 3GPP Release 10

Upload rate 5-50 Mbps 10-70 Mbps

Download rate 10-100 Mbps 100 -300 Mbps

Bandwidth supports 20MHz, 15MHz,

10MHz, 5MHz and < 5MHz

70 MHz in DL and 40 MHz

in UL

Throughput about 100 Mbps for single

chain

2 times less than LTE

Latency (Delay) in user plan < 5ms in control

plan < 5ms

from idle to connected in less

than 50 ms and then shorter

than 5 ms

Modulation schemes

supported

quadrature phase shift keying

(QPSK), 16 quadrature

amplitude modulation

(16QAM), 64QAM

QPSK, 16QAM, 64QAM

DL peak data rate 300 Mbps 1 Gbps

UL peak data rate 75 Mbps 500 Mbps

Spectral Efficiency

(peak,b/s/Hz)

16.3 for 4 × 4 MIMO in the

DL, 4.32 for 64QAM single

input single output (SISO)

case in the UL

30 for 8 × 8 MIMO in the

DL, 15 for 4 × 4 MIMO in

the UL

Relay node not supported supported

Carrier aggregation not supported supported

2.2 LTE-Advanced Architecture

The LTE-Advanced architecture is usually sub-divided into four main sub-systems; evolved universal

terrestrial radio access networks (E-UTRAN), evolved packet core (EPC), user equipments (UEs)

and the service domain. The EPC consists of a mobility management entry (MME) and a serving

gateway (SGW), a packet data network gateway (PDN GW) together with home subscriber server
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(HSS). The IP multimedia subsystem (IMS) network handles the voice service that is traditionally

known as circuit-switched (CS) network service [19]. When a UE connects to the EPC, the MME

represents the EPC to perform a mutual authentication with the UE. The E-UTRAN includes the E-

UTRAN base stations (BSs), named eNodeBs (eNB) that communicates with UEs. The networks

architecture of this cellular network is clearly illustrated in Figure 1. The LTE and LTE-AdvancedCAO et al.: A SURVEY ON SECURITY ASPECTS FOR LTE AND LTE-A NETWORKS 285

MME/S-GW

UE

MTC 

device

PDN GW

HSS

Trusted non-

3GPP access

ePDG

Untrusted non-

3GPP access

MTC server

E-UTRAN

eNB
HeNB

MTC 

User

MTC 

server

IMS

EPC

AAA 

server
Proxy AAA 

server

Fig. 1. Network Architecture of LTE

User Application Provider Application

Application 

stratum

USIM HE

SN

3GPP access

ME

（IV）

（I）

（I）

（I）

（II）

（II）

（I）

（I）

（I）

（III）

Home 

stratum/

Serving 

Stratum

Transport

stratum

Non-3GPP access

（V）

（V）

（V）

（V）

Fig. 2. Overview of Security Architecture

connected to the LTE network to communicate with MTCDs.
The MTC server may be an entity outside or inside an operator
domain. When a MTC device connects to the LTE network,
the MTC device can communicate with the MTC server and
be controlled by the MTC user via the MTC servers.

B. LTE Security Architecture

As shown in Fig. 2, there are five security levels defined by
3GPP committee [6], which are specified as follows.

Network access security (I): The set of security features that
provides the UEs with secure access to the EPC and protect
against various attacks on the (radio) access link. This level has
security mechanisms such as integrity protection and ciphering

between the USIM, Mobile Equipment (ME), the E-UTRAN,
and the entities in the EPC.

Network domain security (II): The set of security features
that protects against attacks in the wire line networks and
enable nodes to exchange signaling data and user data in a
secure manner.

User domain security (III): The set of security features that
provides a mutual authentication between the USIM and the
ME before the USIM access to the ME.

Application domain security (IV): The set of security fea-
tures that enables applications in the UE and in the service
provider domain to securely exchange messages.

Non 3GPP domain security (V): The set of features that
enables the UEs to securely access to the EPC via non-3GPP

Figure 1: Network architecture of LTE/LTE-Advanced systems [12]

systems present new entities and functions compared to the 3G cellular networks which are:

(i) The 3GPP committee suggested a new form of access point, named Home eNodeB to improve

indoor coverage and network capacity, referred to as femtocell access points (FAPs). They are

low-power access points that are typically installed by end users in small offices or residences

to increase the indoor coverage for high speed data and voice service. The femtocell networks

connect to the EPC over the Internet via a broadband backhaul [20].

(ii) In addition to the E-UTRAN systems, the LTE-Advanced system supports other access

systems called non-3GPP access networks, some of them are the cdma2000 systems,

worldwide interoperability for microwave access (WiMAX) systems and wireless local area

networks (WLAN) connected to the EPC system [21]. There exist two types of non-3GPP

access networks, the trusted non-3GPP access networks and the untrusted non-3GPP access

6



2. LONG TERM EVOLUTION-ADVANCED STANDARD

networks [22]. However, the characteristic of the access networks does not depend on whether

a non-3GPP access networks is trusted or untrusted but on the decision of the network

operators. For an untrusted non-3GPP access network, an UE needs to pass a trusted evolved

packet data gateway (ePDG) which is connected to the EPC.

(iii) The machine type communication (MTC) is a new form of data communication between

different entities that LTE-Advanced standard supports [23]. It has the ability to share and

exchange the data with no requirement on any type of human mediation.

2.3 LTE-Advanced Multiple Access Schemes

The multiple access scheme for downlink communication in 3GPP LTE-Advanced is the orthogonal

frequency-division multiple access (OFDMA) and the single-carrier FDMA (SC-FDMA) for uplink

communication [24]. OFDMA is a multi-user version of the popular orthogonal frequency-division

multiplexing (OFDM) digital modulation scheme. It is possible to achieve multiple access in OFDMA

by allocating subsets of sub-carriers to single users. SC-FDMA, on the other hand, is known as linearly

precoded OFDMA (LP-OFDMA). The OFDMA and SC-FDMA schemes are both similar, apart from

the additional discrete Fourier transform (DFT) processing step following the conventional OFDMA

processing [25]. This additional processing transforms the transmission logic to a large extent as well

as the data symbols distribution over different sub-carriers. In practice, DFT and inverse DFT (IDFT)

processes are useful for implementing the orthogonal signals. It is worth mentioning that DFT and

IDFT can be implemented efficiently by using fast Fourier transform (FFT) and inverse FFT (IFFT),

respectively. SC-FDMA has been found as a great alternative to OFDMA in the uplink communication

due to its peak-to-average ratio (PAPR), being sufficiently lower than OFDMA and benefits the user

terminals in terms of reduced cost of the power amplifier and power consumption [26]. Apart from

supporting the wide range of data rates, SC-FDMA is also able to enhance uplink system throughput.

The details of these multiple access schemes are given as follows:

1. OFDMA in the Downlink is a multi-user multi-access multiplexing scheme where a different

numbers of sub-carriers can be assigned to different users. Different users are provided with

multiple channels and their data symbols are distributed over the entire frequency band. It is

known that in the OFDMA, the sub-carriers are orthogonal to each other and carry the data

symbols of one user. In the TDMA, the time domain symbols for each user are transmitted in

serial; compared with OFDMA, it is done in parallel which implies that each user has only

some portion of the frequency band and the duration of the symbol becomes longer. Thus, an

OFDMA is a robust system protected against time delays caused by multipath fading.
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2. LONG TERM EVOLUTION-ADVANCED STANDARD

However, the orthogonality of the sub-carrier must be ensured in order to mitigate the

inter-symbol-interference [25].

In order to mitigate the high signal distortion of high energy consumption, it is essential for the

PAPR to be reduced to some extent. When the system throughput and PAPR are considered, SC-

FDMA becomes more advantageous in the uplink instead of using OFDMA for both downlink

and uplink for full downlink-uplink commonality [25]. The PAPR ratio is defined as follows:

PAPR =
Pt,peak
Pavg

, (1)

where Pavg and Pt,peak are respectively the average power of the transmit symbols and the

transmit symbols power with the peak amplitude value. The PAPR ratio of the OFDMA system

is high due to the independent identically distributed (i.i.d.) complex symbols that are directly

assigned to each sub-carrier and a linear IDFT operation is performed over these sub-carriers.

The block diagram of the OFDMA system is illustrated in Figure 2. The OFDMA process is

considered as a linear transform over a great number of i.i.d. complex symbols using the

quadrature amplitude modulation (QAM). This results in a direct dependency of the transmit

symbols amplitudes to the constellation points of the QAM modulation method. The time

domain OFDMA signal is considered as an approximation of the Gaussian waveform when the

central limit theorem is employed. It is worth mentioning that this Gaussian waveform has a

property of keeping great variations in the amplitudes of each transmit symbol leading to high

PAPR.
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Figure 2: Block diagram of OFDMA

2. SC-FDMA in the Uplink has similarities with OFDMA such that the transmission bandwidth

is divided into multiple parallel sub-carriers. The sub-carriers are orthogonally maintained by

8



3. FEATURES OF THE LTE-ADVANCED NETWORK

adding the cyclic prefix (CP) as a guard interval. In SC-FDMA, the signal attributed to each sub-

carrier is the linear combination of all data symbols that have been modulated and transmitted

at the same time while in OFDMA, the data symbols are directly and independently assigned

to each sub-carrier. Figure 3 illustrates the difference between the OFDMA and SC-FDMA

transmission where one can see the additional DFT block before the sub-carrier mapping. This

shows that the SC-FDMA system is single-carrier and not multi-carrier like OFDMA.
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Figure 3: Block diagram of SC-FDMA

3 Features of the LTE-Advanced network

3.1 Enhanced Multi-Antenna Support

As a major enhancement technique, MIMO uses multiple antennas at the transmitter and receiver

sides which increases the system performance. The multi-antenna support is one of the most

important component of achieving the goals of the LTE-Advanced system as it is crucial in driving

the increased data rates and system level performance. MIMO is an important technology for

meeting the system performance requirements which include the cell-edge users throughput and

spectral efficiency. Some of the fundamental schemes of the MIMO system used in LTE network are

also vital in the LTE-Advanced system which are the spatial diversity, spatial multiplexing and

beam-forming. The configuration of the multi-antenna support in enhanced MIMO system is

extended for up to 4 × 4 in the uplink and 8 × 8 in the downlink [27]. The spatial multiplexing and

transmission diversity are most preferred in actualising the enhancements for an improved coverage

and absolute peak data rate in the LTE-Advanced targets. The main operating modes in the MIMO

systems are single-user MIMO (SU-MIMO), cooperative-MIMO and MU-MIMO systems, and their
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details are given in this subsection. This thesis considers the cooperative MU-MIMO system due to

its complexity performance and its ability to manage interferences.

3.1.1 SU-MIMO System

The main aspect of the SU-MIMO operating mode is that the BS communicates only with a single

user as illustrated in Figure 4. It has the advantage of no interference, no channel state information

(CSI), data rate increases for the single user and the throughput is high at low signal-to-noise ratio

(SNR) [28]. The beam-forming technique in SU-MIMO is combined with a selection of the spatial

multiplexing and the transmit diversity techniques. This gives the possibility for substantial higher

data by using higher order MIMO.

Rx1

Rxn

Tx1

Txn

BS

UE

Figure 4: SU-MIMO operating mode

3.1.2 Cooperative-MIMO System

Cooperative-MIMO system is a form of MIMO with cooperation between the BSs [29] as illustrated

in Figure 5. They are also known as distributed or virtual MIMO systems that utilise distributed

antennas on multiple mobile or radio devices in order to achieve similar benefits provided by the

MIMO systems [30]. The overall technique involved is known as the CoMP transmission and

reception, where the signals transmission and reception from different BSs are coordinated; this helps

to reduce the inter-carrier interference [31]. Cooperative-MIMO operating mode improves the system

capacity, the network coverage, the cell edges throughput and the group mobility of the wireless

communication network. Apart those advantages, this system provides high data rates coupled with

an excellent network throughput in high load scenarios. However, the increased system complexity

and the large signalling overload required for supporting device cooperation are the main

disadvantages of this communication system. A study of this technique has been done in [32] where

a deep examination and review on the fundamental theory of the cooperative-MIMO were provided.

The authors showed that the multi-cell cooperative-MIMO can dramatically improve the performance
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of the networks when the interference problem is properly addressed. Energy consumption has also

been an attractive research focus in cooperative-MIMO systems. The authors in [33] investigated the

EE in cooperative-MIMO networks to show that these systems can provide an efficient and reliable

energy transmission. Moreover, new relay selection policy and power allocation based on

opportunistic relaying scheme have been proposed in [34].
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Figure 5: Co-MIMO operating mode

3.1.3 MU-MIMO System

MU-MIMO system is an advanced form of MIMO communication system that has gained enormous

attention due to its potential in improving the WLANs performance. It is a system in which the

multiple users can have the same allocated resources and can transmit signals simultaneously.

However, these transmitted signals are separated in the spatial domain at the receiver side [35].

Figure 6 illustrates the MU-MIMO system operating mode. This system exploits the spatial resource

to improve the system performance. Furthermore, it can obtain a significant throughput gain for user

in the center of a cell while guaranteeing the throughput improvement at the cell edges [36].

MU-MIMO system is capable of combining the space-division multiple access (SDMA) with the

high capacity achievable with MIMO network. It is known that SDMA uses spatial multiplexing and

can support multiple connections on a single conventional channel where different users are

identified by spatial signatures [28]. One of the interesting benefits brought by the SDMA is the
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mitigation and management of the interference effect coming from adjacent cells. Several researches

have been done in MU-MIMO systems in past years [37], [38]. A survey on key requirements of

MU-MIMO design was investigated in [37] with the background information on multiple access

channel (MAC) scheme of IEEE 802.11 standards and amendments. Moreover, the benefits and

challenges of MU-MIMO system are also detailed in [28]. A complete introduction to the downlink

MU-MIMO is given in [39]. Aside of these works, some addressed the interference

management [40], [41] and/or EE optimisation in MU-MIMO systems [42], [43].
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BS2 Rxn
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Figure 6: MU-MIMO operating mode

3.2 Macrocell and Small-cells Networks

Small-cell networks are deployed into the coverage of macrocell network and are mainly categorised

based on their cell size (coverage area) and power level. The most common small-cells are the

microcell (metrocell), picocell and femtocell networks as illustrated in Figure 7. Table 2 illustrates

the specifications and characteristics of the macrocell and small-cells networks based on transmission

power, cell radius, access mode, back-haul connectivity, installation deployment location, number of

users and cost.
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TABLE II: Types of cell deployed in 5G HetNets.

Cells Transmit
power (W)

Coverage
(km)

Deployment
scenarios

Users

Femtocell 0.001 to 0.25 0.01 to 0.1 Indoor Up to 30
Picocell 0.25 to 1 0.1 to 0.2 Indoor/outdoor 30 to 100
Microcell 1 to 10 0.2 to 2 Indoor/outdoor 100 to 2000
Macrocell 10 to 50 8 to 30 Outdoor >2000

different Radio Access Technologies (RATs), including ex-
isting RATs, e.g., Wi-Fi, Evolved High-Speed Packet Access
(EHSPA+), LTE, and new 5G RATs. As such, each user can
simultaneously transmit/receive data to/from BSs with differ-
ent RATs, e.g., through the Coordinated Multi-Point (CoMP)
technology [12]. Such a multi-RAT environment provides a
significant gain in terms of capacity, reliability, coverage, and
spectrum efficiency.

Heterogenours and dense deployment of wireless devices
allow 5G to provision radio resources in terms of spectrum,
power, and cache storages. However, this raises radio resource
management issues such as user association, resource alloca-
tion, and interference management. The design of sophisti-
cated radio resource management schemes for the issues is
thus needed. To evaluate the resource management schemes,
five performance metrics are commonly used as follows:

• Spectrum efficiency: Spectrum efficiency is defined as the
average achievable data rate per unit bandwidth.

• Energy efficiency: Energy efficiency is the ratio of the
total network throughput to the total energy consumption.

• Load balancing: Load balancing is the capability to
balance traffic across the entire network.

• Fairness: Transmission rate fairness among users is typ-
ically measured by the Jain’s fairness index [13] as(∑N

i=1 ri

)2
N

∑N
i=1 r2i

, where N is the number of users, and ri is
the rate of user i.

• Interference: Two common interferences to be mitigated
are intra-tier interferences among cells within the same
tier, and inter-tier interferences among cells in different
tiers.

To optimize the above performance metrics, traditional
approaches for the radio resource management may not be
efficient in 5G HetNet environment. For example, the Received
Signal Strength Indication (RSSI) [14] is typically used in user
association schemes. The scheme is based only on the received
signal strength from BSs rather than on the traffic load of the
BSs. This might result in unbalanced traffic load among BSs
and low network throughput. For the interference management,
optimization methods for power control are typically used. The
methods usually require central controllers which may lead
to the huge signaling and computational overhead. Recently,
economic and pricing models have been efficiently adopted
to address the above issues. For example, for the interfer-
ence management, an MBS sets penalty prices according to
interferences caused by SBSs, and then the SBSs locally
reduce their transmit power to avoid the high payment. Such
a simple pricing strategy mitigates the inter-cell interference,

Figure 7: LTE-Advanced networks with macrocell, microcell, picocell, femtocell, cooperative RN and potential

technologies to be deployed for 5G [44]

Table 2: Charateritics and specifications of macrocell and small-cells networks [44]

Specifications Femtocell Picocell Microcell Macrocell

Typical cell radius 10-30m 100m-300m 250m-1km > 1km

Transmission

power

0.1 Watt 1 Watt 5 Watt Up to 40 Watt

Access mode close/open/

hybrid

open to all users open to all users open to all users

Back-haul

connectivity

Broadband X2 interface X2 interface X2 interface

Deployment

location

indoor indoor/ outdoor outdoor outdoor

Installation user operator operator operator

Number of users Up to 30 30 to 100 100 to 200 > 2000

Cost very cheap cheap expensive very expensive

13



3. FEATURES OF THE LTE-ADVANCED NETWORK

3.2.1 Macrocell Networks

Macrocell or eNB is a big cell in a cellular network that provides radio coverage served by a high power

cellular BS. Usually, it provides a larger coverage area than any other technology e.g. microcells,

femtocells, relay nodes, picocells. This is because, the macrocells’ antennas are mounted on the

ground-based masts, rooftops and other existing structures, at a height that provides a clear view

over the surrounding terrain and buildings. It also has a power output of typical 10 Watts and its

performance can be increased by increasing the effectiveness of the transceiver [45]. Macrocell BSs

(MBSs) locations and settings are respectively chosen through network planning and configured to

control the interference and to optimise the coverage area. As the traffic demand grows and the radio

frequency (RF) environment changes, the system relies on the splitting of the cell or additional carriers

in order to overcome capacity and transmission link limitations while maintaining UEs QoS [46].

However, this deployment process is difficult and inefficient. Moreover, the site acquisition for MBSs

with towers becomes more difficult in dense urban areas. Another severe issue for macrocells in

LTE-Advanced networks is the high penetration loss in indoor environment, which has in itself a

negative impact on the transmitted and received signals [47], [48]. Therefore, femtocells technology

has been incorporated into the LTE-Advanced network in order to improve UEs broadband experience

in a ubiquitous and cost-effective way. These small-cells are seen as the future of next generation

networks as they are more reachable and cost-effective than any other technologies as shown in this

research.

3.2.2 Microcell Networks

Microcells are one of the small-cell networks used to enhance the capacity of GSM networks as the

popularity of mobile services exploded in the mid-90s. They are difficult to differentiate from picocells

and their coverage zone is the first delineator. Microcells coverage area can be less than a certain mile

in diameter where the power control is used to limit the radius [49]. They are temporarily deployed to

anticipate the high-traffic within a limited area like a sport or athletic event, but can also be installed

as a permanent feature of mobile networks. Moreover, they allow network operators to increase the

frequency re-use and spectral efficiency of their networks dramatically and it was also easier to find

sites for the smaller BSs [50], and their associated antennas, compared with traditional macrocell

sites. One of its main disadvantage is the difficulty of connecting the microcell BSs with the cellular

networks [51].
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3.2.3 Picocell Networks

Picocell networks are simple low-cost devices with great capacities and coverage areas, capable to

support 30 to 100 users over a cell radius of 100 to 300m. Picocells are often deployed indoors in

order to improve poor cellular and wireless coverage within a residential building or offices. Their

designs appear to be small enough to be installed by only one technician. Like any smallcells,

picocells extend the macrocell coverage area where the wireless signal appears to be poor or where

they can serve a large number of users on behalf of the macrocell [52]. Picocells have benefits of data

throughput improvement, alleviating capacity issues in the mobile networks or challenges such as

interference or energy consumption [53]. The authors in [54] investigated the effect of EE when

deploying picocell into macrocell coverage in LTE-Advanced networks. The performance and

capacity results of their work showed that picocells are beneficial addition to the existing macrocell

LTE-Advanced networks. The EE issues of picocells, relays and macrocells is investigated in [55],

and simulations results showed that the relays and picocells both provide positive EE gains in the

uplink, but not for the downlink scenario. For downlink, the RN produce similar throughput and

energy consumption as macrocell deployments.

3.2.4 Femtocell Networks

Femtocells are lower power access points than picocells and their decreased cell size increases the

capacity of the wireless networks. The femtocell deployment inside the macrocell networks improves

the poor indoor coverage and fills the holes in the coverage networks by providing excellent signal

quality where the coverage area is deficient of the optimal strength to make calls. Moreover, they

provide high data rates for next generation of wireless networks in rural areas [56] but mostly suffer

from interferences. These interferences can be generated either between macrocell and femtocells

(cross-tier) or among femtocells (co-tier).

The femtocell network has several advantages such as increasing capacity and system coverage

by making the macrocell’s resources available for more users. They are energy efficient due to the

distance between the FAP and its users which is very small i.e. 5m-20m [57] and this may reduce the

battery consumption of the devices. Femtocells can be purchased from resellers or through the mobile

operator. Contrary to microcells and picocells, femtocells support merely a handful of users and are

capable of handling only few calls at the same time.

3.2.4.1 Characteristic of Femtocell Networks

The femtocells can support all major cellular standards protocols standardised by 3GPP, 3GPP2 and

the IEEE/WiMAX forum, e.g. GSM, CDMA, W-CDMA, LTE, LTE-A, WiMAX. They are
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characterised by the following features [58]:

- The femtocells work in a licensed spectrum that exclusively reserves the resources to the

subscribed users.

- They have higher density, lower power and lower cost than other small-cells, such as picocells.

- As specified above, the femtocells coverage is very small such that the transmitting power is

approximatively around 0.1 Watt. This results to an excellent quality of signal for their users

within the coverage range.

- They also enable end users to install and start the devices without any technical support.

3.2.4.2 Types of Access in Femtocell networks

The types of access in a network could reduce, control or increase the interference in the networks.

There are different access methods for femtocell networks which include [59]:

- Closed access method: allows only the femtocell subscribed users to connect to its BS. This

method is mostly deployed by private owners in offices or homes and leads to high cross-tier

interference. Only the users listed in the permitted access list of a femtocell are given access

to this particular femtocell [60]. The prime reason for this type of access is to guarantee users

knowledge once they are inside the femtocell coverage. However, problems arise with this

access type once an unregistered user accesses the femtocell coverage when the user is not on

the permitted access list. This access method is considered throughout this study to maintain

the communication performance of the subscribed users. Although this method decreases the

performance of the non-subscriber users, this thesis consider RN to manage and improve their

communication with their base stations, which solves the communication performance problem

of the non-subscribed users.

- Open access method: is the opposite of the closed access method where both subscribed and

non-subscribed users can access the femtocell resources without any restriction. The

deployment is done in open areas like airports, shopping malls or hospitals [61]. Apparently,

this method is profitable to mobile operators, by providing an inexpensive way to expand their

capacities through influencing third-party back-haul for free. However, it increases the number

of hand-overs for multiple mobile users accessing and leaving that femtocell which causes a

noticeable QoS decrease [62].

- Hybrid access method: is a combination of closed and open access approaches by giving a

limited amount of femtocell resources to all users as the open access method while the rest

16



3. FEATURES OF THE LTE-ADVANCED NETWORK

operate as the closed access method [63]. Deploying the subscribers group of the closed access

method into femtocell networks makes the interference management problem more complex to

solve. However, hybrid access approach aligns the level of granted access of non-subscribers

and the performance impact of the subscribers [64]. Thus, the share of femtocell resources

between non-subscribers and subscribers needs to be exquisitely fixed. Otherwise, the

subscribers might feel that they are paying for services that is exploited by others. In this case,

OFDMA scheme can be used in femtocell networks to manage the shared resources over

frequency and time between subscribers and non-subscribers as well as to define the available

resources for each [65].

3.3 Cooperative Relaying Communication

Cooperative relaying is a promising technology for wireless communication that provides throughput

and capacity gains in the networks. The classical relay channel model was first introduced in [66] by

Van Der Meulen. According to the 3GPP committee, cooperative RN systems provide the following

improvements to the LTE-Advanced networks: group mobility, cell-edge throughput improvement,

temporary network deployment, coverage of high data rate, coverage in new areas, power consumption

reduction and cost reduction. In this study, the cooperative relaying system is employed to improve

reliability and the coverage extension of the system with optimal and energy efficient RNs placement.

An efficient RN placement is necessary in LTE-Advanced networks such as to minimise the energy

consumption between the source and the destination [67]. An energy efficient of RN placement for the

coverage extension is proposed in the study. Moreover, the the design of transceiver for the cooperative

RN system is proposed to manage the interferences and optimise the energy consumption.

There are three types of communication protocol in cooperative relaying system, decode-and-

forward (DF), amplify-and-forward (AF) and compress-and-forward (CF). The description of these

cooperative communication techniques is given as follows:

1. AF cooperative communication protocol is referred to as non-regenerative or analogue relaying.

The AF relay nodes amplify the received signal and re-transmit to the destination. Since the

AF relay nodes do not require front-end processing, demodulation, and decoding, they have less

complexity than the DF relay nodes. However, since the AF relay nodes do not perform any

decision operation on the received signal, noise along the transmission path can be accumulated

and propagated [68]. AF is employed in this thesis over DF due to its simplicity and its low

complexity.

2. DF cooperative communication protocol, contrary to AF, It is referred to as regenerative or
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digital relaying. During the first phase of cooperative communication, the DF relays protocol

can decode the received signal, re-encode it, and then re-transmit it to the destination. The

DF relay advantage is that the RNs can prevent error propagation, if the relay can successfully

decode the source signal [69]. According to whether error detection is employed or not, the DF

relays can be categorised into two schemes: fixed DF relays and selection DF relays. The fixed

DF relays do not use the error detection, and re-transmit the relayed signal although it has errors;

thus, full diversity order cannot be achieved [70]. While the fixed DF relays always forwards

the signals received at the RN to the destination, the selection DF relays only retransmit the

successfully decoded signals.

3. CF cooperative communication is known to be an efficient forwarding technique where the

RNs compress the received signal and then forwards an estimation of it to the destination. This

scheme has good performance only when the RN is close to the destination, for instance when

there is no obstacle or shadow in the RN-destination link [71].

4 Challenges of LTE-Advanced System and Mitigation Approaches

This section describes some challenges investigated throughout this thesis as well as the approaches

considered to mitigate these challenges. There are several challenges in the LTE-Advanced networks

including interference management, energy efficiency (EE), network architecture security, effective

coverage extension, resource scheduling [18], [28]. Due to different requirement and dense

deployment of femtocells in the LTE-Advanced networks, this research focuses on the effective

coverage extension, the interference management and EE optimisation challenges.

4.1 Challenges Description

4.1.1 Effective Coverage Extension in LTE-Advanced Network

With the increasing number of cellular subscribers, wireless networks are facing difficulties in

providing satisfactory signal-to-interference-plus-noise ratio (SINR) level to users especially at the

cell edges of the systems. In LTE-Advanced network, most wireless services provide enhancement in

data service by employing technologies such as OFDM and by adopting MIMO antennas.

Nevertheless, in practice there are still issues such as coverage holes due to shadowing, and poor

SINR for users that are far away from the BS. One of many solutions to support the ever increasing

number of subscribers per cell is to decrease the cell radius. However, this requires more BSs per

area with a small size coverage area, thus increasing cost, especially when there are few users to be
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served (e.g., in rural areas) and causing higher inter-cell interference between the BSs. An alternative

to adding more BSs, is deploying low-cost RNs that provide a cost-effective way to overcome the

costly problem. The optimal RNs are a simplified version of a full BSs requiring lower cost than the

normal BSs. Moreover, RNs do not require backhaul connections, thus reducing operating costs. The

effective coverage extension depends on the radial position of RNs in the cell. This is because the

location of a RN affects the SINR of the received signal on the MBS to RN and RN to UEs links. The

RNs placement problem can be seen as a sub-case of the well studied facility location problem,

which has been proved to be NP-hard [72]. Therefore, it deserves some attention because the

objective functions and the interdependence between transmitting stations through interference make

it very specific. The authors in [73] investigated the optimal RN placement problem in a single

WLAN cell, based on Lagrangian relaxation, a discretisation of possible RN placement and an

iterative algorithm. In [74], the authors addressed the optimality placement of relay in a

LTE-Advanced network with the aim of maximising the cell capacity and thus the coverage

extension.

4.1.2 Interference Challenge and Mitigation Approaches

According to [75], interference can be described as any unwanted signals or symbols entering the

receiving signal or system. It is also illustrated as any noise or signal that modifies, disrupts a transmit

signal as it travels along a channel between a source and a receiver. In local area networks (LAN) or

cellular networks, interference occurs whenever there is identical channel sharing between different

access points or sharing of the same carrier frequency between BSs due to frequency reuse [76].

Similarly, neighbouring nodes in a dense mobile networks can also interfere with each other when they

share the same frequency resources at the same time. Communication in the presence of interference

is often analysed using an abstraction known as the interference channel. There are other sources of

interference such as self-interference resulting from non-linearities in the radio frequency components

or jamming in military networks, those sources are not captured in the basic interference channel; are

not a concern of this thesis. Traditional methods for managing the interference in wireless networks

often revolve around giving an exclusive access to each user in order to fraction the communication

resources. For example, in FDMA, the system bandwidth is partitioned among the transmitters while

in TDMA, transmitters take turns to transmit on a periodic set of transmission intervals [77]. As

an inevitable challenge in wireless networks, interference has always been an important concern in

designing communication systems, particularly in LTE-Advanced networks. It reduces the data rates

throughout of the cells and causes outages at the cell edges [76].

This study is particularly interested in multi-tier LTE-Advanced femtocell networks deployed
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into macrocell coverage area where there are multiple radio access technologies (RATs) or network

infrastructures that back-haul the data traffic of the mobile users to the core of mobile operators. This

leads to two types of interference scenarios, namely the cross-tier (cross-layer) and co-tier (co-layer)

interference. Due to the vast degree of freedom (DoF) and the need of optimising some parameters

depending on the network performance requirement, it is necessary to categorise the type of

interference for an effective deployment of interference management approach. The system

performance requirement can either be the achievable throughput maximisation, or the area spectral

efficiency maximisation in each layer of the cellular network. The description of cross-layer and

co-layer interference are detailed as follows:

- The cross-layer interference happens among network elements that belong to different layers or

cell-types located in the same geographical area of a network. The network entity that causes

the interference is called aggressor while the victim is the network entity suffering from the

interference coming from the aggressor. It is worth mentioning that the contribution level of

this type of interference commonly depends on the aggressors transmit power on the adjacent

or shared spectrum resource and their density in a geographical area [78].

- The co-layer interference occurs between the network entities belonging to the same tier of the

network. As result, the interference occurs from the transmitting and receiving activities of

both mobile UEs and the BSs connected to the same network infrastructure type (e.g.

macrocells or femtocells) of a mobile operator in a geographical region. Femtocell to femtocell

co-tier interference can happen because of low isolation between the residences in which

femtocells deployment is done through the overall low transmission power of femtocells and

high likelihood of attenuation [78].

The different interference scenarios that occurs between macrocells and femtocells are summarised in

Table 3.

Several interference management schemes have been proposed in the past works to mitigate the

interference and some of them are mentioned for literature review purpose [79], [80]. These techniques

are interference alignment (IA), interference cancellation (IC) and interference avoidance. In the IA

scheme, signals are constrained into the same subspaces at the unintended receivers and the desired

signal is retrieved at each receiver by eliminating the aligned interferences using decoding matrix

[81]. In the interference avoidance, on the other hand, the allocation of various system resources to

users is controlled to ensure that the interference remains within acceptable limits [82]. IC is the

technique in which the suppression of the interference is done at the transmitter or receiver side. The

important note about the IC approaches is that when using them conventionally, the sum-capacity
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Table 3: Different interfernce scenarios in two-tier architecture femtocell networks

Aggressors Victims Interference types Transmission mode

macrocell UE (MUE) FAP cross-layer Uplink

MBS femtocell UE (FUE) cross-layer Downlink

FUE MBS cross-layer Uplink

FAP MUE cross-layer Downlink

FUE FAP co-layer Uplink

FAP FUE co-layer Downlink

of the network is still limited by interference unless they are improved or combine with techniques

like transceiver design, optimisation techniques or other efficient mitigation techniques. However, the

IA is an approach in which the sum-capacity of the time-varying interference networks using limited

resources, i.e. time, frequency, can be increased linearly with the number of users [83].

1. IA Technique: is a remarkable interference management strategy that improves the spectral

efficiency and reduces the impact of interference. The main idea of IA is to coordinate multiple

transmitters so that their mutual interference aligns at the receivers, facilitating simple

interference mitigation. Researchers have investigated its performance and proposed several

improvements [38], [84]. Research efforts have been primarily focused on verifying IA’s

ability in order to achieve the maximum DoF [85]. In [86], authors also considered as an

approximation of sum-rate capacity, developing algorithms to determine proper alignment

solutions, and designing transmission strategies that release the need for perfect alignment but

yield better performance. A centralised efficient sub-channel allocation algorithm based on IA

was proposed in [87] to maximise the number of QoS guaranteed UEs performing IA. Its

strategy ensures that the interference is properly aligned into a given subspace and leaves a

residual subspace free from the desired signal [88].

IA, in its simplest form, is a pre-coding technique for the interference channel. Like IC, IA

helps to develop transceiver design with or without channel estimation in order to mitigate

inter-cell and inter-user interference. A robust transceiver design based on the IA is proposed

in [89] to minimise the interference leakage and maximise the EE. IA is also known to be

a cooperative interference mitigation technique exploiting the available multiple dimensions

such as antennas, frequency blocks, or time slots [76]. By coding over multiple signalling

dimensions, transmissions are designed to align the interference observed at each receiver into

a low-dimensional subspace. This maximises the number of non-interfering signals that can be
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simultaneously communicated over the interference channel, known as the multiplexing gain.

EE optimisation is addressed in [90] where a IA technique is proposed to achieve maximal EE

in multi-cell MIMO interfering broadcast channels.

2. Interference Avoidance Technique is a common technique of inter-cell interference coordination

(ICIC) [82]. It is a technique that improves the system performance by having each cell allocate

its resources so that interference experienced in the system is minimised, while maximising

spatial reuse [91], [92]. The conventional frequency reuse (FR) methods are the inheritance

schemes of interference avoidance in the cellular systems. The frequency resource is divided

into different blocks which are assigned to each cell in the system. The interference avoidance

in the network is improved when employing the non-overlapping frequencies blocks; this also

decreases the trunking capacity of each cells. The FR factor (FRF) is defined as the number

of adjacent cells which cannot use the same frequencies for transmission. The fractional FR

(FFR) improves the inheritance of the FR technique by splitting each cell into sub-areas before

using a FRF greater than the unity in some areas or before using the FRF of unity in other areas.

This results to an improvement of trunking capacity while the mitigation of the interference is

maintained. There are various variants of interference avoidance techniques [93] and some of

these are further discussed in the following subsection.

- The FFR is defined as a sub-carrier reuse technique that allocates only a part of the total

bandwidth which is subset of sub-carriers to each cell. The authors in [94] proposed

a FFR interference avoidance scheme and power control for a standard cellular network

deployment. The key idea of this method is the cell’s bandwidth partition, for the following

reason: First, it avoids any interference between the cell edge users located in the adjacent

cells. Secondly, it reduces the interference created by the interior users. Finally, it allows

more use of total spectrum than the conventional FR. The cell space is also partitioned

into two different regions, the inner and outer regions. The inner region appears to be

close to the BS while the outer is located at the cell borders. Furthermore, in the FFR, the

entire frequency band is divided into multiple sub-bands where each sub-band is allocated

either to outer or inner region of the cell. An evaluation and comparison of three state-

of-art FFR deployment schemes with a proposed optimal FFR were investigated in [93]

for OFDMA based two-tier HetNets networks. The results show a higher performance in

spectral efficiency of the proposed scheme compared to the others schemes. The authors

in [95] proposed a hybrid dynamic frequency reuse and CoMP technique for interference

management that is able to enhance the adjacent sector transmission and the cell edges
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performance.

- The soft frequency reuse (SFR) employs similar frequency allocation procedure to that of

the FFR. The term of soft reuse comes from the fact that the efficient reuse of the

technique can be adjusted by dividing the powers among the frequencies used in edge and

centre bands. SFR is an effective frequency reuse technique for inter-cell interference

(ICI) coordination and can maintain the spectrum efficiency. Performance of this was

investigated in [96] with issues of various traffic loads and different power ratio

configurations constraints, and results confirmed the effectiveness of SFR scheme. In

SFR, the centre region MUE devices are allocated the sub-bands being used by other

MUEs at the cell edge area of neighbouring cells within the cluster. For a cluster of

I-cells, the total number of available sub-channels in a cell is divided into I sub-bands

with one sub-band allocated to each of the edge areas [97]. Femtocells to be overlaid on

the existing macrocell infrastructure are assigned resources that are orthogonal to that of

the macrocell in both the cell edge area and cell centre of the cell. SFR was first proposed

in [98] in order to find a balance between the FFR and the partial FR (PFR) schemes [99].

As mentioned by the authors in [82], SFR can avoid high ICI levels when associated with

the unity FFR configurations and can provide more flexibility to the PFR scheme as well.

3. IC Technique; among the interference management schemes, IC appears to be one of the oldest

technique proposed. In order to cancel interferences from adjacent cells, it is required to detect

the interfering signals first and then cancel them from the received signal. It is usually difficult

to detect the interfering signals from adjacent cells in a practical situation. However, spatial

characteristics are used to suppress interference when multiple antennas are available at the

receiver [100]. IC scheme has widely been studied in last decade and different schemes have

been proposed. There are two well known categories of IC techniques called parallel IC (PIC)

[101] and successive IC (SIC) [102] that are mostly mentioned and improved in the literature.

PIC processes all signals in parallel and then starts the cancellation of the signals’ interference

after all signals have independently been decoded. SIC method, on the other hand, processes

each signal successively by cancelling the previously decoded signals [103]. Other schemes

have been derived from these two techniques such as ordered SIC (OSIC) and hybrid IC (HIP),

which is a combination of the advantages of both PIC and SIC. Most of these techniques for

interference management were proven to perform well depending on the scenarios considered.

IC techniques are also used with others schemes such as in channel estimation, to improve the

network performance, to achieve effective results and particularly to design transceivers in
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LTE-Advanced networks. Authors in [104] combined the channel estimation and IC technique

for MIMO LTE-Advanced networks to improve the symbol detection. Similar combination is

proposed in [105] where a prediction method characterising the Turbo SIC performance and

deriving an approximate post detection SINR for each layer with channel estimation error

statistic are investigated. Aside from channel estimation, transceiver design is also used with

IC [106]. The authors in [107] proposed a transceiver architecture for full duplex eNodeB and

the UEs transceiver; the SIC with optimal ordering is used in the uplink to decouple the UEs

signals operating in the same sub-carriers.

4.1.3 Energy Efficiency in LTE-Advanced Network

The progress of 4G and the design of the future 5G wireless technologies requires meeting huge

service expectations, among which EE is an important design criterion to enable operations at virtually

affordable energy consumption levels. It was suggested in [108] that the mobile information and

communications technology (ICT) sector would emit more than 300 million tons of greenhouse gases

per annum by ≈ 2020 [109]. Hence energy consumption remains a crucial challenge to optimise due

to the contribution of mobile networks towards significant stake in the global carbon footprint [108],

approximately > 2% of the worldwide energy consumption.

Moreover, the deployment of smallcells enhances the cellular coverage and potentially solves the

poor received signal strength experienced by the mobile users that are located in cellular coverage

holes. However, this deployment solution increases overall networks’ energy consumption, leading to

the trade-off between power consumption and system throughput [110]. As a result, existing schemes

are proposed to improve EE and fulfil the increasing demand on capacity in a cost-efficient way.

According to [111], strong interference caused by the spectrum reuse and dense deployment can

degrade the EE and QoS in the wireless network to the extend that the cell edge UEs have to increase

their transmission power to meet the QoS requirement. As a result, UEs with limited battery capacity

will quickly run out of battery power without careful energy optimisation and interference

management design. Hence, EE algorithms can also be designed with interference management

schemes to immediately decrease the nodes transmit power that make up the system leading to

improved system performance and throughput. The authors in [112] used EE approach to address the

issue of interference by adjusting the transmitting power in each access point in order to optimise

energy consumption. EE schemes are frequently time embedded in other algorithms to increase the

network capacity, to prolong the battery life by conserving the energy and to support the QoS by

power requirement adaptation to match the variation of the channel condition [113]. EE schemes are

also deployed for both co-layer and cross-layer interference management as described in [114] and
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their application is extensively practised and applied to the system management with a view of

increasing system capacity as well [115].

According to the survey in [116], EE approaches to mitigate the interference are grouped into two

categories, assistance or non-assistance. The assistance based techniques employ the coordination

between the Home eNodeB and the eNB [117], while the non-assistance based techniques do not use

such coordination. Moreover, the EE approaches are also grouped based on the conceptual architecture

such as distributed and centralised EE. The distributed EE scheme performs a localised interference

management at the nodes of each tier of the network [118]. The centralised EE, on the other side, needs

a central controller that employs the universal information of all the link gains in order to avoid the

interference. However, this method results in a high latency and heavy signalling in the system [116].

Therefore, this thesis considers the distributed EE approach.

A key design parameter in the LTE-Advanced networks is the bit-per-joule EE, defined as [111]:

EE =
Throughtput (bits/s)

Power consumption (Joule/s)
[bits/Joule] (2)

As observed from (2), the EE is measured in bits/Joule to represent the effectiveness with which the

energy in Joule is employed for information transmission. It is also observed from the same equation,

that the EE of a wireless network can be increased by using methods which maximise the system

throughput or minimise energy consumption, or both. The EE equation (2) is referred to a single

communication link, but the expression becomes more involved in a communication network based

on the advantages and cost incurred by each single link and/or the proposed multiple network-wide

performance functions. In [111], the authors identified two formulation approaches for EE problem

called network benefit-cost ratio and multi-objective approach. The network benefit-cost ratio

approach, also known as the global EE, is represented by a ratio between the sum of all single

advantages of different links and the overall power consumption in the networks [119]. The

multi-objective approach, on the other hand, regards each single node as a different EE objective

function to optimise, leading to a multiple objective resource allocation [120]. In addition, the EE

maximisation problem can also be executed subject to all practical constraints that are

characteristically enforced in the communications networks. Those practical constraints can be the

following: QoS constraints, maximum power constraint, minimum delay constraints [121], minimum

rate guarantees [122], interference temperature constraints [123] and maximal delay bound

constraints [124].
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4.2 Approaches to Manage the LTE-Advanced Challenges

In this sub-section, we present the focused approaches in this thesis to manage the aforementioned

challenges, which are the efficient coverage extension, the interference management and EE

optimisation challenges. These approaches are the optimal and energy efficient RNs placement for

effective coverage extension, the pre-coding and decoding design (transceivers), and pilot-assisted

channel estimation.

4.2.1 Optimal and Energy Efficient RNs Placement with Greedy Algorithm

The RNs help increase the cell coverage or cell radius for the same cell capacity and provide higher

cell capacity in a given cell area because of the link diversity. Moreover, deploying RN is

advantageous such that it reduces the infrastructure cost of deploying more base stations. Hence, the

coverage extension is achieved through the RN placement since the RNs provide better SINR to the

cell edge users, compared to the normal BSs due to their proximity to the users. However, the RNs

need to be placed at a right location to ensure an effective coverage and optimise the energy

consumption of the cell edge users. Thus, in this thesis, an optimal and energy efficient RNs

placement approach is considered to place the RNs in the LTE- Advanced networks, subject to the

energy consumption constraint, in order to improve the communication and reliability between the

users and the BSs. The greedy algorithm is improved to design an optimal and energy efficient

algorithm for the RNs placement that maximises the system coverage subject to the energy cost

constraint while maintaining the signal-to-interference-ratio (SIR). This improvement in the greedy

algorithm can enable an effective RN placement, only if the Matroid rank function of the effective

coverage extension problem is submodular and monotonic.

Many problems using greedy approach to find the near optimal solution can be defined as a

problem consisting of finding a maximum-weight independent subset in weighted Matroid. So a

weighted MatroidM = (E, I) is a Matroid which is associated to weight function w that assigns a

positive weight w(e) to each element e ∈ E. For a given weighted MatroidM = (E, I, w), we need

to find an independent subset A such that A ∈ I and w(A) is maximised. That means, the algorithm

works for any weighted Matroid with the guarantee of finding a near-optimal solution. In general, the

greedy algorithm is formulated for a given weighted MatroidsM = (E, I, w) as: the input will be

M = (E, I, w) with a weight function w (such that w is positive), the output will be an independent

subset A ∈ I called optimal subset of Matroid. Algorithm 1 illustrates the greedy algorithm [125].
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Algorithm 1 Greedy (M, w)

1: A := ∅

2: Sort E into monotonically decreasing order by weight w

3: for each e ∈ E, taken in monotonically decreasing order by weight w(e) do

4: if A ∪ e ∈ I then

5: A := A ∪ e

6: Return A

4.2.2 Pre-coding and Decoding Design

Pre-coding and decoding design, also known as transceivers design, is a technique commonly used in

recent research [126], [127] to manage the interferences and retrieve the intended signal at the receiver

side. The pre-coding and decoding concept works as follows: the transmitted signals from the different

antennas are weighted pre-coding matrices to maximise the received SNR. At the receiver, the pre-

coded signals are decoded using decoding matrices. This method is mainly considered in this thesis

due to its great impact on the performance of the whole network and the improvement of the range

data rate and for its effectiveness in the mitigation of interference.

In this thesis, the decentralised pre-coding and decoding matrices are designed for the femtocells,

the MUEs and the cell-edge MUEs (CUEs) based on MMSE criteria in a cooperative MU-MIMO relay

system. The transceivers are iteratively updated to minimise the MSE, subject to the total transmit

power. These MMSE pre-coders and decoders are designed with the pilot-assisted channel estimators

for more realistic scenarios which improve the accuracy of the the CSI. The information received

from the channel after estimation is used to generate the optimal pre-coders and decoders in order to

minimise the MSE that improves the performance of the system. In the algorithms, the MSE problem

is bounded below zero and decreases at each iteration while the pre-coders and decoders are updating

until the optimal values that minimises the MSE are reached.

Furthermore, the decentralised pre-coders and decoders are also designed to optimise the EE of

the femtocells, RNs, MUEs and CUEs based on the WMMSE in a half-duplex MU-MIMO relay

system. CUEs are grouped into clusters and transmit to the MBS through the RN in two time slots.

The EE optimisation problems are also formulated as convex optimisation for each FAPs, CUEs and

MUEs depending on the time slot they are transmitting. The WMMSE is employed to optimally and

iteratively determine the pre-coders and decoders and is based on the relationship between the SINR

and the MSE.
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4.2.3 Pilot-Assisted Channel Estimation

Channel estimation received an enormous attention in past years because of its importance in

wireless communications. Without a good channel estimator, the throughput and coverage of the a

wireless system is severely limited. The transmit pilot multiplexes the known symbols with

information bearing the data. These transmit pilot symbols are assumed to be known at the receiver

side and are exploited for the channel estimation and the optimal decoding. In this work, the

pilot-assisted channel estimation is considered where some of the channel bandwidth is reserved for

transmitting pilot (training) signals to the receiver and using them to estimate the channel. By

sacrificing some bandwidth efficiency to transmit pilot signals, the pilot-assisted channel estimators

can typically make fast and accurate measurements of the channel. There are two main pilot patterns,

the comb-type and block-type patterns. The block-type pattern reserves periodically one symbol for

just pilot transmission. The comb-type pattern allocates few sub-carriers for pilot transmission in

every OFDM symbol. The comb-type arrangement is considered in this thesis due to its ability to

track the variation of the channel caused by Doppler frequency. There are different types of channel

estimators such as maximum likelihood (ML) estimator [128], minimum mean-squared error

(MMSE) estimator [129], the least-squares (LS) estimator [130], space-alternating generalised

expectation-maximisation (SAGE) estimator [131] and others. Due to their simplicity and complexity

performance, the two common estimators particularly used in this research for performing estimation

at the pilot sub-carriers are the MMSE estimator and the LS estimator. Both channel estimators are

considered in the design of transceivers and are compared in the second research paper of this thesis.

1. The LS channel estimator is a simple, low-complexity alternative to the MMSE, but cannot

achieve the level of performance of the MMSE estimator. The aim of LS channel estimator is

minimising the square distance between the original signal and the received signal [132]. The

channel estimates are simply found by multiplying the received pilot by the inverse of the known

transmitted pilot [130], i.e. consider the following received pilot signal Yp expressed as [133]:

Yp = HpXp + zp, (3)

where (·)p is the positions where reference signals are transmitted. Hp and Xp are the channel

frequency response and the matrix containing the transmitted elements on its diagonals,

respectively. zp denotes the noise vector whose entries have the i.i.d. complex Gaussian

distribution with zero mean and variance σ2 and it is assumed that zp is uncorrelated with the

channel Hp [132]. From (3), the LS estimates of the channel at the pilot sub-carriers is
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obtained as

Ĥ
LS
p =

Yp
Xp

, (4)

where Ĥ
LS
p is the LS estimates obtained over the pilot sub-carriers. The LS estimator performs

well at high SNR but quickly degrades as the noise level increases and suffers from high mean-

square error (MSE) [134].

2. The MMSE channel estimator predicts more current channel estimate from the delayed LS

estimates as the coefficient is adjusted depending on the delay of the LS estimate. It is

designed to minimise the MSE estimation. Considering the equation (3), the MMSE estimates

the channel responses as follows:

HMMSE
p = RHHp

(
RHpHp + σ2

zp(XXp)
−1

)−1

Ĥ
LS
p , (5)

where RHHp denotes the cross-correlation matrix between all sub-carriers and the sub-carriers

with the reference signals while RHpHp , on the other hand, is the autocorrelation matrix of

the sub-carriers with reference signals. It depends on second-order channel statistics and can

produce a very accurate estimate when the channel statistics are known. Hence, this estimator

can be computationally complex because it depends on a matrix inversion in equation (5) and

requires knowledge of the channel to be effective. This complexity, however, can be reduced by

averaging the transmitted data [132]. Therefore, (XXp)
−1 in (5) is replaced with its expectation

E[(XXp)
−1]. The simplified form of MMSE channel estimator is expressed as [135]:

Ĥ
MMSE
p = RHHp

(
RHpHp +

β

SNR
Ip
)−1

H̃LS
p , (6)

where β represents the scaling factor which depends on the signal constellation like QPSK

(β = 1) and 16QAM (β = 17/9) and Ip denotes the identity matrix.

5 Research Motivation

In the next generation of wireless communication network, HetNets architecture with macrocells,

small-cells and relays offers numerous advantages such as higher spectrum efficiency, better fairness

in resource allocation and energy efficient usage as well as effective coverage extension. However,

these approaches encounter various network management challenges such as coverage extension, EE

and interference management. These challenges are critical factors in the LTE-Advanced networks

that need to be properly addressed to improve the throughput and capacity of the overall networks. It

is worth specifying that the macrocell coverage could not meet the demand set of the mobile data rate
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growth at high rate level. Due to the spatial, financial and regulatory constraints, setting up macrocell

everywhere needed, is not feasible.

The solution to this issue was to break the large macrocell into smaller low-powered cells and to

assure a cooperative communication between the MBS and these small-cells inside macrocell

coverage. Although the deployment of small-cells solved the coverage problem, they increased the

handoff rate of mobiles users among the adjacent cells and degraded the EE of the whole network.

Moreover, this deployment increases or creates new interference challenges known as cross-tier and

co-tier interferences. The users located at the cell-edge of the network still suffer from system

performance degradation, due to high energy consumption and inter-cell interference. The high

energy consumption is attributed to the long distance between the cell-edge users and the BS with

limited transmit power antennas. The inter-cell interference is generated when the transmission from

one cell to neighbouring cells occurs at the same time and same frequency. The addition of RNs to

the MU-MIMO system further enhances the transmission between the cell-edge users and the BS.

Furthermore, processing technology of RNs helps reduce the effect of interference. However, the

placement of RN at the right position is important to achieve better system performance for cell-edge

users and effective coverage extension. The small-cells considered throughout this study are

femtocells and RNs such that the femtocells provide better cellular connectivity to the mobile users

compared to other femtocells and the RNs improve the network reliability. Mobiles users have more

tendency to shift from mobile voice traffic to mobile data traffic like social video services, when it

comes to use the mobile networks. This results in a enormous use of data bandwidth and energy.

Therefore, the effective coverage extension, interference management and EE optimisation are

among the great challenges in LTE-Advanced networks, due to the enormous growth of mobile

networks and the increase of the data volume transferred by users. Managing the interference,

efficiently extending the network coverage and optimising the EE are the challenges that can be

solved together so that when optimising one, it also affect the others and vice versa. These are the

challenges that this work aims to solve.

6 Objectives of the Research

The purpose of this research is summarised as follows:

- To investigate the effective coverage extension in LTE-Advanced network where energy

efficient and optimal algorithm for the RN placement is proposed in order to improve the nodes

energy consumption. This is achieved by introducing and combining the concept of Matroids,

submodularity and monotonicity optimisation in the design of an improved greedy algorithm
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for optimal RN placement.

- To manage the interferences in cooperative LTE-Advanced networks, particularly the the cross-

tier interference by designing decentralised pre-coders and decoders (transceivers) algorithms

with pilot-aided channel estimators.

- To optimise the EE using proposed decentralised transceiver design for the CUEs, MUEs and

FAPs during both the first and second time slots. The EE problem is formulated as a convex

optimisation problem where the transceivers are designed using the WMMSE and Lagrange

duality.

7 Research Methodology: Analytical Tools

In order to contribute to the knowledge, apart from the simulations, the following analytical tools

have been considered throughout this work; Sub-modularity, monotonicity optimisation, Matroid,

convex optimisation and Lagrange Duality. Sub-modularity, monotonicity optimisation, Matroid are

widely used in wireless sensor networks [74] and are also be considered in LTE-Advanced networks

due to their ability to find a near optimal solution. When used altogether, they can offer optimal

solution, hence are considered in this thesis for energy efficient and optimal placement of RN in a

LTE-Advanced networks in order to achieve effective coverage extension. Convex optimisation and

Lagrange duality are considered to formulate the optimisation problem for interference management

and EE in a cooperative LTE-Advanced system where a RN placement is assumed to be properly

done. Convex optimisation has been mostly used in LTE-Advanced networks. Today, it serves as a

new indispensable computational tool, which increases the ability to solve problems such as linear

programming and LS to a much richer and larger class of problems. In this thesis, we use the Python

and Matlab programming languages for simulations. Furthermore, to efficiently solve the convex

optimisation problems, we use the widely-adopted software toolbox named CVX.

7.1 Sub-modularity, Monotonicity Optimisation and Matroid

Sub-modularity is defined as a property of set function with deep theoretical consequences and far

reaching applications. In one way, sub-modularity appears to be similar to concavity and in other

ways it resembles to convexity. Sub-modularity is used in various computer science applications

such as image segmentation, information gathering, sensors deployment and RN deployment. Sub-

modularity, monotonicity optimisation and Matroid methods are considered in this thesis to improve

the greedy algorithm for an energy efficient RN placement in a LTE-Advanced networks. Greedy
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algorithm is defined as an algorithm that iteratively makes the optimal choice at the moment, the

choice that seems the best until the near-optimal solution is found.

7.1.1 Sub-modularity and Monotonicity

The notion of sub-modularity is defined as follows; let S be a set of possible locations. The function

F : 2S → R is sub-modular if:

1. ∀A ⊆ B ⊆ S and ∀x ∈ S B:

F (A ∪ {x})− F (A) ≥ F (B ∪ {x})F (B). (7)

2. Equivalently, ∀A,B ⊆ S, we have:

F (A) + F (B) ≥ FA ∩ B) + F (A ∪ B). (8)

Considering the set of possible locations S and all subsets A,B such that A ⊆ B, the monotonicity

concept is commonly defined as follows

F (A) ≤ F (B). (9)

The reason to consider sub-modularity is that if F is sub-modular and monotone, then a greedy

approach for RN placement is not far from being optimal.

7.1.2 Matroid

We consider the notion of Matroid to guarantee optimal and energy efficient placement of the RN once

the rank function of the Matroid is found to be both monotonic and sub-modular. To properly define

the Matroid in this thesis, we need to consider a finite set E, named a ground set and I, a family or set

of subset of E, I ⊆ P (E) named independent set.

The pair (E, I) is considered to be a Matroid M, if and only if, the following properties are

satisfied by the MatroidM.

1. I is non-empty set of subsets of E where if B ⊆ A and A ∈ I then B ∈ I. The family I is

sometimes said to be hereditary.

2. IfA,B ∈ I and |A| > |B|, then there is an element {x} ∈ A\B such that (B∪{x}) ∈ I. That

is called the exchange property.

The dependent sets are defined as the subset of the ground E that are not in I. We denote B as a

maximal independent setB that is a subset of finite setE in MatroidM = (E, I) becomes dependent,
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if for any {x} ∈ E \ B, we have {x} ∪ B then a maximal independent set is called base of Matroid

M. The rank function of a MatroidM = (E, I) is a function r : 2E → N satisfying:

1. ∀A ⊆ E, r(A) ≤ |A| (cardinality bound). (10)

2. If A,B are subsets of E, with A ⊆ B, then r(A) ≤ r(B). This is monotonicity. (11)

3. ∀ A,B ⊆ E, we have r(A) + r(B) ≥ r(A ∪ B) + r(A ∩ B). This is sub-modularity. (12)

By the equations (11) and (12), we can say that the Matroid rank function is a sub-modular and

monotone function.

7.2 Convex Optimisation

Convex optimisation is described as a fusion of three different disciplines, convex analysis [136],

optimisation [137] and numerical computation [138]. It has recently become a tool of central

importance in wireless communication and networking, enabling the solution of large problems.

Formulating and converting communication problems into convex optimisation problems facilitate

their analytic and numerical solutions. In this thesis, the convex optimisation technique is considered

to design and formulate the sum-MSE and EE optimisation problems. This technique is utilised

because the optimal solution can be verified with the existing rigorous optimality conditions and

duality theory. It means that when the designed optimisation problems are converted into convex

forms, the structure of the optimal solution can efficiently be identified [139].

In general, the mathematical optimisation problem has the following form

min
x∈Z⊆Rn

f(x) (13)

where x describes a vector known as the optimisation variable, f : Rn → R denotes a convex function

which needs to be minimise, and Z is a convex set describing the set of feasible solutions. From a

computational perspective, convex optimisation problems are interesting in the sense that any locally

optimal solution will always be guaranteed to be globally optimal. One of the effective concepts

of convex optimisation considered in this thesis, is called Lagrange Duality. More particularly, the

Karush-Kuhn-Tucker (KKT) conditions and Lagrange multipliers which are part of Lagrange duality.

These two methods provide important and efficient optimality conditions for convex optimisation

problems.

7.3 Lagrange Duality

It is known that the theory of Lagrange duality is the study of optimal solutions to convex optimisation

problems. In the more general setting of the convex optimisation problem with constraints, however,
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this simple optimality condition does not work. One primary goal of duality theory is to characterise

the optimal points of convex programs in a mathematically rigorous way.

To explain and define the Lagrange duality and Lagrange multiplier, we consider a generic

differentiable convex optimisation problems of the following form;

min
x∈Z⊆Rn

f(x)

s. t. gi(x) ≤ 0, i = 1, · · · , j,

hi(x) = 0, i = 1, · · · , k, (14)

where gi, hi : Rn → R represent differentiable convex functions and the affine functions, respectively.

7.3.1 Lagrange Multiplier

This study considers the artificial looking construct known as the ’Lagrange multiplier or Lagrangian’.

This method is considered as the Lagrange duality basis. Considering the above constrained convex

optimisation problem in (14), the generalised Lagrange multiplier is a functionL : Rn×Rj×Rk → R,

expressed as

L(x, α, β) = f(x) +

j∑

i=1

αigi(x) +

k∑

i=1

βihi(x), (15)

where the first term is the vector x ∈ Rn which has the same dimension as the optimisation variable

in the problem (14), by convention, the vector x is referred as the prime variable of the Lagrange

multiplier. The second term of the Lagrange multiplier is the α ∈ Rj with a variable αi for each of the

j convex inequality constraints in (14). The third term in (15) is a vector β ∈ Rk with a variable βi

for each of the k affine equality constraints in (14). These variables of α and β are globally referred as

the Lagrange multipliers of the dual variables. When associated with different violating constraints,

the Lagrangian dual variables αi and βi can be thought as costs.

7.3.2 Karush-Kuhn-Tucker

Incidentally, the KKT theorem was originally derived by Karush in 1939 but did not catch any attention

until it was rediscovered in 1950 by Kuhn and Tucker [140]. A variant of essentially the same result

was also derived by John in 1948. Finally, given everything so far, we can now characterise the optimal

conditions for a primal dual optimisation pair. We have the following theorem:

Theorem 1. Assume that x∗ ∈ Rn, α∗ ∈ Rj and β∗ ∈ Rk satisfy the following conditions:

1. The primal feasibility: gi(x∗) ≤ 0, i = 1, · · · , j and hi(x∗) = 0, i = 1, · · · , k,

2. The dual feasibility: α∗ ≥ 0, i = 1, · · · , j,
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3. The complementary slackness: α∗i gi(x
∗) = 0, i = 1, · · · , j, and

4. The Lagrange multiplier stationarity: ∇xL(x∗, α∗, β∗) = 0.

where x∗ and (α∗, β∗) is primal and the dual optimal, respectively. Moreover, in a case where the

strong duality holds, any primal optimal x∗ and dual optimal (α∗, β∗) must satisfy all the 4

conditions. These conditions are known as the KKT conditions. These analytical tools help to find

the optimal solutions and are employed in the design of optimal transceivers to solve the EE

maximisation problems and the sum-MSE problem, which manages the interference in the

MU-MIMO relay systems.

8 Main Contributions

The main contributions of this research are described as follows:

8.1 PAPER A: Energy Efficient Coverage Extension Relay Node Placement in LTE-A

Networks

Deployed Long Term Evolution-Advanced (LTE-A) infrastructure may need coverage extension due

to exponential growth of mobile broadband data usages as well as poor network performance along

the cell edges. A proper installation of Relay Nodes (RN) extends the network coverage in LTE-

A networks. In this paper, we propose an energy efficient and optimal RN placement (EEORNP)

algorithm that maximises the network coverage under the energy constraint, while maintaining the

signal-to-interference ratio (SIR). The proposed algorithm is based on an improved greedy algorithm

where an effective and optimal RN placement is guaranteed when the Matroid rank function of the

energy efficient coverage extension optimisation is sub-modular and monotonic. The performance is

investigated in terms of coverage percentage and number of RN needed to cover users. Simulation

results show that the proposed EEORNP outperforms both greedy and random placement algorithms.

8.2 PAPER B: Interference Management in LTE-Advanced Cooperative Relay

Networks: Decentralized Transceiver Design with Channel Estimation

Wireless networks improve indoor communications by deploying femtocell networks into the

macrocell coverage. This results in spectrum sharing with the consequences of cross-tier interference

from the macrocell user equipments (MUEs) to the femtocell access points (FAPs). This work

considers the uplink cross-tier interference management for the cell-edge MUEs (CUEs) in

cooperative multi-user multiple input multiple output (MU-MIMO) systems. For better interference
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management, the CUEs are grouped into clusters and communicate to the macrocell base station

(MBS) through a relay node (RN). The linear pre-coders and decoders algorithms for the FAPs,

MUEs and CUEs are proposed for effective interference management to minimize the sum mean

square error (MSE), subject to the total transmit power constraints. The designed pre-coders and

decoders use the pilot-assisted channel estimation to improve the accuracy of the acquired channel

state information (CSI). The least square (LS) and minimum MSE (MMSE) channel estimators are

considered. The performance of the system is investigated in terms of the bit error rate (BER) for the

linear pre-coders and decoders algorithms with the pilot-assisted channel estimators.

8.3 PAPER C: Energy Efficient Transceiver Design for Cooperative Multi-User

MIMO Systems

This work undertakes an efficient transceivers design that optimises energy efficiency (EE) in

multi-user multiple-input multiple-output (MU-MIMO) relay systems. In this system, cell-edge

macrocell user equipments (CUEs) are grouped into clusters and communicate with the macrocell

base station (MBS) through a relay node (RN). The macrocell UEs (MUEs), on the other hand,

communicate directly with the MBS. The femtocell UEs (FUEs) communicate with their respective

femtocell access points (FAPs). The centralised transceiver design for such a system is not trivial.

This work proposes decentralised algorithms with perfect channel state information (CSI) to optimise

the linear transceivers for the multi-users and the RN. This is done under the quality of service (QoS)

and transmit power constraints to achieve the EE maximisation. The weighted minimum mean square

error (WMMSE) is employed in the design of the decentralised algorithms. Parameter subtractive

functions are introduced into each proposed schemes to surmount the non-convexity of the

formulated EE optimisation problem. These parameters are updated by the Dinkelbach’s algorithm.

The performance investigation demonstrates the superiority of the proposed over existing scheme in

terms of the average EE and convergence.
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1. INTRODUCTION AND RELATED WORKS

Abstract

Deployed Long Term Evolution-Advanced (LTE-A) infrastructure may need coverage extension due

to exponential growth of mobile broadband data usages as well as poor network performance along

the cell edges. A proper installation of Relay Nodes (RN) extends the network coverage in LTE-

A networks. In this paper, we propose an energy efficient and optimal RN placement (EEORNP)

algorithm that maximises the network coverage under the energy constraint, while maintaining the

signal-to-interference ratio (SIR). The proposed algorithm is based on an improved greedy algorithm

where an effective and optimal RN placement is guaranteed when the matroid rank function of the

energy efficient coverage extension optimisation is sub-modular and monotonic. The performance

is investigated in terms of coverage percentage and number of RN needed to cover users. Simulation

results show that the proposed EEORNP outperforms both greedy and random placement algorithms.

1 Introduction and Related Works

To keep up with the exponential growth of mobile broadband data usages and improve the network

capacity, the Third Generation Partnership Project (3GPP) LTE-Advanced (LTE-A) has recently been

standardized. In LTE-A, wireless relaying, where small relay nodes (RNs) are placed within the

coverage area of a macrocell base station (MBS), is a promising technique to extend cell coverage

and improve spectral efficiency [1]. The RN relays data to the users having unfavourable channel

conditions and low data rates (e.g., at the cell-edge), by mitigating high pathloss and fading channel

impairments. Moreover, they increase the users experience indoor and extends the network coverage

to users in shadowed zones. Because they are relatively small nodes with low power consumption,

RNs also offer deployment flexibility and eliminate the need for high cost site selection, planning,

acquisition and installation. It helps alleviate the problem of poor network planning and unforeseen

infrastructural changes.

Needless to say, wireless relaying has some technical challenges and limitations such as RN

placement and energy consumption. The proper placement of RNs is very crucial, as this can

aggravate the interference problem. The network coverage should be extended keeping the energy

consumption of the network low and, at the same time, maintaining the interference levels of the

whole network at acceptable levels. This work presents an energy efficient solution, in term of power

consumption, optimal RN placement in Macrocell/ Femtocell networks where Femtocell Access

Points (FAP), and users are grouped into clusters. This has partially been studied separately in

wireless sensor networks (WSN) [2], Software Defined Networks (SDN) [3] and/or LTE
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networks [4]. However, the joint network coverage, energy efficient optimisation, and RNs placement

problem in LTE-A networks has not been fully investigated in the literature. The authors in [5]

minimised the total energy consumption from RNs and eNodeBS (eNBs), but did not consider the

network coverage and users’ data rates. On the other hand, in [6] the coverage extension, interference

cell capacity in LTE-A networks is investigated and a suboptimal RN placement heuristic is

proposed, but the energy consumption was not totally considered among the RN placement

constraints. In [7], the authors proposed a Simulated Annealing (SA) algorithm based on

signal-plus-interference-to-noise ratio (SINR) calculations for RN placement where energy cost of a

candidate configuration is considered as an inverse of its related cell capacity. However, the

complexity of the proposed SA algorithm is not calculated and it turns out to be high when finding a

near-optimal solution. In [4], considering RNs placement based only on the distance and aiming at

achieving maximum rate to users at the cell edge region, an algorithm that reduces the transmitted

power of moving RNs is proposed. The energy is not directly modelled in this work.

In this paper, using sub-modularity and monotonicity optimisation, we propose an energy efficient

and optimal RN placement (EEORNP) algorithm that maximises the networks coverage under the

energy cost constraint. The algorithm is designed as an improved optimal greedy algorithm where the

network coverage and connectivity are guaranteed. Maximising coverage in the networks is modelled

with a sub-modular set function. The scheme solves the combinatorial problem where improvement

is achieved when the matroid rank function is sub-modular and monotonic. It is well known that for a

sub-modular and monotone maximisation problem, an improved greedy algorithm provides a 1− 1/e

approximation [8]. For networks with large number of users and FAPs, the proposed algorithm is very

effective and efficient for its low computational complexity and near-optimality.

2 System Model and Problem Formulation

Consider an LTE-A network with MBS, FAPs, RNs and users (Marginalised Macrocell User

Equipment as MMUE). Let G = (V,E) be a graph with the vertices V = X ∪ Y ∪ bo, where

X = {x1, x2, ..., xi} is the set of MMUE in the network, Y = {y1, y2, ..., yj}, the set of RN and bo is

the MBS. The edges E represent all communication link, e ∈ E, i.e. e(xi, yj) is the communication

link between xi and yj . Let S be a finite set of all locations in the network, the FAPs are grouped into

clusters L for effective RN placement management and energy efficiency. Let p denote a RN possible

position, p ∈ A where A is the set of possible positions in cluster L. Network coverage is achieved in

a given cluster by placing RNs yj at optimal position p∗. Fig A.1 illustrates the system model where

the MMUE, a MUE that needs coverage extension, wants to communicate with the MBS.
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Figure A.1: The system model with a single MBS, FAP clusters and RN placement.

Objective. Our objective is to maximise the network coverage subject to minimising the energy

consumption at manageable interference. This means reducing the energy cost in the each cluster L.

Let f : 2S → R be the network coverage optimisation function, where the coverage quality in cluster

L is denoted as f(A) and A∗ is the set of location where f(A) is maximised, A ⊆ S. The coverage

quality is achieved by placing RN yj at the optimal possible position p∗ in each cluster. The restricted

optimisation problem is defined as:

A∗ ∈ {A ⊆ S | f(A) is maximum and j ≥ |A|} (A.1)

The network coverage optimisation function f(S) is given as

maximise
A⊆S

f(S) =
∑

L

∑

p∈A
f(A). (A.2)

Subject to: Energy constraint: Let E : V −→ R+ denotes the energy cost function, where E(A) is

the energy cost of all edges in the set of location A. E(e) represents the energy cost for a certain

communication link e. The placement should satisfy the following constraint:

∑

L
E(A) ≤ K, (A.3)
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where K is constant threshold representing the maximum allowable interference. The total energy

cost in the set of location A after placing RN at p∗ in the cluster L is given as

E(A∗) =
∑

(xi,yj)∈A∗
E(xi, yj). (A.4)

The energy cost E(xi) from a ith user to MBS bo or to MBS through yj is formulated as follows

E(xi) = argmin(Prx) ∪
[

arg||xi, (yj ∪ bo)|| argmin
e(yk,bo)∈(Y ∪bo)

||xi, e(yk,bo)||
]
, (A.5)

where Prx is the received power of the node (RN, MBS), e(yk,bo) ∈ (Y ∪ bo) represents the

communication link through RN yk to the MBS, yk ∈ Y and ||.|| is the Euclidean distance of two

nodes. The received power is expressed as [9], [10]

Prx = Grx + Gtx + Ptx − LFM − PL, (A.6)

where Gtx and Grx are the transmitting and receiving gain antenna in dBi, respectively. Ptx is the

transmit power in dBm, LFM is considered fading margin in dB, and PL is the path loss in dB in the

location A.

Coverage constraint: To assure an optimal connectivity and coverage, we need the RN placement

to respect some quota Q ≥ 0, which denotes the required amount of certainty achieved by any RN

placement:

f(A) ≥ Q. (A.7)

The possible positions are retained in A if the distance between the two vertices are less than or equal

to a certain transmission range or communication range.

{p | ||xi, p|| ≤ r, ∀p ∈ A}, (A.8)

where r is the communication range.

cp = 1⇐⇒ Prx ≥ Rsens, cp ∈ {0, 1}, (A.9)

cp is the coverage guaranteed with the chosen p and Rsens is the receiver sensitivity. cp indicates that

RN yj should be placed at the selected p = p∗ such that if the Prx is greater or equal to Rsens, the

coverage cp is guaranteed with cp = 1 or cp = 0, otherwise.

3 Network Coverage with Energy Efficient and Optimal RN Placement

3.1 Sub-modularity, monotonicity optimisation and matroid

The coverage maximisation function f : 2S −→ R is sub-modular if it satisfies one of the following

two equivalent properties:

52



3. NETWORK COVERAGE WITH ENERGY EFFICIENT AND OPTIMAL RN PLACEMENT

1) f(A ∪ {a})− f(A) ≥ f(B ∪ {a})− f(B), ∀A ⊆ B ⊆ S and a ∈ S \ B,

2) f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B), ∀A,B ⊆ S.

The common concept of monotonicity is defined for all subsets A,B of S as f(A) ≤ f(B) where

A ⊆ B. The following lemma is a direct result of the above properties.

Lemma 1. If f is a sub-modular set function on the set of subset of S, then
m∑

i=1

f(Ai) ≥ f(

m⋃

i=1

Ai), ∀Ai ⊆ S,m ≥ 1.

Proof: Sub-modularity is a generalization of sub-additivity such that the set function f is sub-

additive if for all A ∩ B = ∅ with A,B ⊆ S implies f(A) + f(B) ≥ f(A ∪ B) + f(∅). Consider a

set of subsets T1, T2, ..., Ti ⊆ S, i ≥ 1, we have:

f(T1 ∪ {a})− f(T1) + ...+ f(Ti−1 ∪ {a})− f(Ti−1) ≥ f(Ti ∪ {a})− f(Ti) + f(∅))

f(T1 ∪ {a})− f(T1) + ...+ f(Ti−1 ∪ {a})− f(Ti−1) ≥ f(Ti ∪ {a})− f(Ti) + f(T1 ∩ ...

... ∩ (Ti−1 − {a}) ∩ Ti)

f(T1 ∪ {a}) + ...+ f(Ti−1 ∪ {a}) + f(Ti) ≥ f(T1) + ...+ f(Ti−1) + f(Ti ∪ {a})+

+ ...+ f(∅))

f(T1 ∪ ... ∪ (Ti−1 ∪ {a}) ∪ Ti) ≥ f(T1 ∪ ... ∪ (Ti−1 ∪ {a}) ∪ Ti)

+ f(T1 ∩ ... ∩ (Ti−1 ∪ {a}) ∩ Ti)

Assume T1 = A1, Ti−1 ∪ {a} = Ai−1 and Ti = Ai, we have:

f(A1 ∪ ... ∪ Ai−1 ∪ Ai) ≥ f(A1 ∪ ... ∪ Ai−1 ∪ Ai) + f(A1 ∩ ... ∩ Ai−1 ∩ Ai)

f(A1) + ...+ f(Ai−1) + f(Ai) ≥ f(A1 ∪ ... ∪ Ai−1 ∪ Ai) + f(A1 ∩ ... ∩ Ai−1 ∩ Ai).

We pose that f(A1 ∩ ... ∩ Ai−1 ∩ Ai) = ∅ based on the sub-additivity of the sub-modularity. Thus,

f(A1) + ...+ f(Ai−1) + f(Ai) ≥ f(A1 ∪ ... ∪ Ai−1 ∪ Ai).

Therefore,
m∑

i=1

f(Ai) ≥ f(

m⋃

i=1

Ai),∀Ai ⊆ S and m ≥ 1.

Let G = (V,E), a vertex-weighted graph with the energy cost function E , a monotone and sub-

modular function f on the set of subset of S (f(∅) = 0) and the maximum allowable interference

threshold K. The network coverage with the energy constraint asks for a subset S ⊆ V where S is

connected with respect to G, the energy cost of S is less than K and f(S) is maximised. Given a

matroid M = (V, I), we denote by rM the rank function of M where rM(S) = max{|A| : A ⊆

S,A ∈ I}. It is well known that the rank function is monotone and sub-modular. A weighted

matroid M = (E, I) is a matroid which is associated to a weight function w that computes and
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assigns a positive weight w(e) to each element e ∈ E. The goal of the EEORNP algorithm is to

find a maximum-weight independent subset in a weighted matroid. This involves working for any

weighted matroid with the guarantee of finding an optimal solution. For a given weighted matroid

M = (E, I, w), we need to find an independent subset A such that A ∈ I and w(A) is maximised.

The weight function w is the energy cost function with w(e) = E(e) in this work. The EEORNP finds

the optimal solution for the optimisation problem whenM is a matroid with f(S) as sub-modular and

monotone function.

Theorem 1. Given a set V , let f(S) =
∑m

i=1 ri(S) where ri, ..., rm: 2N −→ R+ are the weighted

rank function. ri defined by the matroidMi = (V, Ii) and the weight energy cost function Ei : V −→

R+. Given another matroid M = (V,X ) and membership oracles for M1,M2, ...,Mm and M,

there is a polynomial time (1− 1/e)- approximation for the problem maxS∈If(S) [11].

The functions are generated from a fairly rich subclass of monotone sub-modular functions. The

sums of weighted rank function ri(S) generalise sub-modular functions arising from coverage

systems. A uniform matroid with I = {A ⊆ V ||A| ≤ n} helps to obtain the coverage sub-modular.

Considering a ground set [m] as a collection of weights on V with a set of subsets {Aj}j∈V , the

energy cost weight E(i,j) > 0, if A∗j contains an optimal p∗j (Y contains a RN yj) and equal to 0

otherwise. Then the weighted rank function ri(S) is an indicator of whether
⋃
j∈S Aj covers xi

users. Therefore the sum of ri(S) gives exactly the sizes of this union

f(S) =
∑m

i=1 ri(S) = |
⋃
j∈S Aj |. Generalization to the weighted case is straightforward from

Theorem 1.

3.2 The Energy Efficient and Optimal RN Placement (EEORNP) Algorithm

The EEORNP algorithm generates randomly all possible positions p to place RN in each cluster L.

After computing the path loss and Euclidean distance between the MMUE xi and all the generated

possible positions of RN, the algorithm retains the possible positions that satisfies ||xi, pj || ≤ r. For

each e satisfying the previous condition, the edges are sorted monotonically in decreasing order based

on the Euclidean distance and path loss. The EEORNP starts with sets of empties possible positions

A = ∅, A∗ = ∅ and in the ith iteration it adds the possible position pj that satisfies the condition

A∪{pj} ∈ I where f(A) is the objective function. The energy cost is calculated only for the MMUE

and the set of possible position RN inA. The RN yj is placed at the optimal possible position selected

based on the minimum energy cost that maximises the network coverage function f(A). The complete

details of the EEORNP algorithm is presented as Algorithm 2. The computational complexity of

Algorithm 2 is dependent on the number of users in each cluster L. Computing the path loss and

Euclidean distance ||k, p|| requires a complexity of O(N). Sorting the edges into decreasing order
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Algorithm 2 EEORNP algorithm

1: Input: A set of users nodes X = {x1, x2, ..., xi}, r > 0

2: Output: Set of optimal possible location A∗, a set of RN placed at the optimal possible positions

Y ∗ = {y1, y2, ..., yj}

3: Initialize: A,A∗, Y ∗ = ∅

4: Consider G = (V,E)

5: for l = 1 : L do

6: Generate all possible positions in the network.

7: Compute the path loss and ||xi, pj || ≤ r, eq. A.8

8: for each e = 1 : |E| do

9: Sort the edgesE(xi, pj) into monotonically decreasing order based on Euclidean distance

and path loss.

10: if A ∪ pj ∈ I then

11: compute {(xi, pj)} = f({(xi, pj)} ∪ A)− f(A) section 3.

12: A = A ∪ {pj}

13: for each pj ∈ A do

14: compute the energy cost E(xi) passing through pj as given in eqs. (A.5, A.6)

15: for each E(xi) do eqs. (A.3, A.4)

16: if E(xi) ≤ K then

17: select pj that maximise f(A) in cluster L with minimum energy cost E .

18: p∗ = pj , one of the optimal position for a RN.

19: A∗ = A∗ ∪ {p∗}

20: A∗ ∈ {A ⊆ S|f(A)is max. and n ≥ |A|} eq. (A.1)

21: Place the yj at the optimal position p∗, eq. (A.9)

22: if f(A) ≥ Q then

23: Y ∗ = Y ∗ ∪ yj , eqs. (A.7, A.2)

24: Return Y,A∗
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and finding all possible position for RNs involves a complexity of O(|E|2log|E|). Computing the

energy cost before returning the optimal set of location A∗ involves a complexity of O(N2). Placing

the RN at the A∗ involves a complexity of O(1). Note that N is at most |V |. Thus, the complexity of

EEORNP is O(|V |2 + |E|2log|E|).

4 Performance Evaluation

In this model, the FAP close to each other are grouped into a cluster and placed uniformly within the

MBS coverage area. The users are also placed according to a uniform random distribution into the

clusters. We considered a maximum of 100 RNs for the all networks with 20 RNs per cells and 500

users. The transmission range r is 40 m while Ptx of users, RN and MBS are 30, 23 and 43 dBm,

respectively.

The EEORNP method is compared to the random and greedy methods. The chosen environment

or cluster is divided into a grid cells where the users are represented by "O" and RN by squares as

illustrated in Fig. A.2.

The results are explained in Table A.1 where the EEORNP utilises 12 RN to cover 17 users as

compared to the others.

Table A.1: Results illustration from Fig. A.2

Comparison

Fig. 1a Random

algorithm

Fig. 1b Greedy

algorithm

Fig. 1c EEORNP

algorithm

Utilised RN 15 15 12

Users covered 9 17 17

Users not covered 9 1 1

RN wasted ≈ 8 ≈ 3 none
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(a) Random placement (b) Greedy placement

(c) EEORNP placement

Figure A.2: Different Relay Nodes Placement algorithms

The comparison of the three methods, random, greedy and EEORNP is given in Fig. A.3 in

terms of the number of RN used to cover users. Results shows that the proposed algorithm EEORNP

performs better that the other placement algorithms by using fewer RN with the same number of users.
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Figure A.3: Comparison of Random vs Greedy vs EEORNP

The coverage percentage based on energy cost minimisation is illustrated in Fig. A.4 for the

different methods. As shown, the EEORNP algorithm achieves better coverage than the other methods

which means better connectivity with minimum energy consumption and minimum number of RN,

≈ 0.80% while the random and greedy algorithm achieve ≈ 0.49% and ≈ 0.63%, respectively.
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Figure A.4: Coverage percentage of RNs

5 Conclusion

This work investigated the RN placement in LTE-A networks for coverage extension under an energy

efficient constraints. The proposed EEORNP algorithm gives a better improvement due to the

matroid rank function constraint considered. The sub-modularity and monotonicity properties were

considered in EEORNP algorithm which achieved an optimal solution compared to a random and

greedy algorithms. Results have shown that the proposed algorithm performs better than the other

algorithms in term of coverage percentage and number of RNs used with low computational time.
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1. INTRODUCTION

Abstract

Wireless networks improve indoor communications by deploying femtocell networks into the macrocell

coverage. This results in spectrum sharing with the consequences of cross-tier interference from the

macrocell user equipments (MUEs) to the femtocell access points (FAPs). This work considers the

uplink cross-tier interference management for the cell-edge MUEs (CUEs) in cooperative multi-user

multiple input multiple output (MU-MIMO) systems. For better interference management, the CUEs

are grouped into clusters and communicate to the macrocell base station (MBS) through a relay node

(RN). The linear pre-coders and decoders algorithms for the FAPs, MUEs and CUEs are proposed

for effective interference management to minimize the sum mean square error (MSE), subject to the

total transmit power constraints. The designed pre-coders and decoders use the pilot-assisted channel

estimation to improve the accuracy of the acquired channel state information (CSI). The least square

(LS) and minimum MSE (MMSE) channel estimators are considered. The performance of the system

is investigated in terms of the bit error rate (BER) for the linear pre-coders and decoders algorithms

with the pilot-assisted channel estimators.

1 Introduction

Femtocell networks are deployed into macrocell networks to improve the indoor coverage and to

provide high data rates to end users while reducing their load. Femtocells do not require specific

infrastructure as they are easily installed by the end users. They operate in the licensed band of

the macrocell and in some cases, they are imposed to use the same frequency spectrum [1]. This

results in the challenge of cross-tier interference between macrocell and femtocells when both transmit

on the same frequency band simultaneously. Furthermore, the macrocell users located at the cell-

edge, referred in this paper, as cell-edge macrocell user equipments (CUEs), experience performance

degradation due to the long distance between the CUEs and the macrocell base station (MBS). The

management of cross-tier interference from CUEs to the femtocell access point (FAPs) is of paramount

importance and is part of the focus of this work.

Several techniques have been employed to mitigate this interference. They include; interference

alignment, where the signals are constrained into the same subspaces at the unintended receivers and

the desired signals are retrieved at each receiver by eliminating the aligned interferences, using a

decoding matrix [2]; interference avoidance, where the allocation of various system resources to

users is controlled to ensure that the interference remains within acceptable limits [3]; and

interference cancellation, where the suppression of the interference can be done at the transmitter or
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receiver side [4]. Another effective interference management technique is the pre-coding approach,

which provides reliable high data rate communication in multi-user multiple input multiple output

(MU-MIMO) systems. A linear pre-coder and decoder design, also known as transceiver design, is

an effective way to reduce or mitigate multi-user interferences in femtocell networks while

improving the performance [5]. It can be employed to enhance the bit error rate (BER) performance

and increase the information rate of spatial multiplexed MU-MIMO systems. Moreover, minimum

mean square error (MMSE) or zero-forcing (ZF) can be used to design the pre-coder at the source

and decoder at the destination to estimate the transmitted signal. In this paper, MMSE is employed in

the transceiver design, due to its simplicity and effectiveness [6]. It is also known that MMSE

mitigates both interference and noise compared to other linear detectors such as ZF, which cancels

interference but enhances noise power [7].

The performance of the linear pre-coder and decoder is heavily dependent on the availability of

timely channel state information (CSI) at both transmitter and receiver [8]. Although, a non-linear

pre-coder and decoder can provide good performance, it is at expense of complex design [6]. At

the receiver, the channel is estimated using known pilot symbols. Channel estimation techniques can

either be least square (LS) based, minimum mean square error (MMSE) based or maximum likelihood

(ML) based [9]. The pilot-assisted LS and MMSE channel estimators are employed in the MU-MIMO

networks, due to their inherent advantages of low complexity and good mean square error (MSE)

performance. MMSE receiver and detection are also considered for their simplicity and effectiveness

in terms of BER performance that strongly depends on the MSEs of all the symbols.

To further improve the coverage area and reliability of the link in a MU-MIMO system [6],

cooperative relays are incorporated to the system as one of the interference management techniques.

With this technique, the relay node (RN) acts as a bridge that facilitates the cooperative

communication and retransmits the signal received from a CUE to the MBS, interference-free. The

CUE’s high signal power causes interference to the neighbouring FAPs. Hence, an effective

interference management is required to optimise the network lifetime. The RNs improve the transmit

signal of the CUEs and maintain good communication to the MBS within the cluster by relaying their

signals to the MBS. They should mitigate the cross-tier interference to the FAPs. This enhances the

performance of the CUEs and FAPs in the MU-MIMO relay systems. Cooperative technique enables

a FAP to gather information about its neighbouring femtocells and performs its allocation by

considering its effects on the neighbours. This increases the average femtocells’ throughput and

quality of services (QoS) as well as its global performance, which are locally optimised. The

MU-MIMO relay networks are heterogeneous featuring FAP, RN and MBS networks with their

respective users, the half-duplex communication network with the CUEs, RNs, FUEs, MUEs in
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multi-slot transmission. For such a distributed network, a centralised or joint pre-coder and decoder

design is not appropriate or feasible. Therefore, decentralised algorithms for the FAPs, MUEs, RNs

and CUEs are considered in the design optimal pre-coders and decoders based on pilot-assisted

channel estimation. Each FAP manages its own sub-channels for suitable performance. The

pre-coder for the RNs is also designed based on the channel estimation for the MU-MIMO relay

networks considering amplify-and-forward (A-F) technique at the RN in this work.

1.1 Related Research

Different techniques for interference mitigation in femtocells have been proposed. The authors in [10]

studied the interference mitigation techniques in femtocells/macrocell networks where a frequency

reuse mechanism that increases overall system performance was proposed. Clustering and cooperative

relay schemes have been used in multiple interference management schemes for a better radio resource

allocation, interference management or power control [11]. The authors in [12], [13] investigated

a management of cross-tier interference, where a novel femtocell clustering based on interference

cancellation (IC) was introduced. A distributed antenna system was also used to mitigate cross-tier

interference between macrocell and femocells. The authors in [14] proposed a scheme called IC-

Relay-TDMA, which allows multi-user concurrent transmission in the source relay link. They aimed

to cancel interference at the multi-antenna relay by linear IC techniques. A MIMO relaying system

with fixed relay networks was introduced in [15] for IC. Authors in [16] analysed and designed an

A-F, decode-forward and demodulation-forward relay protocol and discussed IC in the MU-MIMO

environment.

Several pilot-aided schemes have been investigated to enhance the channel estimation accuracy in

the MU-MIMO systems. This guarantees the performance of linear pre-coder and decoder designs.

However, pilot contamination is one of the limitations of this technique. Authors in [17] provided

an explicit expression of the massive MIMO user capacity in the pilot contaminated regime where

the number of users is larger than the pilot sequence length. Authors in [18] proposed a channel

estimation scheme for a massive MIMO which does not require the knowledge of the inter-cell large

fading coefficient, thus no overload. An iterative soft decision IC has been investigated in multi-

cell multi-user massive MIMO with pilot contamination. However, the algorithm is based only on

MMSE estimation [19] while we consider two channel estimators for comparison purpose. Authors

in [20] designed a pilot contamination pre-coding which maximizes the minimum SINR subject to the

network sum power constraint for interference reduction. Most of these works assumed the perfect CSI

at the transceiver side, whereas in practice CSI is prone to errors due to different factors. In [21] and

[22], the authors did not only consider perfect CSI, but also the channel uncertainty and/or Imperfect
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CSI. This work considers imperfect CSI for a more realistic scenario and, the pilot-aided scheme is

also considered for synchronisation and channel estimation purposes to design the transceivers.

The linear pre-coder and decoder designs have also been considered as interference management

techniques. In [23], with the assumption of perfect CSI, the authors employed an optimisation

technique for the design of optimal source, relay and receiver in uplink MU-MIMO relay

communication systems in order to minimize the MSE of the estimated signal at the destination. The

pilot-aided channel estimation is not done in [23]. Channel uncertainties were considered in [24],

where a robust transceiver design for a general MU-MIMO relay were studied in the presence of

statistical CSI errors. Imperfect CSI was also considered in [25], where proposed joint linear

pre-coder and decoder designs for downlink and uplink were compared to a conventional joint linear

pre-coder and decoder design in MU-MIMO systems. The authors in [26] and [27] designed

algorithms that converge to the optimum pre-coders and decoders for users in a MU-MIMO system.

Moreover, the authors in [27] introduced interference alignment to help the femtocell user

equipments (FUEs) to eliminate the cross-tier interference by aligning the MUE interference signal,

subject to individual SINR constraints at their MBS. Interference alignment transceiver is designed

in [28] to minimize the maximum MSE for multicell MU-MIMO wireless communication systems

where a robust Min-Max MSE algorithm is proposed to counter the channel uncertainty. Transceiver

designs with imperfect CSI were addressed in [29] for a MIMO relaying system where a

near-optimal closed-form solution is provided for the source-to-relay-destination transceiver designs

with imperfect CSI at all nodes. However, in the aforementioned research works, clustering, relaying

and decentralised algorithms for the pre-coders and decoders design are not considered together. In

this paper, the advantages of the aspect is employed to achieve a better interference management

transceiver for the proposed distributed system and well instigated.

1.2 Main Contributions

In this paper, we present a cooperative relay interference management technique where decentralised

algorithms for linear pre-coders and decoders design based on pilot-assisted channel estimation are

employed. The main contributions of this paper are summarized as follows:

- This paper extends the system model presented in [27] by introducing cooperative RN systems

to manage the cross-tier interference caused by the CUEs to FAPs, while providing further

performance enhancements for the CUEs as well as increasing the coverage of macrocell

networks. Numerical evaluations are provided to prove the benefit of this cooperative RN

extension over a simple MU-MIMO system.
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- This work presents a comparison performance of the LS and MMSE channel estimations in the

MU-MIMO relay systems. Knowledge of channel autocorrelation matrix and SNR (covariance

channel) are required for this channel estimation. Unlike [30] [29], which considered imperfect

CSI, the pilot-assisted channel estimation is employed in the transceiver designs, because of

its low complexity, simplicity and effectiveness. The authors in [27] considered a perfect CSI,

which is not a practical scenario, while this work introduces the channel estimation in the design

of each sub-optimal FUEs, MUEs, CUEs and RNs pre-coders and decoders. The effect of these

channel estimation errors are considered in the simulations.

- The MMSE methodology considered is similar to [27]. However, instead of considering only

a joint design for all the pre-coders, we consider decentralised transceiver designs for the MU-

MIMO relay systems. We divide the optimisation problem into sub-optimal problems where

we consider four different transceiver designs, the FUEs, MUEs, CUEs and RNs. Therefore,

decentralised approach is considered in the design of pre-coders and decoders at the FAPs and

MBS during the first and second time slots. Furthermore, the transceivers are designed with the

estimated channels and are iteratively updated until their optimal values are found. Finding the

optimal values for these pre-coders and decoders depends on the Lagrange multipliers.

1.3 Organisation and Notations

Organisation: The remaining sections of the paper are organised as follows: Section II describes

the system model, problem formulation, proposed network architecture, uplink training and channel

estimation as well as the uplink transmission designs. The decentralised algorithms for the linear

transceiver designs with MMSE approach for the FAPs, MUEs and CUEs are presented in Section III.

Section IV describes the performance evaluation. Section V presents the conclusion of the paper.

Notations: We use upper-case bold letters for matrices and lower-case bold letters for vectors.

(·)H(·)T , (·)∗ and (·)−1 denote the Hermitian, transpose, optimal and inverse of matrices respectively.

IN is a N ×N identity matrix and E[·] denote the expectation. ‖ · ‖ is the norm of a vector or complex

scalar and tr(.) represents the trace of a matrix.
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2 System Model and Problem Formulation

2.1 The Network Architecture

The network architecture consists of half-duplex multi-user relay Long Term Evolution-Advanced

(LTE-Advanced) femtocell networks deployed into a macrocell network. The CUEs considered are

grouped into clusters and communicate to the MBS through a RN. The FUEs and the CUEs transmit

during the first time slot while the RNs transmit to the MBS during the second time slot. The MUEs, on

the other hand, transmit continuously to the MBS during both first and second time slot. The network

architecture is illustrated in Fig. B.1. The RN creates a cooperative communication between the CUEs
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Figure B.1: The network architecture with a single MBS, MUEs, RNs clusters with CUEs, FAPs with FUEs

and the MBS. Furthermore, RNs enable a cross-tier interference management to the neighbouring

FAPs.
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2.2 Uplink Training and Channel Estimation

We consider an uplink transmission where all users share the same time-frequency resource. To detect

the transmitted signal from the users, the base stations use the CSI knowledge acquired through uplink

training. We assume that the channel remains constant during the training phase in order to analyse

the system performance. For the channel estimation purposes, we use pilot symbols (a set of symbols

whose location and values are known to the receiver) multiplexed with the information-bearing data

[31]. During the uplink training phase, the users (FUEs, MUEs and CUEs), transmitting to the base

stations (FAPs, MBS and RNs), are assigned pilot sequences of length τ symbols.

Let Ns, Nf , NR and NB represent the antennas at the users (FUEs, MUEs and CUEs), FAPs, RNs

and MBS, respectively. We denote F as the number of FAP and U the number of FUEs in the f th

femtocells. Let R be the set of RN in each cluster, K the number of CUEs in the rth RN and M the

number of MUEs outside the cluster. Ψ denotes the pilot sequence matrix transmitted from the users

to their base stations or access point. The pilot sequence matrix Ψ satisfies ΨΨH = I. Let Ui be the

number of FUEs in the jth FAP. Thus, the received pilot signal yψj at the jth FAP is written as

yψj =

Ui∑

i=1

√
P FAP
ji LFAP

ji HFAP
ji ψFAP

ji

︸ ︷︷ ︸
pilot signal from jth FAP users

+
F∑

f=1
f 6=j

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
jfuψ

FAP
fu

︸ ︷︷ ︸
pilot from other femtocell

+
M∑

m=1

√
PMUE
om LMUE

om HMUE
jm ψMUE

om

︸ ︷︷ ︸
pilot from MUE outside the cluster

+

R∑

r=1

K∑

k=1

√
PCUE
rk LCUE

rk HCUE
jrk ψ

CUE
rk

︸ ︷︷ ︸
pilot from the CUE in the RN

+nψj , (B.1)

where P FAP
ji and P FAP

fu are the transmit powers of the ith FUE of the jth FAP and the uth FUE of the

f th FAP while PMUE
om and PCUE

rk are the transmit powers of the mth MUE of the MBS and kth CUE

of the rth RN. HFAP
ji denotes the channel matrix of the ith user of the jth FAP. HFAP

jfu is considered

as the channel matrix from the uth user of the f th femtocell to the jth FAP, HMUE
jm is the channel

matrix from mth MUE to the jth FAP and HCUE
jrk is the channel matrix from kth CUE of the rth RN

to the jth FAP. It is worth mentioning that LFAP
ji HFAP

ji is the propagation loss of the ith FUE of the jth

FAPs while LFAP
fu HFAP

jfu is the propagation loss of the uth FUE of the f th FAP. Similarly, LMUE
om HMUE

jm

is the propagation loss of the mth MUE of the MBS and LCUE
rk HCUE

jrk is the propagation loss of the kth

CUE of the rth RN. However, LFAP
ji , LFAP

fu , L
MUE
om and LCUE

rk model the distance in slow fading while

HFAP
ji ,HFAP

jfu,H
MUE
jm and HCUE

jrk model the fast Rayleigh fading. ψFAP
ji and ψFAP

fu are the pilot symbol

of the ith FUE of the jth FAP and uth FUE of the f th FAP, respectively. ψMUE
om and ψCUE

rk are the

pilot symbol of the mth MUE of the MBS and kth CUE of the rth RN, respectively. nψj is the vector

representing additive white Gaussian noise (AWGN) at the jth FAP, where the AWGN vector satisfies
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E{nψj nψHj } = (σFAP
j )2INf

in which nψHj is the conjugate transpose of nj and INf
denotes the identity

matrix. The received pilot signal yψr at the rth RN is written as

yψr =
K∑

k=1

√
PCUE
rk LCUE

rk HCUE
rk ψCUE

r,k

︸ ︷︷ ︸
pilot from the rth RN users

+

F∑

f=1

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
rfuψ

FAP
fu

︸ ︷︷ ︸
pilot from the femtocells

+
M∑

m=1

√
PMUE
om LMUE

om HMUE
rm ψMUE

om

︸ ︷︷ ︸
pilot from the other MUEs

+nψr , (B.2)

where HCUE
rk is the channel matrix from the kth CUE of the rth RN. HFAP

rfu is the channel matrix from

the uth FUE of the f th femtocell to the rth RN and HMUE
rm is the channel matrix from mth MUE to the

rth RN. nψr is the AWGN vector at the rth RN that satisfies E{nψr nψHr } = (σCUE
r )2INR

. The received

pilot signal yψo at the MBS is written as:

yψo =

M∑

m=1

√
PMUE
om LMUE

om HMUE
om ψMUE

om

︸ ︷︷ ︸
pilot from all MUEs

+

F∑

f=1

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
ofuψ

FAP
fu

︸ ︷︷ ︸
pilot from all femtocells

+
R∑

r=1

K∑

k=1

√
PCUE
rk LCUE

rk HCUE
ork ψ

CUE
rk

︸ ︷︷ ︸
pilot from all CUEs in the RNs

+nψo , (B.3)

where HMUE
om is the channel matrix from the mth MUE of the MBS. HCUE

ork is the channel gain from

kth CUE of the rth RN to the MBS and HFAP
ofu is the channel matrix from the uth user of the f th FAP

to the MBS. nψo is the AWGN vector at the MBS that satisfies E{nψo nψHo } = (σMUE
o )2INB

.

2.2.1 LS Channel Estimator

The LS channel estimation method finds the channel estimate Ĥ by minimizing Ĥ = argmin‖Y −

ΨĤ‖ which is reduced as Ĥ
LS

= Y
Ψ . The LS channel estimation Ĥ

FAP-LS
ji for the jth FAP is given as

Ĥ
FAP-LS
ji =

yψj
ψFAP
ji .

√
P FAP
ji LFAP

ji

. (B.4)

The LS channel estimate Ĥ
CUE-LS
rk for rth RN is obtained as follows

Ĥ
CUE-LS
rk =

yψr

ψCUE
rk .

√
PCUE
rk LCUE

rk

. (B.5)

Similarly, the LS channel estimate Ĥ
MUE-LS
om for MBS is obtained as

Ĥ
MUE-LS
om =

yψo
ψMUE
om .

√
PMUE
om LMUE

om

, (B.6)

where we assume that in (B.4, B.5, B.6), P FAP
ji , PCUE

rk , PMUE
om and LFAP

ji , LCUE
rk , LMUE

om are known.
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2.2.2 MMSE Channel Estimator

Considering the LS channel estimation equations in (B.4, B.5, B.6), we can formulate the MMSE

channel estimations. Hence, the MMSE channel estimator Ĥ
FAP-MMSE
ji for jth FAP is given as

Ĥ
FAP-MMSE
ji = Ĥ

FAP-LS
ji .QFAP

ji .R
HFAP

ji ĤFAP-LS
ji

, (B.7)

where R
HFAP

ji ĤFAP-LS
ji

represents the covariance matrix of N × N matrices HFAP
ji and Ĥ

FAP-LS
ji , i.e.

R
HFAP

ji ĤFAP-LS
ji

= E
{(

HFAP
ji

) (
Ĥ

FAP-LS
ji

)H}
and QFAP

ji =

(∑Ui
i=1 RHFAP

ji HFAP
ji

+ (σFAP
j )2INf

)−1

.

The MMSE channel estimator Ĥ
CUE-MMSE
rk for rth RN is obtained as

Ĥ
CUE-MMSE
rk = Ĥ

CUE-LS
rk .QCUE

rk .R
HCUE

rk ĤCUE-LS
rk

, (B.8)

where R
HCUE

rk ĤCUE-LS
rk

denotes the covariance matrix of N × N matrices HCUE
rk and Ĥ

CUE-LS
rk , i.e.

R
HCUE

rk ĤCUE-LS
rk

= E
{(

HCUE
rk

) (
Ĥ

CUE-LS
rk

)H}
and QCUE

rk =
(∑K

k=1 RHCUE
rk HCUE

rk
+ (σCUE

r )2INR

)−1
.

Similarly, the MMSE channel estimation Ĥ
MUE-MMSE
om for MBS is given as

Ĥ
MUE-MMSE
om = Ĥ

MUE-LS
om .QMUE

om .R
HMUE

om ĤMUE-LS
om

, (B.9)

where R
HMUE

om ĤMUE-LS
om

represents the covariance matrix of N × N matrices HMUE
om and Ĥ

MUE-LS
om , i.e.

R
HMUE

om ĤMUE-LS
om

= E
{(

HMUE
om

) (
Ĥ

MUE-LS
om

)H}
and QMUE

om =
(∑M

m=1 RHMUE
om HMUE

om
+ (σMUE

o )2INB

)−1
.

2.3 Uplink Transmission Design

The signals are transmitted from the CUEs to the MBS through the RN during the first time slots. It

is assumed that the channels from the CUE to the RN are estimated at the RN. Similarly, the channels

from the RN to the MBS are estimated at the MBS and fed back to the RN, which then forwards the

estimates back to the MUE. The FUEs also transmit to their respective FAPs during the first time slot

while the MUEs transmit to the MBS during both time slots. The relaying operates in a half-duplex

mode, in the first time slot, and the CUEs use transmit pre-coding to broadcast to the RN and in the

second time slot, the RNs cooperatively forms a distributed relay beam-former to forward the signals to

MBS. The Rayleigh flat-fading channel and noise have independent and identically distributed (i.i.d.)

complex Gaussian entries with zero mean and unit variance CN (0, 1).
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The complex received signal vector at the jth FAP during the first time slot yj is defined as

yFAP
j =

Ui∑

i=1

√
P FAP
ji LFAP

ji HFAP
ji wFAP

ji sFAP
ji

︸ ︷︷ ︸
FUEs signal of the jth FAP

+
M∑

m=1

√
PMUE
om LMUE

om HMUE
jm wMUE

om sMUE
om

︸ ︷︷ ︸
MUEs interference

+

F∑

f=1
f 6=j

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
jfuwFAP

fu s
FAP
fu

︸ ︷︷ ︸
other femtocells interference

+

R∑

r=1

K∑

k=1

√
PCUE
rk LCUE

rk HCUE
jrk wCUE

rk sCUE
rk

︸ ︷︷ ︸
CUEs interference

+ nj︸︷︷︸
noise

, (B.10)

where sFAP
ji is the message of the ith user of the jth FAP and wFAP

ji is the pre-coding vector of the ith

FUE of the jth femtocell, while sMUE
om and wMUE

om are the message and pre-coding vector of the mth

MUE of the MBS, respectively. sFAP
fu is the message of the uth FUE of the f th FAP and wFAP

fu is the

pre-coding vector of the uth FUE of the f th FAP. sCUE
rk and wCUE

rk are the message and the pre-coding

vector of the kth CUE of the rth RN, respectively. nj is the AWGN vector at the jth FAP and that

satisfies E{njnHj } = (σFAP
j )2INf

.

In order to design the pre-coders in (B.10), the knowledge of wMUE
om ,wFAP

fu and wCUE
rk are required.

This can be done by joint design which is computationally complex. To simplify the pre-coder design

problem, the design of the pre-coders in (B.10) is divided into four different pre-coder designs where in

each design, we assume that the pre-coder variable that is not currently being designed is represented

by ZF and is independent of each other. Hence, to find the optimal wFAP
ji in (B.10) of the ith FUE at

the jth FAP, wMUE
om ,wFAP

fu and wCUE
rk are found using ZF pre-coder assumption and an estimation error

as follows

wMUE′
om =

[
(Ĥ

MUE-Est
om )H

(
(Ĥ

MUE-Est
om )HĤ

MUE-Est
om

)−1
+ ε

]
, (B.11)

wFAP′
fu =

[
(Ĥ

FAP-Est
fu )H

(
(Ĥ

FAP-Est
fu )HĤ

FAP-Est
fu

)−1
+ ε

]
, (B.12)

wCUE′
rk =

[
(Ĥ

CUE-Est
rk )H

(
(Ĥ

CUE-Est
rk )HĤ

CUE-Est
rk

)−1
+ ε

]
, (B.13)

where ε represents an estimation error, a Gaussian random number of zero mean and σ2
ε . Equation

(B.10) is rewritten with the ZF assumption design as

yFAP′
j =

Ui∑

i=1

√
P FAP
ji LFAP

ji HFAP
ji wFAP

ji sFAP
ji +

F∑

f=1
f 6=j

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
jfuwFAP′

fu sFAP
fu

+
M∑

m=1

√
PMUE
om LMUE

om HMUE
jm wMUE′

om sMUE
om +

R∑

r=1

K∑

k=1

√
PCUE
rk LCUE

rk HCUE
jrk wCUE′

rk sCUE
rk + nj . (B.14)
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The received signal yMBS′
o of the MBS during the first time slot is assumed to be

yMBS′
o =

M∑

m=1

√
PMUE
om LMUE

om HMUE
o,m wMUE

om sMUE
o,m +

R∑

r=1

K∑

k=1

√
PCUE
rk LCUE

rk HCUE
ork wCUE′

rk sCUE
rk

+

F∑

f=1

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
ofuwFAP′

fu sFAP
fu + no, (B.15)

where no is the AWGN vector with variance (σMBS
o )2 distributed according to CN (0, (σMBS

o )2).

Similarly, the received signal yRN′
r at the RN during the first time slot is

yRN′
r =

K∑

k=1

√
PCUE
rk LCUE

rk HCUE
rk wCUE

rk sCUE
rk +

M∑

m=1

√
PMUE
om LMUE

om HMUE
rm wMUE′

om sMUE
om

+

F∑

f=1

U∑

u=1

√
P FAP
fu LFAP

fu HFAP
rfuwFAP′

fu sFAP
fu + nr, ∀r = 1, ..., R (B.16)

where nr is the AWGN vector with variance (σCUE
r )2 which is distributed according to

CN (0, (σCUE
r )2). It is assumed that the channels are i.i.d. complex Gaussian random variables.

The RN receives the signal from the K-CUEs and interference from the FUEs and MUEs. It

amplifies and forwards the signal vector multiplied with the RN pre-coder For during the second time

slot. The amplified rth transmit signal xor to the MBS during the second time slot is expressed as

xor = For × yRN′
r , ∀ r = 1, · · · , R. (B.17)

The MUEs continuously transmit signals to the MBS in both time slots. The FUEs transmit only

during the first time slot. Therefore, the received signal yMBS-nd′
o at the MBS is written as:

yMBS-nd′
o =

R∑

r=1

√
PrLrHorxor +

M∑

m=1

√
PMUE
om LMUE

om HMUE
om wMUE

om sMUE
om

︸ ︷︷ ︸
MUEs signal at the MBS

+no, (B.18)

where Hor is the channel matrix from the rth RN to the MBS and Pr is the transmit power at the RN.

Lr is the propagation loss at the rth RN. no is the AWGN vector at the MBS with variance (σMBS
o )2

which is distributed according to CN (0, (σMBS
o )2). After substitution and calculation, the received

signal at the MBS during the second time signal is written as

yMBS-nd′
o =

R∑

r=1

K∑

k=1

√
PrLrHorForHCUE

rk wCUE
rk sCUE

rk

︸ ︷︷ ︸
1stterm

+

M∑

m=1

√
PMUE
om LMUE

om HMUE
o,m wMUE

om sMUE
om

︸ ︷︷ ︸
2ndterm

+zo, (B.19)
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where zo =
∑R

r=1 Ho,rForñr + no and ñr =

(∑F
f=1

∑U
u=1 HFAP

rfuwFAP′
fu sFAP

fu + nr
)

. The femtocell

interferences during the first time slot are considered as noise at the MBS. The 1st and 2nd terms of

equation (B.19) are the signals to be decoded at the MBS during the second time slot, and need to be

combined as one term. Note: Ns is the number of antennas for users. NR is the number of equipped

antenna for RNs, NB is the number of MBS antennas and ds is the data stream. The following is

assumed:

d̂ =

K∑

k=1

ds, N̂s =

K∑

k=1

Ns, NR ≥ d̂ and N̂s > d̂. We assume that NB ≥ NR. With the above

assumptions, the signals, channels matrices and pre-coders for CUEs and MUEs (during the second

time slot) are combined as in (B.20, B.21, B.22), respectively.

sUE =

[
sCUE

1,1 , · · · , sCUE
1,K | sCUE

2,1 , · · · , sCUE
2,K | · · · | sCUE

R,1 , · · · , sCUE
R,K︸ ︷︷ ︸

CUE transmit signals

| sMUE
o,1 , · · · , sMUE

o,M︸ ︷︷ ︸
MUE transmit signals

at 2nd time slot

]T
∈ C1×(RK+M)d̂ (B.20)

HUE =

[√
PCUE

11 LCUE
11 HCUE

11 , · · · ,
√
PCUE

1K LCUE
1K HCUE

1K | · · · |
√
PCUE
R1 LCUE

R1 HCUE
R1 , · · · ,

√
PCUE
RK LCUE

RK HCUE
RK︸ ︷︷ ︸

CUE channels matrices

|
√
PMUE
o1 LMUE

o1 HMUE
o1 , · · · ,

√
PMUE
oM LMUE

oM HMUE
oM︸ ︷︷ ︸

MUE channel matrix

]
∈ CNR×N̂s(RK+M) (B.21)

WUE =




wCUE
11 0 · · · 0 0 · · · 0

0 wCUE
22 · · · 0 0 · · · 0

...
...

. . .
...

...
...

...

0 0 · · · wCUE
RK 0 · · · 0

0 0 · · · 0 wMUE
o1 · · · 0

...
...

...
...

...
. . .

...

0 0 · · · 0 0 · · · wMUE
oM




∈ CN̂s(RK+M)×d̂(RK+M) (B.22)

Ho = [
√
P1L1Ho,1, · · · ,

√
PRLRHoR] ∈ CNB×N̂R(R) (B.23)

Fo = [Fo,1, · · · ,Fo,R]T ∈ CNR×N̂R(R) (B.24)

The received signal yMBS-nd
o of the MBS in (B.19) during the second time slot can be rewritten as

yMBS-nd
o = HoFoHUEWUEsUE + zo, (B.25)

where Ho and Fo are as in (B.23) and (B.24), respectively. The combination of CUEs and MUEs will

be referred as UEs throughout this article. zo is a CNB×1 is the AWGN vector with variance σ2
zo which

is distributed according to CN (0, σ2
zo).
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3 Decentralised Algorithms for Linear Transceiver Designs

In this section, the decentralised transceiver optimisation algorithms for the FAPs, MUEs and UEs are

designed with the coordinated MMSE approach during the first and second time slots.

3.1 Coordinated MMSE Approach for Femtocell and MUEs Pre-coders and Decoders

during the First Time Slot

3.1.1 Optimisation of the FAPs Pre-coding and Decoding Vectors

The algorithm starts with initialized random pre-coders and decoders wFAP
jx . In each iteration, the FUE

pre-coders and decoders are updated alternatively. Considering the MMSE receiver, we apply the

MMSE decoding for jth FAP such that the interference is received from the MUEs and neighbouring

femtocells during the first time slot. The decoded information ŝFAP
jx for the xth FUE of the jth FAP

can be expressed as

ŝFAP
jx = (dFAP

jx )H .yFAP′
ji (B.26)

=

Ui∑

i=1

(dFAP
jx )H

√
P FAP
ji LFAP

ji HFAP
ji wFAP′

ji sFAP
ji +

M∑

m=1

(dFAP
jx )H

√
PMUE
om LMUE

om HMUE
jm wMUE′

om sMUE
om

+

F∑

f=1
f 6=j

U∑

u=1

(dFAP
jx )H

√
P FAP
fu LFAP

fu HFAP
jfuwFAP′

fu sFAP
fu +

R∑

r=1

K∑

k=1

(dFAP
jx )H

√
PCUE
rk LCUE

rk HCUE
jrk wCUE′

rk sCUE
rk

+ (dFAP
jx )Hnj , (B.27)

where dFAP
j,x is the decoding vector for xth FUE of jth FAP. In order to minimize the power noise

component, we employ the coordinated MMSE algorithm that minimizes the sum MSE at the jth FAP

estimated as

min
wFAP
j1 ,...,wFAP

jUi

dFAP
j1 ,··· ,dFAP

jUi

Ui∑

x=1

E
[
‖ŝFAP
j,x − sFAP

j,x ‖2
]

subject to (wFAP
jx )H(wFAP

jx ) ≤
P FAP
jx

LFAP
jx

, x = 1, · · · , Ui, (B.28)
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where P FAP
jx is the maximum transmit power of the xth FUE of the jth FAP. We consider the estimated

channels to rewrite the minimum sum MSE at the xth FUE of the jth FAP. This is rewritten as

min
wFAP
j1 ,...,wFAP

jUi

dFAP
j1 ,··· ,dFAP

jUi

Ui∑

x=1

[
‖(dFAP

j,x )H
√
P FAP
jx LFAP

jx Ĥ
FAP-Est
jx wFAP

jx − 1‖2

+

Ui∑

i=1
i 6=x

‖(dFAP
jx )H

√
P FAP
ji LFAP

ji Ĥ
FAP-Est
ji wFAP′

ji ‖2

+
M∑

m=1

‖(dFAP
jx )H

√
PMUE
om LMUE

om Ĥ
MUE-Est
jm wMUE′

om ‖2

+
F∑

f=1
f 6=j

U∑

u=1

‖(dFAP
jx )H

√
P FAP
fu LFAP

fu Ĥ
FAP-Est
jfu wFAP′

fu ‖2

+

R∑

r=1

K∑

k=1

‖(dFAP
j,x )H

√
PCUE
rk LCUE

rk Ĥ
CUE-Est
jrk wCUE′

rk ‖2 + ‖(dFAP
j,x )‖2σ2

]

subject to: (wFAP
jx )H(wFAP

jx ) ≤
P FAP
jx

LFAP
jx

, x = 1, ..., Ui. (B.29)

The minimum sum MSE problem in B.29 is convex in wFAP
j,x , x = 1, ..., Ui, if all dFAP

j,x are fixed and

convex in dFAP
j,x , x = 1, ..., Ui, if all wFAP

j,x are also fixed. This enables obtaining the FUE pre-coding

vectors of the jth FAP when the FUE decoding vectors of the jth FAP are fixed and vice versa [27].

When the dFAP
j,x are fixed, the sum MSE optimisation problem with respect to the wFAP

j,x pre-coder can

be reformulated as

min
wFAP
j1 ,...,wFAP

jUi

Ui∑

x=1

[
‖(dFAP

jx )H
√
P FAP
jx LFAP

jx Ĥ
FAP-Est
jx wFAP

jx − 1‖2

+

Ui∑

i=1
i 6=x

‖(dFAP
jx )H

√
P FAP
ji LFAP

ji Ĥ
FAP-Est
ji wFAP′

ji ‖2

+

M∑

m=1

‖(dFAP
jx )H

√
PMUE
om LMUE

om Ĥ
MUE-Est
jm wMUE′

om ‖2

+

F∑

f=1
f 6=j

U∑

u=1

‖(dFAP
jx )H

√
P FAP
fu LFAP

fu Ĥ
FAP-Est
jfu wFAP′

fu ‖2

+

R∑

r=1

K∑

k=1

‖(dFAP
jx )H

√
PCUE
rk LCUE

rk Ĥ
CUE-Est
jrk wCUE′

r,k ‖2 + ‖(dFAP
j,x )‖2σ2

]

subject to: (wFAP
jx )H(wFAP

jx ) ≤
P FAP
jx

LFAP
jx

, x = 1, ..., Ui. (B.30)

The Lagrange duality and KKT conditions are employed to efficiently solve the FAP optimisation

problem. The KKT conditions are given by
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- Stationarity:

Ui∑

i=1

Ĥ
FAP-Est
jx (dFAP

ji )HdFAP
ji (Ĥ

FAP-Est
jx )HwFAP∗

ji + µjxwFAP∗
jx − (Ĥ

FAP-Est
jx )HdFAP

jx = 0,

- Primary feasibility:

(wFAP
jx )H(wFAP

jx ) ≤
P FAP
jx

LFAP
jx

,

- Complementary Slackness:

µjx

(
(wFAP

jx )H(wFAP
jx )−

P FAP
jx

LFAP
jx

)
= 0,

- Dual feasibility:

µjx ≥ 0,

where wFAP∗
jx is the optimal value for the FAP pre-coder. Using the KKT conditions the optimal MMSE

pre-coding vector wFAP∗
jx is obtained as

wFAP∗
jx =

(
Ui∑

i=1

(Ĥ
FAP-Est
jx )H(dFAP

ji )(dFAP
ji )HĤ

FAP-Est
jx + µjxIUi

)−1

× (Ĥ
FAP-Est
jx )HdFAP

jx , (B.31)

where µjx represents the satisfaction of the transmit power constraint (wFAP
jx )H(wFAP

jx ) ≤ P FAP
jx

LFAP
jx

.

Similarly, we fix the pre-coding vectors wFAP
jx and obtain the KKT conditions for the optimisation

problem with respect to the decoder dFAP
jx , from which the optimal decoding matrix dFAP∗

ji can be

obtained. The decoding vector dFAP∗
jx can be expressed as

dFAP∗
jx =

(
M∑

m=1

(Ĥ
MUE-Est
jm wMUE′

om )(Ĥ
MUE-Est
jm wMUE′

om )H +

F∑

f=1
f 6=j

U∑

u=1

(Ĥ
FAP-Est
jfu wFAP′

fu )(Ĥ
FAP-Est
jfu wFAP′

fu )H

+

R∑

r=1

K∑

k=1

(Ĥ
CUE-Est
jrk wCUE′

rk )(Ĥ
CUE-Est
jrk wCUE′

rk )H + σ2
j IUi

)−1

× Ĥ
FAP-Est
jx wFAP

jx . (B.32)

It is assumed that each pre-coder is updated instantaneously when the decoder is updated. This is

accomplished by inserting the resulting pre-coder (B.31) in decoder (B.32). The detailed

optimisation process is presented in Algorithm 3.
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Algorithm 3 Coordinated MMSE for FAPs during the first time slot
1: Initialize and construct the estimated channels using the LS and MMSE channel estimation as

(B.4) - (B.9), respectively.

2: Initialize the FUEs pre-coders wFAP
jx with each element drawn i.i.d. from the standard Gaussian

distribution CN (0, 1).

3: for j = 1, · · · , F do

4: Initialize the FUEs decoder dFAP
j1 , · · · ,dFAP

jx by CN (0, 1).

5: Compute the wMUE′
om ,wFAP′

fu ,wCUE′
rk as (B.11) - (B.13)

6: Calculate the sum MSE ε =
∑Ui

x=1 E
[
‖ŝFAP
jx − sFAP

jx ‖2
]

in (B.28), (B.29)

7: Set n = 0 and δo = ε

8: repeat

9: Update the decoder dFAP
j1 , · · · ,dFAP

jx as (B.32):

10: dFAP(n+1)
jx =

( M∑

m=1

(
Ĥ

MUE-Est
jm wMUE′(n)

om

)(
Ĥ

MUE-Est
jm wMUE′(n)

om

)H

+

F∑

f=1
f 6=j

U∑

u=1

(
Ĥ

FAP-Est
jfu wFAP′(n)

fu

)(
Ĥ

FAP-Est
jfu wFAP′(n)

fu

)H

+
R∑

r=1

K∑

k=1

(
Ĥ

CUE-Est
jrk wCUE′(n)

rk

)(
Ĥ

CUE-Est
jrk wCUE′(n)

rk

)H
+ σ2

j IUi

)−1

× Ĥ
FAP-Est
jx wFAP(n)

jx

11: Calculate the FUE pre-coder wFAP
j1 , · · · ,wFAP

jx (B.31) with the updated decoder:

12: wFAP(n+1)
jx =

( Ui∑

i=1

(Ĥ
FAP-Est
jx )H(dFAP(n)

ji )(dFAP(n)
ji )HĤ

FAP-Est
jx + µjxIUi

)−1

×(Ĥ
FAP-Est
jx )HdFAP(n)

jx

13: Calculate ε with the new pre-coder and decoder

14: set n = n+ 1

15: until ε ≈ 0

3.1.2 Optimisation of the MUEs pre-coding and decoding matrices

Similar to the FAPs algorithm, the MUE algorithm starts with initialized random pre-coders and

decoders wMUE
ol . In each iteration, the MUE pre-coders and decoders are updated alternatively. The

decoded information ŝMUE
ol is expressed as

ŝMUE
ol = (dMUE

ol )H .yMBS′
o (B.33)

=

M∑

m=1

(dMUE
ol )H

√
PMUE
om LMUE

om HMUE
om wMUE′

om sMUE
om +

F∑

f=1

U∑

u=1

(dMUE
ol )H

√
P FAP
fu LFAP

fu HFAP
ofuwFAP′

fu sFAP
fu

+
R∑

r=1

K∑

k=1

(dMUE
ol )H

√
PCUE
rk LCUE

rk HCUE
ork wCUE′

rk sCUE
rk + (dMUE

ol )Hno, (B.34)

78



3. DECENTRALISED ALGORITHMS FOR LINEAR TRANSCEIVER DESIGNS

where (dMUE
ol )H is the decoding vector for lth MUE of MBS. We describe the minimum sum MSE

problem of the lth user at the MBS during the second time slot as follows

min
wMUE
o1 ,...,wMUE

oM

dMUE
o1 ,··· ,dMUE

oM

M∑

l=1

E{‖ŝMUE
ol − sMUE

ol ‖2}

subject to wMUE
ol (wMUE

ol )H ≤
PMUE
ol

LMUE
ol

, l = 1, · · · ,M, (B.35)

where PMUE
ol is the maximum transmit power of the lth MUE of the MBS. We consider the estimated

channels to rewrite (B.35), hence the minimum sum MSE for the MUEs during the first time slot is

rewritten as

min
wMUE
o1 ,...,wMUE

oM

dMUE
o1 ,··· ,dMUE

oM

M∑

l=1

[
‖(dMUE

ol )H
√
PMUE
ol LMUE

ol Ĥ
MUE-Est
ol wMUE

ol ‖2

+
M∑

m=1

‖(dMUE
ol )H

√
PMUE
om LMUE

om Ĥ
MUE-Est
om wMUE′

om ‖2

+
R∑

r=1

K∑

k=1

‖(dMUE
o,l )H

√
PCUE
rk LCUE

rk Ĥ
CUE-Est
ork wCUE′

rk ‖2

+
F∑

f=1

U∑

u=1

‖(dMUE
ol )H

√
P FAP
fu LFAP

fu Ĥ
FAP-Est
ofu wFAP′

fu ‖2 + ‖dMUE
ol ‖σ2

ol

]

subject to wMUE
ol (wMUE

ol )H ≤
PMUE
ol

LMUE
ol

, l = 1, · · · ,M. (B.36)

The sum MSE problem stated in (B.36) is convex in wMUE
ol , l = 1, ...,M , if all dMUE

ol are fixed and

convex in dMUE
ol , l = 1, ...,M , if all wMUE

ol are also fixed. This enables obtaining the MUE pre-coding

vectors when the MUE decoding vectors are fixed and vice versa. When the dMUE
ol are fixed, the sum

MSE optimisation problem with respect to the wMUE
ol pre-coder can be reformulated as

min
wMUE
o1 ,...,wMUE

oM

M∑

l=1

[
‖(dMUE

ol )H
√
PMUE
ol LMUE

ol Ĥ
MUE-Est
ol wMUE

ol ‖2

+
M∑

m=1

‖(dMUE
ol )H

√
PMUE
om LMUE

om Ĥ
MUE-Est
om wMUE′

om ‖2

+

R∑

r=1

K∑

k=1

‖(dMUE
ol )H

√
PCUE
rk LCUE

rk Ĥ
CUE-Est
ork wCUE′

rk ‖2

+

F∑

f=1

U∑

u=1

‖(dMUE
ol )H

√
P FAP
fu LFAP

fu Ĥ
FAP-Est
ofu wFAP′

fu ‖2 + ‖dMUE
ol ‖σ2

ol

]

subject to wMUE
ol (wMUE

ol )H ≤
PMUE
ol

LMUE
ol

, l = 1, · · · ,M. (B.37)

The Lagrange duality and KKT conditions are efficiently used to solve the optimisation problem of

the MUEs. The KKT conditions are expressed as
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- Stationarity:

M∑

m=1

Ĥ
MUE-Est
ol (dMUE

om )HdMUE
om (Ĥ

MUE-Est
ol )HwMUE∗

ol + µolwMUE*
ol − (Ĥ

MUE-Est
ol )HdMUE

ol = 0

- Primary feasibility:

(wMUE
ol )H(wMUE

ol ) ≤
PMUE
ol

LMUE
ol

- Complementary Slackness:

µol

[
(wMUE

ol )H(wMUE
ol )−

PMUE
ol

LMUE
ol

]
= 0

- Dual feasibility:

µol ≥ 0,

where wMUE∗
ol is the optimal value for the MUE pre-coder. Using the KKT conditions the optimal

MMSE pre-coding vector wMUE∗
ol for lth MUE of the MBS is obtained as

wMUE∗
ol =

( M∑

m=1

(Ĥ
MUE-Est
ol )H(dMUE

om )(dMUE
om )H(Ĥ

MUE-Est
ol ) + µolIM

)−1

(Ĥ
MUE-Est
ol )HdMUE

ol , (B.38)

where µol represents the satisfaction of transmit power constraint (wMUE
ol )H(wMUE

ol ) ≤ PMUE
ol .

Considering the same process of fixing the wMUE
ol MUE pre-coder and obtaining the KKT conditions

of the resulting sum-MSE problem, the optimal decoding vector dMUE∗
ol of the lth MUE of the MBS

can be formulated as

dMUE∗
ol =

( R∑

r=1

K∑

k=1

(Ĥ
CUE-Est
ork wCUE′

rk )(Ĥ
CUE-Est
ork wCUE′

rk )H

+

F∑

f=1

U∑

u=1

(Ĥ
FAP-Est
ofu wFAP′

fu )(Ĥ
FAP-Est
ofu wFAP′

fu )H + σ2
olIM

)−1

× Ĥ
MUE-Est
ol wMUE

ol . (B.39)

The details coordinated MMSE algorithm for the MUEs is presented in Algorithm 4.

3.2 Coordinated MMSE approach for UEs (CUEs and MUEs) during the second time

slot

Generally, the transceiver design for cooperative RN system with multiple users is a difficult task since

the RN is shared by multiple users and multi-users interference exists at both RN and MBS. In the

following, an iterative design algorithm is proposed based on convex quadratic optimisation theory.

Specifically, the algorithm iteratively computes the decoder matrices Do , relay pre-coder matrices Fo
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Algorithm 4 Coordinated MMSE for MUEs during the first time slot
1: Initialize and construct the estimated channels using the LS and MMSE channel estimation as

(B.4) - (B.9), respectively.

2: Initialize the MUEs pre-coders wMUE
ol with each element drawn i.i.d. from the standard Gaussian

distribution CN (0, 1).

3: Initialize the MUEs decoder dMUE
o1 , · · · ,dMUE

ol by CN (0, 1).

4: Compute the wFAP′
fu ,wCUE′

rk as (B.12), (B.13)

5: Calculate the sum MSE ε =
∑M

l=1 E
[
‖ŝMUE
ol − sMUE

ol ‖2
]

as in (B.35), (B.36)

6: Set n = 0 and δo = ε

7: repeat

8: Update the MUE decoder dMUE
o1 , · · · ,dMUE

ol as (B.39):

9: dMUE(n+1)
ol =

R∑

r=1

K∑

k=1

(
Ĥ

CUE-Est
jrk wCUE′(n)

rk

)(
Ĥ

CUE-Est
jrk wCUE′(n)

r,k

)H

+
F∑

f=1

U∑

u=1

(
Ĥ

FAP-Est
jfu wFAP′(n)

fu

)(
Ĥ

FAP-Est
jfu wFAP′(n)

fu

)H
+ σ2

olIM
)−1

× Ĥ
MUE-Est
ol wMUE(n)

ol

10: Calculate the MUE pre-coder wMUE
o1 , · · · ,wMUE

ol (B.38) with the

updated decoder:

11: wMUE(n+1)
ol =

( M∑

m=1

(Ĥ
MUE-Est
ol )H(dMUE(n)

om )(dMUE(n)
om )H(Ĥ

MUE-Est
ol ) + µolIM

)−1

×(Ĥ
MUE-Est
ol )HdMUE(n)

ol

12: Calculate ε with the new pre-coder and decoder

13: set n = n+ 1

14: until ε ≈ 0

and UE pre-coder matrices WUE, starting with initial values for WUE and Fo. The decoded information

ŝUE of the UE through the RN is expressed as

ŝ = (Do)
H .yMBS-nd

o (B.40)

= (Do)
HHoFoHUEWUEsUE + (Do)

Hzo, (B.41)

where Do is the decoding matrix for UEs. The same process of minimizing the sum MSE for the UEs

to the MBS during the second time slot is applied and estimated as

min
WUE,Do

E{‖ŝUE − sUE‖2}

s. t. (WUE)(WUE)H ≤ PUE

LUE ,(
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo

)
≤ PR
LR

, (B.42)
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where PUE
max is the maximum transmit power of the UE and PR is the maximum transmit power at the

RN. The sum MSE problem for UE in (B.42) can be rewritten as

min
WUE,Do

[
‖(Do)

HĤ
Est
o FoĤ

UE-Est
WUE − 1‖2 + ‖(Do)

H‖2Czo

]

s. t. (WUE)(WUE)H ≤ PUE

LUE ,(
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo

)
≤ PR
LR

, (B.43)

where Czo is the equivalent noise covariance matrix given by

Czo = E
[

zozHo

]

=
R∑

r=1

E
[(

Ĥ
Est
o,rFo,rñr + no

)(
Ĥ

Est
o,rFo,rñr + no

)H ]

=
R∑

r=1

Ĥ
Est
o,rFo,r(Ĥ

Est
o,r)

H(Fo,r)H + INB
. (B.44)

3.2.1 Design of the RN pre-coding matrix

In order to evaluate the RN pre-coder Fo, we consider the fixed MMSE decoder Do and pre-coder

WUE, the sum-MSE optimisation pre-coder with respect to the RN pre-coder can be formulated as

min
Fo

‖(Do)
HĤ

Est
o FoĤ

UE
WUE − 1‖2 + ‖(Do)

H‖2Czo

s. t.
(

Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo

)
≤ PR
LR

. (B.45)

The sum-MSE optimisation problem is solve with the Lagrange function and the KKT conditions. The

Lagrange function is written as

LRN(λ,Fo) =

[
‖(Do)

HĤ
Est
o FoĤ

UE-Est
WUE − 1‖2 + ‖(Do)

H‖2Czo

]

+ λ

[
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo −

PR
LR

]
, (B.46)

where λ is the non-negative Lagrange multiplier, λ ≥ 0. The KKT conditions are given as

- Stationarity:

∂LRN(λ,Fo)
∂Fo

= 0,

- Primary feasibility:
[

Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo

]
≤ PR
LR

,
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- Complementary Slackness:

λ

[(
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEI
)

FHo

)
− PR

]
= 0,

- Dual feasibility:

λ ≥ 0.

Through the mathematical manipulation, we can derive the optimal RN pre-coder as

Fo =

(
DH
o Ĥ

Est
o FoĤ

UE-Est
WUEDo(Ĥ

Est
o )HFHo (Ĥ

UE-Est
)H(WUE)H + λφ

)−1

× Do(Ĥ
Est
o )HFHo (Ĥ

UE-Est
)H(WUE)H , (B.47)

where φ =
(

(Ĥ
UE-Est

)HWUE(WUE)HĤ
UE-Est

+ σ2
UEINB

)
.

3.2.2 Design of the pre-coding and decoding matrices

To solve the optimisation problem in (B.43), we consider the Lagrange duality and KKT conditions.

The Lagrange function is formulated as

LUE(µ1, µ2,Do,WUE) =

[
‖(Do)

HĤ
Est
o FoĤ

UE-Est
WUE − 1‖2 + ‖(Do)

H‖2Czo

]

+ µ2

[(
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo

)
− PR
LR

]

+ µ1

[
(WUE)(WUE)H − PUE

LUE

]
, (B.48)

where µ1, µ2 are the non-negative Lagrange multipliers, µ1, µ2 ≥ 0. The KKT conditions for UEs

pre-coders are given as

- Stationarity:

∂LUE(µ1, µ2,Do,WUE)

∂WUE = 0,

- Primary feasibility:

(WUE)(WUE)H ≤ PUE

LUE ,[
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo

]
≤ PR
LR

,

- Complementary Slackness:

µ1

[
(WUE)(WUE)H − PUE

LUE

]
= 0,

µ2

[
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo −

PR
LR

]
= 0,
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- Dual feasibility:

µ1, µ2 ≥ 0.

To evaluate the derivation of the Lagrange function given in (B.46) the matrices Do and DH
o are

treated independently. This is also applied to WUE and (WUE)H . Furthermore, it can be seen that the

optimisation problem in (B.43) is convex with respect to WUE. The Lagrange duality function can be

defined as

f(µ1, µ2) = min
WUE
LUE(µ1, µ2,Do,WUE). (B.49)

Moreover, the dual problem is defined as

max
µ1,µ2≥0

f(µ1, µ2). (B.50)

Using the KKT conditions for the resulting problem, the optimal decoder D∗o is obtained with the fixed

pre-coders as

D∗o =

(
Ĥ

Est
o FoĤ

UE-Est
WUE(Ĥ

Est
o )HFHo (Ĥ

UE-Est
)H(WUE)H + Czo

)−1

Ĥ
Est
o FoĤ

UE-Est
WUE. (B.51)

Hence, the MMSE pre-coding vector WUE for UE during the second time slot is obtained as

WUE∗ =

(
µ1IUE + µ2

(
(Ĥ

UE-Est
)HFoFHo Ĥ

UE-Est
))−1

× Do(Ĥ
Est
o )H(Ĥ

UE-Est
)HFHo , (B.52)

where µ1 represents the satisfaction of UE transmit power constraint (WUE)H(WUE) ≤ PUE

LUE and µ2

represents the satisfaction of the RN transmit power[(
Fo
(

Ĥ
UE-Est

WUE(WUE)H(Ĥ
UE-Est

)H + σ2
UEINB

)
FHo
)
− PR

LR

]
. The details of the proposed

decentralised algorithm for the UEs is presented in Algorithm 5.
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Algorithm 5 Coordinated MMSE for CUEs and MUEs (during the second time slot)

1: Initialize and construct the estimated channels Ĥ
Est
o and Ĥ

UE-Est
using the LS and MMSE channel

estimators.

2: Initialize the UEs and RN pre-coders WUE and Fo with each element drawn i.i.d. from the standard

Gaussian distribution CN (0, 1).

3: Compute the wMUE′
om ,wFAP′

fu as (B.11), (B.12)

4: Initialize the UEs decoder Do by CN (0, 1).

5: Calculate the sum MSE ε = E
[
‖ŝUE − sUE‖2

]
in (B.42), (B.43)

6: Set n = 0 and δo = ε

7: repeat

8: Update the UE decoder Do as (B.51)

9: D(n+1)
o =

(
Ĥ

Est
o F(n)

o Ĥ
UE-Est

WUE(n)(Ĥ
Est
o )H(F(n)

o )H(Ĥ
UE-Est

)H(WUE(n))H + Czo

)−1

×Ĥ
Est
o F(n)

o Ĥ
UE-Est

WUE(n)

10: Calculate the RN pre-coder Fo (B.47) with the updated decoder as

11: F(n+1)
o =

(
(D(n+1)

o )HĤ
Est
o F(n)

o Ĥ
UE-Est

WUE(n)D(n)
o (Ĥ

Est
o )H(F(n)

o )H(Ĥ
UE-Est

)H(WUE(n))H

+λφ

)−1

D(n+1)
o Ĥ

Est
o )H(F(n)

o )H(Ĥ
UE-Est

)H(WUE(n))H

12: Obtain the UE pre-coder with the updated decoder and RN

pre-coder as (B.52)

13: WUE(n+1) =

(
µ1IUE + µ2((Ĥ

UE-Est
)HF(n+1)

o (F(n+1)
o )HĤ

UE-Est
)

)−1

×D(n+1)
o (Ĥ

Est
o )H(Ĥ

UE-Est
)H(F(n+1)

o )H

14: Calculate ε with the new UE, RN pre-coder and decoder

15: set n = n+ 1

16: until ε ≈ 0

4 Performance Evaluation

In this section, we present the performance evaluation of the proposed schemes for FAPs, MUEs and

UEs in the MU-MIMO relay system through numerical simulations. The simulated model is illustrated

in Fig. B.2. This figure shows a macrocell of dimension 2km× 2km with a MBS placed at the center

of the area at coordinates (1km, 1km). There are 12 MUEs distributed near the cell edge, considered

as the CUEs. The CUEs are grouped into clusters where each cluster has 1 RN and 3 CUEs. The RNs

are strategically placed at the coordinates detailed in the Table B.1. The CUEs are located at distance

dCUE from their respective RN. The RNs are located at dRN from the MBS. The users (CUEs, FUEs and
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MUEs) are randomly placed in the area at the coordinated detailed in Table B.1. There are 10 MUEs

deployed in the macrocell area located at a distance dMUE from the MBS. We consider 3 FAPs with 2

FUEs each uniformly distributed with the distance dFAP. All the channel coefficients are assumed to

be Rayleigh fading channels complex Gaussian random variables with zero mean and variance one.

The propagation loss is modelled for each FUEs, MUEs and UEs based on their respective distance.

All the simulation parameters are given in Table B.2.

d
CUE

d
CUE

d
CUE

d
CUE

d
M

UE d M
UE

d
RN

d R
N

d FAP 
≤ 40m

Cluster Cluster

ClusterCluster

Figure B.2: Simulation scenario with fixed MBS, FAPs with their FUEs, MUEs and CUEs randomly distributed with a

certain distance.

In several cases, the users and RN pre-coders are derived by assuming that all channel matrices

are perfectly known at each node. In practical systems, such assumption may not always be realistic.

In this regard, the BER evaluation of the channel estimation errors effect is further conducted for the

proposed schemes for the FAPs, MUEs and UEs at both time slots. We consider different cases for CSI

scenarios such as the proposed scheme with perfect CSI, the proposed scheme with LS and MMSE

channel estimators.
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Table B.1: Coordinate Parameters

Parameters Values

MBS (1km, 1km)

MUEs MUEs are uniformly distributed within the following interval

range

x = [> 0.25km− < 1.75km],

y = [> 0.25km− < 1.75km]

1. Cluster 1: CUEs are randomly distributed with the following interval

range in RN 1 for (x,y)

• RN 1 for R=1 (0.125 km × 0.125 km)

• CUE 1, CUE 2, CUE 3 in RN 1 x = [0 − ≤ 0.25km],

y = [0 − ≤ 0.25km]

2. Cluster 2: CUEs are randomly distributed with the following interval

range in RN 2 for (x,y)

• RN 2 for R=2 (0.125 km × 1.875 km)

• CUE 1, CUE 2, CUE 3 in RN 2 x = [0 − ≤ 0.25km],

y = [1.75km − ≤ 2km]

3. Cluster 3: CUEs are randomly distributed with the following interval

range in RN 3 for (x,y)

• RN 3 for R=3 (1.875 km × 0.125 km)

• CUE 1, CUE 2, CUE 3 in RN 3 x = [≥ 1.75km − 2km],

y = [0 − ≤ 0.25km]

4. Cluster 4: CUEs are randomly distributed with the following interval

range in RN 4 for (x,y)

• RN 4 for R=4 (1.875 km × 1.875 km)

• CUE 1, CUE 2, CUE 3 in RN 4 x = [≥ 1.75km − 2km],

y = [≥ 1.75km − 2km]

The BER performance evaluation versus different value of σ2
ε for the MUEs during the first time

slot is shown in Fig. B.3. The effect of the LS and MMSE channel estimators is considered and

compared. It can be observed that for a chosen value of SNR, as the estimation value of σ2
ε increases,

the BER performance increases as well until a maximum estimation value is achieved. It then starts
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Table B.2: Simulation Parameters

Parameters Values

- Number of MUEs, M 10

- Number of RNs, R 4

- Number of CUEs, K 12 with 3 per RN

- Number of FAPs, F 3

- Number of FUEs per FAP, U 2 per FAP

- Propagation Loss for distance d ≥ 0.75km 148.1 + 37.6 log10(d) dB

- Propagation Loss for distance d ≤ 0.75km 127 + 30 log10(d) dB

decreasing as the estimation value decreases. This indicates that the maximum estimation value σ2
ε

improves the performance of the MUEs in terms of BER evaluation versus the SNR and can achieve

the optimal performance. For the LS and MMSE channel estimators, the maximum estimation value

is achieved at σ2
ε = 0.04 and σ2

ε = 0.05, respectively.
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Figure B.3: BER performance of the proposed schemes for MUEs with different values of σ2
ε , SNR= 15 dB
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The BER performance versus the different values of σ2
ε is illustrated in Fig. B.4 for FAPs with

SNR= 15dB. Although, the effect of the channel estimation errors is considered, the proposed scheme

for FAP still performed well. As observed, the BER performance increases when σ2
ε increases and

decreases after a certain value of σ2
ε . For the proposed scheme with LS estimator, the maximum value

for σ2
ε to achieve an optimal BER performance is σ2

ε = 0.06 while for the proposed scheme with

MMSE estimator is σ2
ε = 0.05.
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Figure B.4: BER performance of the proposed schemes for FAP with different values of σ2
ε , SNR= 15 dB
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The BER performance as a function of SNR for FAPs is illustrated in Fig. B.5, for the LS and

MMSE channel estimators with σ2
ε = 0 and σ2

ε = 0.04. It can be observed that, the proposed

scheme with MMSE channel estimator outperforms the BER performance with the LS estimator effect

regardless the value of σ2
ε . Another interesting observation is that the value of σ2

ε affects the BER of

the proposed schemes such that it can increase the performance at the maximum value and decrease

after the maximum value. With the value of σ2
ε = 0.04 for LS and MMSE estimators at SNR = 15dB,

it can be seen that the achieved BER performances in Fig. B.5 are similar to the ones in Fig. B.4.
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Figure B.5: BER performance versus SNR for the FAP during the first time slot
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Figure B.6 illustrates the BER performance as a function of σ2
ε for the CUE with and without

cooperative RN during the first time slot with SNR = 20dB. It can be observed that, the BER

performance of a system without cooperative RNs is not as good as a system with cooperative RNs.

However, the performance of the proposed scheme with "No RN" is improved when adding

estimation values to the ZF assumptions. For LS and MMSE estimators of the proposed scheme with

"No RN", the maximum σ2
ε is achieved between 0.05 and 0.06, respectively. Note that the "No RN"

performance with channel estimation are based on the model proposed in [27]. The proposed

scheme, on the other hand, achieves far better BER performance when σ2
ε = 0.06 for LS estimator

and σ2
ε = 0.05 for the MMSE estimator. Therefore, with the parameters considered, we showed that

very significant performances are obtained by adding estimation values to the ZF assumptions.
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Figure B.6: BER performance versus different values σ2
ε for the CUEs with and without the RN
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In Fig. B.7, we consider the maximum σ2
ε in the case of CUEs with and without RN. For the

LS σ2
ε = 0.05 and MMSE estimators σ2

ε = 0.06 for "No RN", the same σ2
ε are considered for the

proposed scheme. We can observe that the proposed schemes for the CUEs still provide significant

improvement with the effect of MMSE and LS channel estimators than when a RN is not considered.
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Figure B.7: BER evaluation as function of the SNR for the CUEs with and without the RN during the first time slot, for

σ2
ε = 0.05 and σ2

ε = 0.06
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Fig. B.8 shows the BER evaluation versus different values of σ2
ε for the UEs during the second

time slot with the effect of the LS and MMSE channel estimators. As observed, the proposed scheme

with the MMSE channel estimator is better than the LS estimator performance. Interestingly, the

maximum value of σ2
ε to achieve an optimal BER performance for the proposed scheme with LS

estimator is σ2
ε = 0.05 while σ2

ε = 0.06 for the proposed scheme with MMSE estimator.
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Figure B.8: BER performance of the proposed schemes for UEs with different values of σ2
ε , SNR= 15 dB
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Fig. B.9 illustrates the BER performance as a function of the SNR for the UEs during the second

time slot. This considers the UEs, which the signal coming from the RN and the MUEs during the

second time slot to the MBS. As observed in the figure, the proposed scheme with the effect channel

estimator errors still perform well. The reason is that, the proposed schemes update the Lagrange

multiplier at each iteration in addition to the UEs and RN matrices. Interestingly, the BER

performance of the proposed scheme with the MMSE estimator is better than the LS channel

estimator. Furthermore, the proposed scheme with σ2
ε = 0.03, obviously outperforms the proposed

schemes with channel estimators when only the ZF σ2
ε = 0 is considered without adding the

estimation error σ2
ε .
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Figure B.9: BER performance of the proposed schemes for the UEs during the second time slot, for σ2
ε = 0.03
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5 Conclusion

In this paper, optimal transceivers for the FUEs, MUEs, CUEs and RN (amplifying matrix) with

channel estimators in the MU-MIMO relay systems have been designed for interference

management. We considered a decentralised transceiver design instead of a centralised design which

essentially is computationally impossible to do in this MU-MIMO relay system due to the unknown

interfering terms. The interfering terms have been assumed to be generated as ZF solutions. Due to

the inaccuracy of the ZF solutions, estimation values were added to the ZF assumptions in order to

achieve better performance. The simulation results demonstrate a much better performance of the

proposed schemes in terms of BER when estimation values are added to the ZF assumptions. The

proposed decentralised schemes further enhance performance with respect to non-cooperative

MU-MIMO systems. This confirms the importance of including cooperative RNs into MU-MIMO

systems. Future lines of research could consider the application of the proposed algorithms in a

massive MIMO system.
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1. INTRODUCTION AND RELATED WORKS

Abstract

This work undertakes an efficient transceivers design that optimises energy efficiency (EE) in

multi-user multiple-input multiple-output (MU-MIMO) relay systems. In this system, cell-edge

macrocell user equipments (CUEs) are grouped into clusters and communicate with the macrocell

base station (MBS) through a relay node (RN). The macrocell UEs (MUEs), on the other hand,

communicate directly with the MBS. The femtocell UEs (FUEs) communicate with their respective

femtocell access points (FAPs). The centralised transceiver design for such a system is not trivial.

This work proposes decentralised algorithms with perfect channel state information (CSI) to optimise

the linear transceivers for the multi-users and the RN. This is done under the quality of service (QoS)

and transmit power constraints to achieve the EE maximisation. The weighted minimum mean square

error (WMMSE) is employed in the design of the decentralised algorithms. Parameter subtractive

functions are introduced into each proposed schemes to surmount the non-convexity of the formulated

EE optimisation problem. These parameters are updated by the Dinkelbach’s algorithm. The

performance investigation demonstrates the superiority of the proposed over existing scheme in terms

of the average EE and convergence.

1 Introduction and Related Works

Recently, energy efficiency (EE) has attracted huge attention in the research community. It is a key

performance criterion considered by the international telecommunication union (ITU) in the design

of next generation of communication networks while guaranteeing sustainable evolution [1], [2]. In

fourth generation (4G) and fifth generation (5G) cellular networks, energy saving is commonly done

by minimising the transmit power subject to quality of service (QoS) constraint or by optimising

the achievable sum rate and the consumed energy ratio, i.e., the bit/Joule. The multi-user multiple

input multiple output (MU-MIMO) used in Long Term Evolution Advanced (LTE-Advanced) employs

features for achieving high spectral efficiency (SE) and EE gains. Moreover, it combines the high

capacity of MIMO processing with space division multiple access (SDMA) to increase capacity by

facilitating multiplexing data streams across multiple users in the networks [3]. To further improve

the connectivity and performance of cell edge users, cooperative relay nodes (RNs) have been added in

the MU-MIMO system to form the MU-MIMO relay networks, an integral part of the existing wireless

communication standards [4]. The additional RNs retransmit the received signal from sources to their

respective destinations to reduce the communication cost and to enhance reliability [5]. In the MU-

MIMO relay networks, RNs provide a high throughput and reliable communication coverage between
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1. INTRODUCTION AND RELATED WORKS

the sources and destinations when the direct link experiences deep fading [6], [7]. Furthermore, small

cells have been introduced to keep up with the exponential increase in data rate demand foreseen for

the 4G/5G networks. These, however, generate intra and inter-cell interferences when small-cells share

the same spectrum with the macrocell networks fitted with RN. The inter and intra-cell interference is

a key limiting factor for improving the EE of full frequency reuse cellular networks.

Due to the high-energy consumption in MU-MIMO relay communications, different scenarios

such as single-cell scenario, cooperative relaying system or cognitive radio, have been investigated.

Maximising the EE in MU-MIMO relay systems has been addressed in [8]. The EE and SE on the

uplink of a large multi-cell and single-cell MU-MIMO systems is considered. However, the authors

did not consider transceiver technique for energy consumption minimisation, one of the good

approach for energy management for such networks. Transceivers, known as pre-coder and decoder

schemes [9], are employed to manage the interferences and to optimise the EE performance in

MU-MIMO networks [10] [11]. Hence, transceiver design based on the EE maximisation and

weighted minimum mean square error (WMMSE) approach is considered in maximising EE

performance mitigating interferences in MU-MIMO relay systems. Different performance

measurements such as average minimum bit error rate (BER), WMMSE or joint design [12], can be

considered in obtaining optimum linear transceiver structure. In addition to these measurements,

convex optimisation [13] needs to be adopted in order to get optimum pre-coder and decoder design

and achieve superior performance [14]. For instance, a low complexity iterative method based on

fractional programming is proposed in [15], to solve the pseudo-concave problem and optimise the

transmit power. The authors in [16], on the other hand, considered total transmit power minimisation

in multicell MU-MIMO systems where an optimal linear pre-coder has been designed. The authors

in [17] investigated and analysed the energy consumption in a very large MU-MIMO system and

considered the impact of user equipment’s (UEs) mobility. The authors in [18] developed an iterative

joint transceiver algorithm to maximise the weighted sum-rate for downlink MU-MIMO relay

network. Moreover, an iterative algorithm to jointly optimise the multi-user and relay pre-coder in

MU-MIMO relay channel with perfect and imperfect channel state information (CSI) is proposed

in [19], maximising EE. Optimal energy efficient source and relay pre-coders are designed by [20] in

a cooperative MIMO amplify-and-forward (A-F) system. The EE is investigated in [21] with SE as

one of the constraints. This is modelled as a cube inequality to maximise the EE and satisfy the SE

requirement. In [22], an EE-SE trade-off under non-ideal power amplifier models is investigated in a

MU-MIMO system where the EE maximisation problem is solved by considering different SE

values. However, all these works do not consider a system with multiple femtocells networks, RNs

and network performance at the cell edges, this is not trivial.

101



1. INTRODUCTION AND RELATED WORKS

In this work, we go beyond the system considered in [20], [23], [24] by considering a more

realistic MU-MIMO relay systems with RNs and multiple femtocells deployed in a macrocell

coverage. The work in [20] is extended further by deriving not only the source and RN pre-coder but

the destination decoder and investigating the system performance of the cell edge users. In contrast to

aforementioned researches, a joint linear transceiver design could not be appropriate for the system

considered. Therefore, decentralised transceivers design is proposed in the MU-MIMO systems.

Furthermore, in the formulation of EE optimisation problem, different constraints are considered

depending on the performance requirement that needs to be satisfied. These constraints are the

transmit power and the QoS constraints that are used to optimise the EE and design the decentralised

energy efficient transceivers in the MU-MIMO relay systems.

The main contributions of this paper are summarized as follows. Firstly, the transceiver design for

a complete MU-MIMO relay network consisting of FUEs, MUEs CUEs is done. These UE’s transmit

to the FAPs, MBS and RNs during the first and second time slot while the RNs and MUEs transmit

to the MBS during the second time slot. The clustered CUEs transmit to the MBS through the RNs.

Simple network transceiver design is currently done in literature [19], [20]. In [19] a simple network

architecture with K-users simultaneously transmitting to the same BS through a RN is employed. A

similar architecture is investigated in [20], however, a single source node transmits through a RN

and directly to the destination node. Unlike these works, a more complex network architecture for

femtocells, RNs and MBS is considered. Moreover, the cell-edges users are investigated. Secondly,

we consider a decentralised approach for the design of pre-coders and decoders at the FAP and MBS

where each FAPs and MBS determine its own pre-coder and decoder while assuming the knowledge of

the channel state. The decentralised transceiver design is considered for this MU-MIMO relay systems

since the global CSI is not available at each base stations (FAPs, RNs and MBS). This approach

differs from [20] which consider centralised approach in the pre-coders and decoders design. In both

approaches, the optimal solution is found by alternating optimisation in which the pre-coders and

decoders are updated consecutively. However, in this work, the unknown neighbouring pre-coders are

determined using the zero-forcing (ZF) approach and an estimation error parameter ∆e. The obtained

neighbouring pre-coders facilitate the decentralised implementation and the design of optimal FUEs,

MUEs and CUEs pre-coders. Furthermore, when considering the estimation error ∆e, the average EE

performance increases for the FAPs users, MUEs and CUEs. The formulation of EE maximisation

problem is based on the same approach used in [19].

The remaining sections of the paper are organised as follows: The system model and problem

formulation are addressed in Section II. Section III gives the details on the EE maximisation and

transceiver optimisation for the FUEs and MUEs during the first time slot. Section IV describes the
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EE maximisation formulation and transceiver optimisation for CUEs through RN and MUEs during

the second time slot. Section V addresses the performance evaluation of the proposed scheme while

section VI gives the conclusion of the paper.

Notation: The following notations are used in this paper. Upper-case and lower-case bold-faced letters

are used to denote matrices and column vectors, respectively. The superscripts (·)∗, (·)H , and (·)−1

represent optimality, Hermitian and inverse operators, respectively. IN×N denotes an N by N identity

matrix. ‖ · ‖ is the Frobenius norm, and | · | represents the absolute value of a scalar. E[·] and Tr(·) are

the expectation and the trace respectively.

2 System Model

2.1 Network architecture

We consider uplink MU-MIMO relay communications composed of macrocell, femtocells and RNs.

The MUEs, which are far from the MBS, are grouped into clusters and transmit to the MBS through a

RN, are called CUEs. It is assumed that the RNs are placed at the optimal locations to avoid

interference to femtocell networks. Let K be the number of CUEs in a cluster and F the total number

of FAPs in the whole network. M denotes the MUE outside the clusters which transmit directly to

MBS. R represents the number of RN in the network, equivalent to the number of clusters. The

CUEs and FUEs transmit during the first time slot while the RNs transmit to the MBS during the

second time slot. The MUEs, on the other hand, transmit continuously during both time slots to the

MBS. This is illustrated in Figure C.1. The UEs, FAPs, RNs and MBS are equipped with Ns, Nf , NR

and NB antennas, respectively. Let ds be the data streams of the information transmitted from the kth

CUE. The intended signal from the kth CUE to the RN at the first time slot is given as

xr,k = wr,ksr,k, k = 1, · · · ,K (C.1)

where wr,k is the linear transmit pre-coder vector of the CUE with wr,k ∈ CNs×1 and corresponds

to the data symbol sr,k with the unity norm constraint ‖wr,k‖ = 1. xr,k is the signal transmitted

from the kth CUE to the rth RN . The linear transmit pre-coder matrix for K-CUE to the rth RN

can be written Wr = [wr,1,wr,2, · · · ,wr,K ] ∈ CNs×ds , its corresponding data symbol matrix is sr =

[sr,1, sr,2, · · · , sr,K ] ∈ Cds×1.

It is assumed that the node in the MU-MIMO relay system operates in the half-duplex mode and

the communication between theK-CUEs and the MBS is completed within two consecutive time slots
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Figure C.1: Illustration of an uplink MU-MIMO relay system with several CUEs, MUEs, RN and femtocells under MBS

coverage.

through the RN. The jth FAP received signal ystj in the first time slot is given as

ystj =

Ui∑

i=1

HFAP
j,i wFAP

j,i s
FAP
j,i

︸ ︷︷ ︸
desired FUE signals

at the jth FAP

+
M∑

m=1

HMUE
j,m wMUE

o,m sMUE
o,m

︸ ︷︷ ︸
macrocell inteference

outside the cluster to the jth FAP

+
F∑

f=1
f 6=j

U∑

u=1

HFAP
j,f,uwFAP

f,u s
FAP
f,u

︸ ︷︷ ︸
Other femtocells inteference

to the the jth FAP

+

R∑

r=1

K∑

k=1

HCUE
j,r,kwCUE

r,k sCUE
r,k

︸ ︷︷ ︸
interference from CUEs

transmission to RN

+ nj︸︷︷︸
noise

, (C.2)

where HFAP
j,i is channel matrix from ith FUE to jth FAP and HMUE

j,m is the channel matrix from mth

MUE to jth FAP. HFAP
j,f,u is channel matrix from the uth FUE of the f th FAP to the jth FAP while HCUE

j,r,k

is channel matrix from the kth CUE of the rth RN to the jth FAP. wFAP
j,i and sFAP

j,i are the pre-coding

matrix and its corresponding data symbol for the ith FUE of the jth FAP. wMUE
o,m and sMUE

o,m are the

pre-coding matrix and its corresponding data symbol for the mth MUE of the MBS. wFAP
f,u and sFAP

f,u

are the pre-coding matrix and its corresponding data symbol for the uth FUE of the f th FAP. wCUE
r,k

and sCUE
r,k are the pre-coding matrix and its corresponding data symbol for the kth CUE of the rth

RN. nj denotes the additive white Gaussian noise (AWGN) vector with variance (σFAP
j )2 distributed

according to CN (0, (σFAP
j )2).
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We assume that the design of the pre-coders and decoders at each FAPs and MBS are

independent of one another. Hence, to find the optimal wFAP
j,i in (C.2) at the jth FAP, we use the

estimated wMUE′
o,m ,wFAP′

f,u and wCUE′
r,k , found using ZF pre-coder with an estimation error ∆e,

wMUE′
o,m =

[
HMUE H
o,m (HMUE H

o,m HMUE
o,m )−1 + ∆e

]
, ∀m = 1 (C.3)

wFAP′
f,u =

[
HFAP H
f,u (HFAP H

f,u HFAP
f,u )−1 + ∆e

]
, ∀ u = 1 (C.4)

wCUE′
r,k =

[
HCUE H
r,k (HCUE H

r,k HCUE
r,k )−1 + ∆e

]
, ∀ k = 1, (C.5)

where ∆e is a Gaussian random number of zero mean and variance of σ2
∆e

. The received signal ystj at

the jth FAP becomes,

ỹstj =

Ui∑

i=1

HFAP
j,i wFAP

j,i s
FAP
j,i

︸ ︷︷ ︸
desired FUE signal

+

M∑

m=1

HMUE
j,m wMUE′

o,m sMUE
o,m

︸ ︷︷ ︸
MUE Inteference denoted Im

+

F∑

f=1
f 6=j

U∑

u=1

HFAP
j,f,uwFAP′

f,u sFAP
f,u

︸ ︷︷ ︸
FUE inteference denoted Iu

+

R∑

r=1

K∑

k=1

HCUE
j,r,kwCUE′

r,k sCUE
r,k

︸ ︷︷ ︸
CUE interference denoted Ik

+nj . (C.6)

The transmit powerPj,i of the ith FUE at the jth FAP must satisfyPj,i = Tr(wFAP
j,i , (wFAP

j,i )H) ≤ P ji,max
where P ji,max is the maximum transmit power for each FUE. An acceptable QoS needs to be provided

by the system to serve as many users as possible. It is expressed in form of lower threshold on the

received signal to interference plus noise ratio (SINR) at each user [25]. Due to the ZF precoders

assumed for the interference, SINRFAP
j is given by (C.7).

SINRFAP
j =

∥∥HFAP
j,i wFAP

j,i

∥∥2

M∑

m=1

∥∥∥HMUE
j,m wMUE′

o,m

∥∥∥
2

+

F∑

f=1
f 6=j

U∑

u=1

∥∥∥HFAP
j,f,uwFAP′

f,u

∥∥∥
2

+

R∑

r=1

K∑

k=1

∥∥∥HCUE
j,r,kwCUE′

r,k

∥∥∥
2

+ (σFAP
j )2INs

.

(C.7)

The achievable sum rate of the FAP communicationRFAP
sum, is formulated as

RFAP
sum =

1

2
log2(1 + SINRFAP

j ). (C.8)

The received signal ysto at the MBS during the first time slot is given as

ysto =

M∑

m=1

HMUE
o,m wMUE

o,m sMUE
o,m

︸ ︷︷ ︸
desired signal from the MUEs

to the MBS

+

R∑

r=1

K∑

k=1

HCUE
o,r,kwCUE

r,k sCUE
r,k

︸ ︷︷ ︸
Interference from the CUEs

to the MBS

+

F∑

f=1

U∑

u=1

HFAP
o,f,uwFAP

f,u s
FAP
f,u

︸ ︷︷ ︸
femtocells inteference

to the MBS

+ no︸︷︷︸
noise

, (C.9)
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where HMUE
o,m is the channel matrix of mth MUE of the MBS, HCUE

o,r,k is the channel matrix from kth

CUE of the rth RN to the MBS and HFAP
o,f,u is the channel matrix from the uth FUE of the f th FAP

to the MBS. no is the AWGN vector with variance (σMBS
o )2 distributed according to CN (0, (σMBS

o )2).

Similar to the FAP, the received signal ysto of MBS at the first time slot becomes

ỹsto =
M∑

m=1

HMUE
o,m wMUE

o,m sMUE
o,m

︸ ︷︷ ︸
desired MUE signal

+
R∑

r=1

K∑

k=1

HCUE
o,r,kwCUE′

r,k sCUE
r,k

︸ ︷︷ ︸
CUE Interference

+
F∑

f=1

U∑

u=1

HFAP
o,f,uwFAP′

f,u sFAP
f,u

︸ ︷︷ ︸
FUE inteference

+no. (C.10)

The transmit power Po,m of the mth MUE at the MBS in the first time slot must satisfy Po,m =

Tr(wMUE
o,m , (wMUE

o,m )H) ≤ P om,max, where P om,max is the maximum transmit power for each MUE at the

MBS. The SINRMBS
o is given by (C.11).

SINRMBS
o =

∥∥HMUE
o,m wMUE

o,m

∥∥2

F∑

f=1

U∑

u=1

∥∥∥HFAP
j,f,uwFAP′

f,u

∥∥∥
2

+
R∑

r=1

K∑

k=1

∥∥∥HCUE
j,r,kwCUE′

r,k

∥∥∥
2

+ (σMBS
o )2INs

. (C.11)

The achievable sum rate of the MUE communication to the MBS, denotedRMUE
sum is formulated as

RMUE
sum =

1

2
log2(1 + SINRMBS

o ). (C.12)

The received signal ystr during the first time slot at the rth RN is given as

ỹstr =
K∑

k=1

HCUE
r,k wCUE

r,k sCUE
r,k

︸ ︷︷ ︸
desired CUE signals

through the RN

+
M∑

m=1

HMUE
r,m wMUE′

o,m sMUE
o,m

︸ ︷︷ ︸
macrocell inteference

outside the cluster to the RN

+

F∑

f=1

U∑

u=1

HFAP
r,f,uwFAP′

f,u sFAP
f,u

︸ ︷︷ ︸
femtocells inteference

to the RN

+ nr︸︷︷︸
noise

, ∀ r = 1, ..., R (C.13)

where HCUE
r,k is CNR×Ns channel matrix from kth CUE to rth RN and HMUE

r,m is the channel matrix from

the mth MUE to the rth RN. HFAP
r,f,u is the channel matrix from the uth FUE of the f th FAP to the rth

RN. nr is the AWGN vector with variance (σCUE
r )2 which is distributed according to CN (0, (σCUE

r )2).

We assume a perfect CSI at all the base stations and their users. It is also assumed that the channels

are independent and identically distributed (i.i.d.) complex Gaussian random variables.

The RN receives the signal from the K-CUEs and the interferences from the FUEs and MUEs.

The signal is amplified with the RN pre-coder Fo,r and forwarded to the MBS during the second time

slot. The amplified rth transmit signal xo,r to the MBS during the second time slot is given as

xo,r = Fo,r × ỹstr , ∀ r = 1, · · · , R. (C.14)
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During the second time slot, the MUEs continuously transmit signals to the MBS while the FUEs

assume to be transmitting only during the first time slot. Therefore, the received signal yndo at the

MBS during the second time slot is written as

yndo =
R∑

r=1

Ho,rxo,r+
M∑

m=1

HMUE
o,m wMUE

o,m sMUE
o,m

︸ ︷︷ ︸
MUEs signal at the MBS

+no, (C.15)

where Ho,r is CNB×NR the channel matrix from the rth RN to the MBS and no is the AWGN vector at

the MBS with variance (σMBS
o )2 which is distributed according to CN (0, (σMBS

o )2). The interference

and noise are also amplified and forwarded to the MBS, so (C.15) becomes

yndo =
R∑

r=1

Ho,rFo,r
( K∑

k=1

HCUE
r,k wCUE

r,k sCUE
r,k

)

︸ ︷︷ ︸
1st term

+
R∑

r=1

Ho,rFo,r
( M∑

m=1

HMUE
r,m wMUE′

o,m sMUE
o,m

)

︸ ︷︷ ︸
2nd term

+

R∑

r=1

Ho,rFo,rñr
︸ ︷︷ ︸

3rd term

+

M∑

m=1

HMUE
o,m wMUE

o,m sMUE
o,m

︸ ︷︷ ︸
4th term

+ no︸︷︷︸
5th term

, (C.16)

where ñr =

( F∑

f=1

U∑

u=1

HFAP
r,f,uwFAP′

f,u sFAP
f,u + nr

)
, such that the femtocell interferences at the first time

slot are considered as noise at the MBS. From (C.16), the 2nd term is the MUE transmit signal during

the first time slot which is amplified at the RN and forwarded to the MBS during the second time slot.

This term can be cancelled at the MBS since it is known. The 3rd and 5th terms in (C.16), on the

other hand, are considered as noise and interference. The 1st and 4th are the signals to be decoded at

the MBS during the second time slot, and need to be combined to one term. With this understanding,

(C.16) can be reformulated as

yndo =
R∑

r=1

K∑

k=1

Ho,rFo,rHCUE
r,k wCUE

r,k sCUE
r,k +

M∑

m=1

HMUE
o,m wMUE

o,m sMUE
o,m + zo, (C.17)

where zo =
R∑

r=1

Ho,rFo,rñr + no. Note that during the second time slot the CUEs and MUEs are

combined into a single signal and are referred as UEs throughout this article. Moreover, the pre-coder

and decoder design at the MBS during the second time slot involves determining multiple unknown

parameters (variables) such as the UEs W and RN pre-coder Fo, the decoder Do. The following are

assumed: d̂ =
∑K

k=1 ds, N̂s =
∑K

k=1Ns, NR ≥ d̂ and N̂s > d̂. We assume that NB ≥ NR.

Defining CUEs HCUE
R,K and MUEs HMUE

o,M channel matrices and their required antennas as follows

HCUE
R,K = [HCUE

1,1 , · · · ,HCUE
R,K ], (C.18)

HMUE
o,M = [HMUE

1,1 , · · · ,HMUE
o,M ] (C.19)
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HCUE
r,k ∈ CNR×Ns ⇒ HCUE

R,K ∈ CNR×N̂s ,

HMUE
o,m ∈ CNB×Ns ⇒ HMUE

o,M ∈ CNB×N̂s .

The CUEs wCUE
R,K and MUEs wMUE

o,M pre-coders matrices and their required number of antennas are

defined as follows

wCUE
R,K =




wCUE
1,1 · · · 0
...

. . .
...

0 · · · wCUE
R,K


 , (C.20)

wMUE
o,M =




wMUE
o,1 · · · 0
...

. . .
...

0 · · · wMUE
o,M


 (C.21)

wCUE
r,k ∈ CNs×ds ⇒ wCUE

R,K ∈ CN̂s×d̂,

wMUE
o,m ∈ CNs×ds ⇒ wMUE

o,M ∈ CN̂s×d̂,

with the above assumptions, the signals, channels matrices and pre-coders for CUEs and MUEs

(during the second time slot) combined are given by (C.22, C.23, C.24), respectively,
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s =

[
sCUE

1,1 , · · · , sCUE
1,K | sCUE

2,1 , · · · , sCUE
2,K | · · · | sCUE

R,1 , · · · , sCUE
R,K︸ ︷︷ ︸

CUE transmit signals

| sMUE
o,1 , · · · , sMUE

o,M︸ ︷︷ ︸
MUE transmit signals

at 2nd time slot

]T
∈ C1×(RK+M)d̂ (C.22)

H =

[
HCUE

1,1 , · · · ,HCUE
1,K |HCUE

2,1 , · · · ,HCUE
2,K | · · · |HCUE

R,1 , · · · ,HCUE
R,K︸ ︷︷ ︸

CUE channels matrices

|HMUE
o,1 , · · · ,HMUE

o,M︸ ︷︷ ︸
MUE channel matrix

]
∈ CNR×N̂s(RK+M) (C.23)

W =




wCUE
1,1 0 0 0 · · · 0 0 · · · 0

0 wCUE
2,2 0 0 · · · 0 0 · · · 0

0 0 wCUE
3,3 0 · · · 0 0 · · · 0

0 0 0 wCUE
4,4 · · · 0 0 · · · 0

...
...

...
...

. . .
...

...
...

...

0 0 0 0 · · · wCUE
R,K 0 · · · 0

0 0 0 0 · · · 0 wMUE
o,1 · · · 0

...
...

...
...

...
...

...
. . .

...

0 0 0 0 · · · 0 0 · · · wMUE
o,M




∈ CN̂s(RK+M)×d̂(RK+M)

(C.24)

Ho = [Ho,1, · · · ,Ho,R] ∈ CNB×N̂R(R) (C.25)

Fo = [Fo,1, · · · ,Fo,R]T ∈ CNR×N̂R(R). (C.26)

The received signal yndo of the MBS in (C.17) during the second time slot is rewritten as

yndo = HoFoHWs + zo, (C.27)

where Ho and Fo are described in (C.25) and (C.26), respectively. zo ∈ CNB×1 is the AWGN vector

with variance σ2
zo which is distributed according to CN (0, σ2

zo).

The achievable sum rate of the UEs through to the MBS, denotedRUEs
sum is formulated as:

RUEs
sum(W,Fo) = log2(1 + SINRMBS-nd

o ), (C.28)

where the SINRMBS-nd
o is expressed as follows:

SINRMBS-nd
o =

‖HoFoHW‖2

σ2
zoINB

. (C.29)
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2.2 The total power consumption design

Considering each FAP, the power consumption is composed of two different parts, the dynamic P FAP
d

and static P FAP
s power consumption [26]. The total power consumption at the jth FAP, denoted P FAP

j ,

is written as:

P FAP
j =

1

2

(( Ui∑

i=1

Pj,i

)

︸ ︷︷ ︸
P FAP
d

+P FAP
s

)
. (C.30)

P FAP
s describes ordinary operations of the MBS and FAPs whereas, the P FAP

d depends on the group of

load variations. The factor 1
2 arises due to the communication process over the entire channel being

done within two consecutive time slots. The P FAP
d term is known as the aggregation of the emitted

powers and is given as:

P FAP
d = ρi

Ui∑

i=1

‖wFAP
j,i ‖2, (C.31)

where ρi is the power amplifier efficiency of the ith FUE of the jth FAP. The total power consumption

P FAP
j at the jth is rewritten as

P FAP
j =

1

2

(
ρi

Ui∑

i=1

‖wFAP
j,i ‖2 + Ps

)
. (C.32)

Similarly, the total power consumption PMUE
o of MUE at the MBS during the first time slot is

expressed as follows:

PMUE
o =

1

2

(
ρm

M∑

m=1

‖wMUE
o,m ‖2 + Ps

)
, (C.33)

where ρm is the power amplifier efficiency of the mth MUE of the MBS. In this paper, ρi, ρm = 1 for

brevity. The transmit power PCUE
r of the RN during the second time slot is given by

PCUE
r =

K∑

k=1

Tr

(
Fo,r

(
HCUE
r,k wCUE

r,k (wCUE
r,k )H(HCUE

r,k )H + (σCUE
r )2INr

)
FHo,r

)
. (C.34)

From C.18, C.20 and C.26, the transmit power of the RN during the second time slot can be rewritten

as

PCUE
r = Fo

(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + (σCUE
R )2INR

)
FHo . (C.35)

The total power consumption PMBS-nd
o at the MBS during the second time slot is:

PMBS-nd
o =

1

2

(
PCUE
r + ρm

M∑

m=1

‖wMUE
o,m ‖2

︸ ︷︷ ︸
PMUE
d during

the second time slot

+Ps

)
. (C.36)
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3 EE Maximisation and Transceiver Optimisation for FUEs and MUEs

EE has become an important design criterion in wireless communications due to rapidly rising energy

consumption in information and communication technology. The EE maximisation is subject to the

QoS and power constraints. The available power resource for transmission is constrained and needs to

be limited to a threshold.

3.1 EE problem formulation for FUEs and MUEs

The total power consumption is mainly related to the transmit power at the FAPs or MUE, dynamic

power Pd, static power Ps. The objective function is also subject to the QoS constraint, the achievable

rate constraint. The EE problem denoted ϕEE
FAP = RFAP

sum

P FAP
j

at the FAP is then formulated as follows:

max
wFAP
j,i

log2

(
1 +

∥∥HFAP
j,i wFAP

j,i

∥∥2

(σ̃FAP
j )2INs

)

(
ρi

Ui∑

i=1

‖wFAP
j,i ‖2 + Ps

) ,

s. t.
1

2
log2

(
1 +

∥∥HFAP
j,i wFAP

j,i

∥∥2

(σ̃FAP
j )2INs

)
≥ γmini

Ui∑

i=1

Tr
(

wFAP
j,i , (wFAP

j,i )H
)
≤ P ji,max, ∀i ∈ Ui. (C.37)

Let ñj =
M∑

m=1

∥∥∥HMUE
j,m wMUE′

o,m

∥∥∥
2

+
F∑

f=1
f 6=j

U∑

u=1

∥∥∥HFAP
j,f,uwFAP′

f,u

∥∥∥
2

+
R∑

r=1

K∑

k=1

∥∥∥HCUE
j,r,kwCUE′

r,k

∥∥∥
2

+ (σFAP
j )2INs ,

the denominator in (C.7) with variance (σ̃FAP
j )2 of equation (C.37), distributed according to

CN (0, (σ̃FAP
j )2) and γmini is a fixed QoS threshold. In order to maximise the EE of the FAP, the

received signal is multiplied by a decoder dFAP
j,i to recover the transmit data. Thus, the EE

optimisation problem ϕEE
FAP is solved by optimising the wFAP

j,i and the decoder dFAP
j,i iteratively. The

estimated signal ŝFAP
j,i is expressed as:

ŝFAP
j,i =

Ui∑

i=1

(dFAP
j,i )HHFAP

j,i wFAP
j,i s

FAP
j,i +

M∑

m=1

(dFAP
j,i )HHMUE

j,m wMUE′
o,m sMUE

o,m

+

F∑

f=1
f 6=j

U∑

u=1

(dFAP
j,i )HHFAP

j,f,uwFAP′
f,u sFAP

f,u +

R∑

r=1

K∑

k=1

(dFAP
j,i )HHCUE

j,r,kwCUE′
r,k sCUE

r,k + (dFAP
j,i )Hnj , (C.38)
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Similarly, the EE problem ϕEE
MUE = RMUE

sum

PMUE
t

for the MUEs at the MBS during the first time slot is

expressed as follows:

max
wMUE
o,m

log2

(
1 +

∥∥HMUE
o,m wMUE

o,m

∥∥2

(σ̃MBS
o )2INs

)

(
ρm

M∑

m=1

‖wFAP
o,m‖2 + Ps

) ,

s. t.
1

2
log2

(
1 +

∥∥HMUE
o,m wMUE

o,m

∥∥2

(σ̃MBS
o )2INs

)
≥ γminm

M∑

m=1

Tr(wMUE
o,m , (wMUE

o,m )H) ≤ P om,max. (C.39)

Let ño =

F∑

f=1

U∑

u=1

∥∥∥HFAP
j,f,uwFAP′

f,u

∥∥∥
2

+

R∑

r=1

K∑

k=1

∥∥∥HCUE
j,r,kwCUE′

r,k

∥∥∥
2

+(σMBS
o )2INs , the denominator in (C.11)

with variance (σ̃MBS
o )2 of equation (C.39), distributed according to CN (0, (σ̃MBS

o )2) and γminm is a

fixed QoS threshold. The received signal is also multiplied by a decoder dMUE
o,m to recover the transmit

MUEs data. Thus, the EE problem ϕEE
MUE is solved by optimising the wMUE

o,m and the decoder dMUE
o,m

iteratively. The estimated signal ŝMUE
o,m is formulated as

ŝMUE
o,m =

M∑

m=1

(dMUE
o,m )HHMUE

o,m wMUE
o,m sMUE

o,m

︸ ︷︷ ︸
desired MUE signal

+
R∑

r=1

K∑

k=1

(dMUE
o,m )HHCUE

o,r,kwCUE′
r,k sCUE

r,k

︸ ︷︷ ︸
CUE Interference

+

F∑

f=1

U∑

u=1

(dMUE
o,m )HHFAP

o,f,uwFAP′
f,u sFAP

f,u

︸ ︷︷ ︸
FUE inteference

+(dMUE
o,m )Hno. (C.40)

As observed, the two fractional EE objective function problems in (C.37) and (C.39) are non-convex

problem where the achievable sum-rate termsRFAP
sum andRMUE

sum are non-concave. As a result, the QoS

rate constraints are non-convex as well. Due to the non-linear fractional objective function and some

optimisation variable in the QoS constraint, these EE objective function problems and the optimum

solutions are hard to solve and derive directly. Therefore, we address this by optimising each

transceiver component iteratively such as finding the optimal pre-coders for the FUEs and MUEs

during the first time slot and their respective decoding matrices.

3.2 Optimisation of the pre-coders wFAP
j,i , wMUE

o,m and decoders dFAP
j,i , dMUE

o,m

The WMMSE approach is employed to optimise the pre-coders wFAP
j,i , wMUE

o,m and decoders dFAP
j,i ,

dMUE
o,m . This method depends on the relation between the SINR and the weighted MSE, to weaken the

non-linearity of the expression of the achievable rate. The sum rate is transformed into a WMMSE
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problem by introducing some auxiliary variables. It is known that the WMMSE is considered to be a

distributed linear pre-coder/decoder design method and converges to at least a local optimal solution

of the optimisation problem with low computational complexity [27]. By considering the estimated

signal of FAP ŝFAP
j,i , let the MSE Ei of the signal waveform estimation be given as

Ei =E
[
(ŝFAP
j,i − sFAP

j,i )(ŝFAP
j,i − sFAP

j,i )H
]

=

[( Ui∑

i=1

(dFAP
j,i )HHFAP

j,i wFAP
j,i − INs

)( Ui∑

i=1

(dFAP
j,i )HHFAP

j,i wFAP
j,i − INs

)H

+
M∑

m=1

(dFAP
j,i )HHMUE

j,m wMUE′
o,m dFAP

j,i (HMUE
j,m )H(wMUE′

o,m )H

+
F∑

f=1
f 6=j

U∑

u=1

(dFAP
j,i )HHFAP

j,f,uwFAP′
f,u dFAP

j,i (HFAP
j,f,u)H(wFAP′

f,u )H

+
R∑

r=1

K∑

k=1

(dFAP
j,i )HHCUE

j,r,kwCUE′
r,k dFAP

j,i (HCUE
j,r,k)

H(wCUE′
r,k )H + (dFAP

j,i )H(σFAP
j )2dFAP

j,i

]
. (C.41)

According to [27] [28], the achievable sum rate RFAP
sum in (C.37) can be rewritten as a weighted sum-

MSE problem as

max
vFAP
i ,dFAP

j,i

Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs), (C.42)

where vFAP
i is a weighting matrix.

The EE ϕEE
FAP optimisation problem can be reformulated by substituting the weighted sum-MSE

problem from (C.42) into (C.37). The EE optimisation problem ϕEEFAP is now expressed as

max
wFAP
j,i ,v

FAP
i ,dFAP

j,i




Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs)

(
ρi

Ui∑

i=1

‖wFAP
j,i ‖2 + Ps

)



,

s.t.
Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs) ≥ Rmini ,

Ui∑

i=1

Tr(wFAP
j,i , (wFAP

j,i )H) ≤ P ji,max. (C.43)

As noticed in (C.43), the problem is still a non-convex in terms of joint wFAP
j,i , vFAP

i and dFAP
j,i .

This is due to the non-linear fractional EE objective function. An iterative optimisation algorithm to

find wFAP
j,i , vFAP

i and dFAP
j,i is necessary to tackle this non-convexity. By fixing the wFAP

j,i and vFAP
i , then
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minimising the MSE, we can obtain the optimal linear decoder dFAP∗
j,i as [27] [28]

dFAP∗
j,i = HFAP

j,i wFAP
j,i

(
F∑

f=1
f 6=j

U∑

u=1

(HFAP
j,f,uwFAP′

f,u )(HFAP
j,f,uwFAP′

f,u )H +
R∑

r=1

K∑

k=1

(HCUE
j,r,kwCUE′

r,k )(HCUE
j,r,kwCUE′

r,k )H

+
M∑

m=1

(HMUE
j,m wCUE′

o,m )(HCUE
j,m wCUE′

o,m )H + (σFAP
j )2INs

)−1

. (C.44)

Using the optimal linear decoder, the corresponding MSE Ei matrix becomes

E∗i = INs −HFAP
j,i wFAP

j,i dFAP∗
j,i (HFAP

j,i )H(wFAP
j,i )H . (C.45)

The weighting vector vFAP
i is found from the achievable sum-rate RFAP

sum of the objective function in

the EE optimisation problem. This can easily be handle by optimising each variable while holding the

others fixed. Then, the update of the optimal weighting matrix vFAP∗
i is in closed-form and is given by

vFAP∗
i = (E∗i )

−1. (C.46)

Once the decoder dFAP
j,i and the MMSE weight matrix vFAP

i have been fixed, we consider the sum MSE

optimisation problem with respect to the pre-coder wFAP
j,i according to (C.42) and (C.43).

Theorem 1: A fractional function f(X) = M(X)
N(X) is a quasi-concave function ifM(X) is a concave

function and N(X) is a linear function with respect to the matrix variable X, respectively. Moreover,

by defining the parametric subtractive function

F (q) = max{M(X)− qN(X)}

where q is an arbitrary scalar, we confirm that F (q) is a convex and monotonically decreasing

function. For determined q, we can calculate F (q) via the standard convex optimisation method. In

fact, the problem of maximising the quasi-concave fractional function f(X) is equivalent to finding

the zero point of the F (q) with positive q [29].

Considering Theorem 1, the ϕEE
FAP optimisation problem in (C.43) is transformed into a linear

programming problem by introducing a parameter η that cause the zero output of the corresponding

subtractive function. It is also the optimal solution to the objective optimisation problem in (C.43).
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This parametric subtractive function is as given by (C.47)

gj(η, vFAP
i , dFAP

j,i ) = max
wFAP
j,i

Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs)− η
(
ρi

Ui∑

i=1

Tr
(

wFAP
j,i (wFAP

j,i )H
)

+ Ps

)

s.t.
Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs) ≥ Rmini

Ui∑

i=1

Tr(wFAP
j,i , (wFAP

j,i )H) ≤ P ji,max (C.47)

where η is updated using the Dinkelbach’s algorithm [30] [31]. Thus, we derive the Lagrange

multipliers method µ1, µ2 ≥ 0 into the QoS and power constraints of (C.47) resulting in the

Lagrangian function expressed in (C.48)

L(wFAP
j,i , η, µ1, µ2) = log2 (vFAP

i )− Tr(vFAP
i Ei) + Tr(INs)− η

(
ρi

Ui∑

i=1

Tr
(
wFAP
j,i (wFAP

j,i )H
)

+ Ps

)

− µ1

( Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs)−Rmini

)

− µ2

(
Ui∑

i=1

Tr(wFAP
j,i , (wFAP

j,i )H)− P ji,max

)
. (C.48)

From (C.48), the Lagrange dual function is defined as [18]

g(µ1, µ2) = maxwFAP
j,i
L(wFAP

j,i , η, µ1, µ2) (C.49)

Moreover, the dual problem is described as

minµ1,µ2≥0g(µ1, µ2). (C.50)

For any µ1 and µ2, we can obtain the dual function by solving the maximisation problem in (C.49).

The maximisation problem can be solved by setting the gradient of the Lagrange dual function to zero,
∂L(wFAP

j,i ,η,µ1,µ2)

∂wFAP∗
j,i

= 0. With µ1, µ2 ≥ 0, as the Lagrange multipliers corresponding to the QoS and

power constraints respectively. After mathematical manipulation, the optimal FAP pre-coder wFAP∗
j,i is

obtained as

wFAP∗
j,i =

(
(1 + µ1)

Ui∑

i=1

HFAP
j,i dFAP′

j,i vFAP
i (HFAP

j,i )H(dFAP′
j,i )H + (η + µ2)INs

)−1

× (HFAP
j,i )HvFAP

i dFAP
j,i . (C.51)

The Lagrange multipliers µ1 and µ2 are updated as follows [9], [18]

µ
(n+1)
1 =

[
µ

(n)
1 −

Ui∑

i=1

log2 (vFAP
i )− Tr(vFAP

i Ei) + Tr(INs)−Rmini

]+

, (C.52)

µ
(n+1)
2 =

[
µ(n) −

( Ui∑

i=1

Tr
(

(wFAP
j,i )(n+1), ((wFAP

j,i )(n+1))H
)
− P ji,max

)]+

. (C.53)
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They are updated until L(η, µ1, µ2,wFAP
j,i ) ≈ gj(η, vFAP

i , dFAP
j,i ) ≈ 0.

Similarly, by considering the estimated signal ŝMUE
o,m , let the MSE Em of the signal waveform

estimation be expressed as

Em = E
[
(ŝMUE
o,m − sMUE

o,m )(ŝMUE
o,m − sMUE

o,m )H
]

=

[( M∑

m=1

(dMUE
o,m )HHMUE

o,m wMUE
o,m − INs

)(
M∑

m=1

(dMUE
o,m )HHMUE

o,m wMUE
o,m − INs

)H

+
F∑

f=1

U∑

u=1

(dMUE
o,m )HHFAP

o,f,uwFAP′
f,u dMUE

o,m (HFAP
o,f,u)H(wFAP′

f,u )H

+
R∑

r=1

K∑

k=1

(dMUE
o,m )HHCUE

o,r,kwCUE′
r,k dMUE

o,m (HCUE
o,r,k)

H(wCUE′
r,k )H + (dMUE

o,m )H(σMBS
o )2dMUE

o,m

]
. (C.54)

The weighted sum-MSE problem for the MUE is formulated using (C.54) and the RMUE
sum in (C.39)

as [27], [28]

max
vMUE
m ,dMUE

o,m

M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs), (C.55)

where vMUE
m is a MUE weighting vector.

Thus, the EE ϕEE
MUE optimisation problem is reformulated by substituting the weighted sum-MSE

problem in (C.55) into (C.39). The EE optimisation problem ϕEE
MUE is rewritten as

max
wMUE
o,m ,vMUE

m ,dMUE
o,m




M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs)

(
ρm

M∑

m=1

‖wFAP
o,m‖2 + Ps

)



,

s.t.
M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs) ≥ Rminm

M∑

m=1

Tr(wMUE
o,m , (wMUE

o,m )H) ≤ P om,max. (C.56)

The problem in (C.56) is non-convex due to the non-linear fractional EE objective function. To find the

wMUE
o,m , vMUE

m and dMUE
o,m , an iterative algorithm is necessary to tackle the non-convexity of this problem.

After fixing wMUE
o,m and vMUE

m , the optimal linear decoder dMUE∗
o,m is found as [27]

dMUE∗
o,m = HMUE

o,m wMUE
o,m

(
F∑

f=1

U∑

u=1

(HFAP
o,f,uwFAP′

f,u )(HFAP
o,f,uwFAP′

f,u )H

+
R∑

r=1

K∑

k=1

(HCUE
o,r,kwCUE′

r,k )(HCUE
o,r,kwCUE′

r,k )H + (σMBS
o )2INs

)−1

. (C.57)
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Using the optimal linear decoder dMUE∗
o,m , the corresponding MSE Em matrix becomes

E∗m = INs −HMUE
o,m wMUE

o,m dMUE∗
o,m (HMUE

o,m )H(wMUE
o,m )H . (C.58)

Then, the MUE weighting matrix vMUE
m is designed using the achievable sum-rate RMUE

sum from the

objective function of the EE optimisation problem. This can easily be handle by optimising each

variable while holding the others fixed. The update of the optimal weighting matrix vMUE∗
m is in a

closed-form given by

vMUE∗
m = (E∗m)−1. (C.59)

With the fixed decoder dMUE
o,m and the MUE weighting matrix vMUE

m , we consider the sum MSE

optimisation problem with respect to MUE pre-coder wMUE
o,m according to (C.55) and (C.56) which

can be formulated as a linear programming problem.

Similarly to the problem transformation of ϕEE
FAP, the EE objective optimisation problem ϕEE

MUE in

(C.56) is transformed into a linear programming problem by introducing the parameter τ that causes

the zero output of the corresponding subtractive function. This parameter is also the optimal solution

to the objective optimisation problem in (C.56). This parametric subtractive function is formulated as

given in (C.60)

go(τ, vMUE
m , dMUE

o,m ) = max
wMUE
o,m

M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs)

− τ
(
ρm

M∑

m=1

Tr
(

wMUE
o,m (wMUE

o,m )H
)

+ Ps

)

s.t.
M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs) ≥ Rminm

M∑

m=1

Tr(wMUE
o,m , (wMUE

o,m )H) ≤ P om,max. (C.60)

The optimal pre-coder wMUE
o,m is obtained by fixing the parameter τ using the Dinkelbach’s algorithm,

the problem in (C.60) becomes a standard convex optimisation problem. Thus, we derive the Lagrange

multiplier method λ1, λ2 ≥ 0 into the QoS and power constraints of (C.60) resulting in the Lagrange
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function expressed as in (C.61).

L(τ, λ1, λ2,wMUE
o,m ) =

M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs)

− τ

(
ρm

M∑

m=1

Tr
(
wMUE
o,m (wMUE

o,m )H
)

+ Ps

)

− λ1

( M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs)−Rminm

)

− λ2

(
M∑

m=1

Tr(wMUE
o,m , (wMUE

o,m )H)− P om,max

)
(C.61)

From (C.61), the Lagrange dual function is defined as follows [18]:

g(λ1, λ2) = maxwMUE
o,m
L(wMUE

o,m , τ, λ1, λ2). (C.62)

Moreover, the dual problem is described as

minλ1,λ2≥0g(λ1, λ2). (C.63)

For any λ1 and λ2, we can obtain the dual function by solving the maximisation problem in (C.62).

The maximisation problem can be solved by setting the gradient of the Lagrange dual function to zero

as ∂L(wMUE
o,m ,τ,λ1,λ2)

∂wMUE∗
o,m

= 0. With λ1, λ2 ≥ 0, as the Lagrange multiplier corresponding to the power

constraint, the first order optimality condition of the Lagrange function with respect to each wMUE∗
o,m

yield

wMUE∗
o,m =

(
(1 + λ1)

M∑

m=1

HMUE
o,m dMUE′

o,m vMUE
m (HMUE

o,m )H(dMUE′
o,m )H + (τ + λ2)INs

)−1

× (HMUE
o,m )HvMUE

m dMUE
o,m . (C.64)

The Lagrange multipliers λ1 and λ2 are updated as [9], [18]

λ
(n+1)
1 =

[
λ

(n)
1 −

M∑

m=1

log2 (vMUE
m )− Tr(vMUE

m Em) + Tr(INs)−Rminm

]+

, (C.65)

λ
(n+1)
2 =

[
λ

(n)
2 −

( M∑

m=1

Tr
(

(wMUE
o,m )(n+1), ((wMUE

o,m )(n+1))H
)
− P om,max

)]+

. (C.66)

The Lagrange multipliers are updated until L(τ, λ1, λ2,wMUE
o,m ) ≈ go(τ, vMUE

m , dMUE
o,m ) ≈ 0.

3.3 EE Maximisation Algorithms

The convergence of the proposed schemes in section 3.2 depends on the Lagrange multipliers. Both

the pre-coder and decoder matrices are fixed with initial values, then update at each iteration in order

118



4. EE MAXIMISATION AND TRANSCEIVER OPTIMISATION FOR CUES THROUGH RN AND MUES
DURING THE SECOND TIME SLOT

to find their optimal values. The Lagrange multipliers are also updated at each iteration until the

algorithm converges. Algorithm 6 describes the iterative EE maximisation of the FAP networks while

Algorithm 7 gives the details of the EE maximisation of the MUEs at the first time slot.

Algorithm 6 Iterative EE maximisation of the FAP networks during the first time slot

1: Initialize and construct the channel matrix H

2: Initialize the FUE pre-coders with each element drawn i.i.d. from the standard Gaussian

distribution CN (0, 1)

3: Initialize the weighted vector vFAP(0)
i as Gaussian distribution

4: Set n = 0, µ(0) = 0

5: for j = 1, · · · , F do

6: Repeat

7: Calculate dFAP(n+1)
j,i by eq. (C.44) for given vFAP(n)

i ,wFAP(n)
j,i , µ

(n)
1 and µ(n)

2 .

8: Update vFAP(n+1)
i by eq. (C.46) and wFAP(n+1)

j,i by solving eq. (C.47) and (C.51) using the

WMMSE method with dFAP(n+1)
j,i , µ(n)

1 and µ(n)
2 .

9: Update µ(n+1)
1 and µ(n+1)

2 by eq. (C.52) and (C.53) for the given dFAP(n+1)
j,i and wFAP(n+1)

j,i

10: set n = n+ 1

11: Until gj(µ
(n)
1 , µ

(n)
2 ,wFAP(n)

j,i ) ≈ 0

12: Return: the optimal wFAP∗
j,i , dFAP∗

j,i , µ1 and µ2

4 EE Maximisation and Transceiver Optimisation for CUEs through

RN and MUEs during the second time slot

The fractional programming method and the parameter subtractive function is applied to determine

the RN pre-coder. The weighted sum MSE approach is used to simplify the EE optimisation problem

and to determine the RN pre-coder by solving a standard convex optimisation problem. With the

obtained optimal RN pre-coder, the parameter subtractive function, Lagrange multipliers and

WMMSE technique are employed to jointly obtained the optimal UEs pre-coders. Then the

parameters in the parameter subtractive function are updated with the Dinkelbach’s algorithm.
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Algorithm 7 Iterative EE maximisation of the MUEs during the first time slot

1: Initialize and construct the channel matrix H

2: Initialize the MUE pre-coders with each element drawn i.i.d. from the standard Gaussian

distribution CN (0, 1)

3: Initialize the weighted vector vMUE(0)
m as Gaussian distribution

4: Set n = 0, λ(0) = 0

5: for m = 1, · · · ,M do

6: Repeat

7: Calculate dMUE(n+1)
o,m by eq. (C.57) for given vMUE(n)

m ,wMUE(n)
o,m , λ1(n) and λ(n)

2 .

8: Update vMUE(n+1)
m by eq. (C.55) and wMUE(n+1)

o,m by solving eq. (C.60) and (C.64) using the

WMMSE method with dMUE(n+1)
o,m , λ

(n)
1 and λ(n)

2 .

9: Update λ(n+1)
1 and λ(n+1)

2 by eq. (C.65) and (C.66), respectively for the given dMUE(n+1)
o,m and

wMUE(n+1)
o,m

10: set n = n+ 1

11: Until gj(λ
(n)
1 , λ

(n)
2 ,wMUE(n)

o,m ) ≈ 0

12: Return: the optimal wMUE∗
o,m , dMUE∗

o,m , λ1 and λ2

4.1 EE problem formulation for UEs

The EE problem denoted ϕEE
UEs = RUEs

sum

PMBS-nd at the MBS during the second time slot is formulated as in

(C.67).

max
W

log2

(
1 +
‖HoFoHW‖2

σ̃2
zoINB

)

(
Tr
(

Fo
(

HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
+ Tr(Wo,M , (Wo,M )H) + Ps

)

s. t.
1

2
log2

(
1 +
‖HoFoHW‖2

σ̃2
zoINB

)
≥ γmino

Tr

(
Fo
(

HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
≤ PmaxR

Tr(Wo,M , (Wo,M )H) ≤ Pmaxo (C.67)

As observed, the objective function in (C.67) is not convex due to the non-linear fractional optimisation

as well as the QoS constraint. Thus, identifying a solution of this problem directly is quite complicated.

To address this non-convexity problem, an iterative optimisation approach to design the transceiver is

done in the next subsection.
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4.2 Optimisation of RN pre-coder and Receiver decoder

We describe the method to optimally design pre-coders for the UEs (CUEs and MUEs) W, the RN

pre-coding matrix Fo and the decoders Do at the MBS during the second time slot to maximise the EE

optimisation problem ϕEE
UEs in MU-MIMO relay networks. This maximises the UEs data rate under

the maximum transmit power P rk,max and QoS constraints. The WMMSE and achievable sum-rate is

considered for W,Fo and Do design. Hence, the received signal in (C.27) is multiplied by the decoder

(Do)
H and used to write the WMMSE optimisation problem by introducing some auxiliary variables.

To obtain the desired signal from the RN and UEs at the MBS, the estimated received signal ŝo is

multiplied by the decoder matrix (Do)
H becoming

ŝo = (Do)
Hyndo , (C.68)

where Do ∈ CNB×d̂ is the decoder matrix used at the MBS to retrieve the transmitted CUE signal

through the RN and the MUEs at the second time slot. After substitution of the yndo in (C.68), the

estimated received signal ŝo is

ŝo = (Do)
HHoFoHWs + (Do)

Hzo. (C.69)

The MSE covariance matrix Eo is designed as

Eo = E
[
(ŝo − s)(ŝo − s)H

]

=

[(
(Do)

HHoFoHW− INB

)(
(Do)

HHoFoHW− INB

)H
+ (Do)

Hσ2
zoDo

]
. (C.70)

From (C.70), the weighted sum MSE problem can be formulated as [27]

max
Vo,Do

log2 (Vo)− Tr(VoEo) + Tr(INB
), (C.71)

where Vo is a weighting matrix. After substituting the MSE covariance matrix into (C.67), the EE

optimisation problem ϕEE
UEs is given by (C.72).

max
W,Fo,Vo,Do

log2 (Vo)− Tr(VoEo) + Tr(INB
)(

Tr
(

Fo
(

HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
+ Tr(Wo,M ,WH

o,M ) + Ps

)

s. t. log2 (Vo)− Tr(VoEo) + Tr(INB
) ≥ RminB

Tr

(
Fo
(

HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
≤ PmaxR

Tr(Wo,M ,WH
o,M ) ≤ Pmaxo . (C.72)
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This problem can be solved by fixing any three of the four variables W,Fo,Vo,Do. These variables

become convex with respect to each other. So an iterative algorithm can be employed to solve (C.72)

by sequentially fixing three of the four variables and updating the fourth. The MMSE decoder Do is

written as [27]

D∗o = argminDo
Tr(Eo), (C.73)

with ∂Tr(Eo)
∂Do

= 0, the optimal MMSE decoder is obtained as

D∗o = HH
o FHo HHWH

(
HoFoHWHH

o FHo HHWH + σ2
zoINB

)−1

. (C.74)

Hence, the MSE covariance matrix E∗o is given by

E∗o = INB
− D∗oHoFoHW. (C.75)

Since the weighted matrix Vo exists only in the numerator in problem (C.72), with the fixed W, Fo

and Do, the optimal weighted matrix V∗o is obtained as

V∗o = (Eo)−1. (C.76)

For the fixed UEs pre-coder W and relay pre-coder Fo, the decoder at the MBS Do is updated as given

in (C.74) and the weighted matrix Vo is updated as given in (C.76). Therefore, to obtain the relay

pre-coder Fo, the EE optimisation ϕEE
UEs is reformulated as given in (C.77).

max
Fo

log2 (Vo)− Tr(VoEo) + Tr(INB
)− ω

(
Tr
(

Fo
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)

+ Tr(Wo,M ,WH
o,M ) + Ps

)

s. t. log2 (Vo)− Tr(VoEo) + Tr(INB
) ≥ RminB

Tr
(

Fo
(

HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
≤ PmaxR . (C.77)

The Lagrangian function is written as given in (C.78).

L(Fo, ω, γ1, γ2) = log2 (Vo)− Tr(VoEo) + Tr(INB
)

− ω
(

Tr
(

Fo
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)

+ Tr(Wo,M ,WH
o,M ) + Ps

)
+ γ1

(
log2 (Vo)− Tr(VoEo) + Tr(INB

)−RminB

)

− γ2

(
Tr
(

Fo
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
− PmaxR

)
. (C.78)
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The KKT conditions are employed to solve the problem in (C.77) and are given by [18]

∂L(Fo, ω, γ1, γ2)

∂Fo
= 0, (C.79)

log2 (Vo)− Tr(VoEo) + Tr(INB
) ≥ RminB , (C.80)

γ1

[
log2 (Vo)− Tr(VoEo) + Tr(INB

)−RminB

]
, (C.81)

[
Tr
(

Fo
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
≤ PmaxR

]
, (C.82)

γ2

[
Tr
(

Fo
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo

)
− PmaxR

]
, (C.83)

γ1, γ2 ≥ 0. (C.84)

After mathematical calculation, we can derive the relay pre-coder Fo as

F∗o =

(
(1 + γ1)DoHoHWVo(Do)

HHH
o HHWH + (ω + γ2)φ

)−1

Vo(Do)
HHoHHWH , (C.85)

where φ =
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
, ω is updated using the Dinkelbach’s

algorithm [31], and γ2 is determined from (C.83) and (C.84) by a bisection search with respect to the

relay power constraint only. Assuming γ2 = 0, we can test if the relay transmit power constraints in

(C.82) is met, then γ2 = 0. Otherwise, γ2 can be solved by substituting (C.85) into the equation of[
Tr
(

Fo(γ2)
(
HCUE
R,KWCUE

R,K(WCUE
R,K)H(HCUE

R,K)H + σ2
RINR

)
FHo (γ2)

)
= PmaxR

]
[18]. The Lagrange

multiplier γ1, on the other hand, is similarly updated as in (C.97). For the fixed decoder Do, weighted

matrix Vo and the relay pre-coder Fo, the UEs pre-coder W can be updated by solving the EE

optimisation problem for the UEs where the MUEs and relay transmit power constraints during the

second time slot must be included as well. Therefore, the EE optimisation problem ϕEE
UEs is

reformulated as given in (C.86).

f(η,W,Fo,Do) = max
W

log2 (Vo)− Tr(VoEo) + Tr(INB
)

− τ
(

Tr
(
Fo
(
HWWHHH + σ2

zoINB

)
FHo
)

+ Ps

)

s. t. log2 (Vo)− Tr(VoEo) + Tr(INB
) ≥ RminB

Tr
(

Fo
(
HWWHHH + σ2

zoINB

)
FHo

)
≤ PmaxR . (C.86)
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The Lagrangian function is written as given in (C.87).

L(W, α, δ1, δ2) = log2 (Vo)− Tr(VoEo) + Tr(INB
)

− α
(

Tr
(

Fo
(

HWWHHH + σ2
zoINB

)
FHo

)
+ Ps

)

− δ1

(
log2 (Vo)− Tr(VoEo) + Tr(INB

)−RminB

)

− δ2

(
Tr
(

Fo
(

HWWHHH + σ2
zoINB

)
FHo

)
− PmaxR

)
. (C.87)

From (C.87), the Lagrange dual function can be defined as

f(δ1, δ2) = maxWL(W, α, δ1, δ2). (C.88)

Moreover, the dual problem is described as

minδ1,δ2≥0f(δ1, δ2). (C.89)

For any δ1 and δ2, we can obtain the dual function by solving the maximisation problem in (C.88).

The maximisation problem can be solved by setting the gradient of the Lagrange dual function to zero

as ∂L(W,α,δ1,δ2)
∂W∗ = 0. The KKT conditions are employed to solve the problem in (C.86) and are given

by

∂L(W, α, δ1, δ2)

∂W
= 0, (C.90)

log2 (Vo)− Tr(VoEo) + Tr(INB
) ≥ RminB , (C.91)

δ1

(
log2 (Vo)− Tr(VoEo) + Tr(INB

)−RminB

)
, (C.92)

Tr
(

Fo
(
HWWHHH + σ2

zoINB

)
FHo

)
≤ PmaxR , (C.93)

δ2

[
Tr
(

Fo
(
HWWHHH + σ2

zoINB

)
FHo

)
− PmaxR

]
, (C.94)

δ1, δ2 ≥ 0. (C.95)

After mathematical calculation, we can derive the UEs pre-coder W as

W∗ =

(
(1 + δ1)DoHoHFoVo(Do)

HHH
o HHFHo + (α+ δ2)

(
HFoFHo HH

))−1

× Vo(Do)HoHHFHo , (C.96)

where the update of the Lagrange multiplier is given by

δ
(n+1)
1 =

[
δ

(n)
1 − log2 (Vo)− Tr(VoEo) + Tr(INB

)

]+

, (C.97)

δ
(n+1)
2 =

[
δ

(n)
2 −

(
Fo
(

HW(n+1)(W(n+1))HHH + σ2
zoINB

)
FHo

)
− PmaxR

]+

. (C.98)
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4.3 EE Maximisation Algorithm for the UEs

Algorithm 8 describes the iterative EE maximisation of the the UEs at the second time slot

Algorithm 8 Iterative EE maximisation of the UEs (CUEs through RN and MUEs during the second

time slot)
1: Initialize and construct the channel matrices H and Ho according to (C.23) and (C.25),

respectively.

2: Initialize the UEs pre-coders W(0) with each element drawn i.i.d. from the standard Gaussian

distribution CN (0, 1), based to the dimension in (C.24).

3: Initialize the weighted matrix V(0) as Gaussian distribution CN (0, 1)

4: Set n = 0, δ(0)
1 , δ

(0)
2 = 0

5: Repeat

6: Calculate D(n+1)
o by (C.74) for given V(n)

o ,F(n)
o ,W(n)

7: Update V(n+1)
o by (C.76) for given D(n+1)

o ,F(n)
o ,W(n) by solving (C.47) using the WMMSE

method

8: Solve (C.77) for given D(n+1)
o , V(n+1)

o , W(n), δ(n)
1 , δ

(n)
2 and update F(n+1)

o by (C.85).

9: Calculate W(n+1) by (C.96) after solving (C.86)

10: Update δ(n+1)
1 and δ(n+1)

2 by (C.97) and (C.98) respectively after solving (C.87) for the given

W(n+1) and F(n+1)
o

11: set n = n+ 1

12: Until f(η,W,Fo,Do) ≈ 0

13: Return: the optimal W∗,F∗o,D∗o
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5 Performance Evaluation

In this section, we present the performance of the proposed algorithms to maximise the EE in

MU-MIMO relay systems. The simulation results are provided to validate and demonstrate the

effectiveness of proposed schemes. The following simulation parameters are considered: F = 5

FAPs each having U = 2 FUEs, M = 10 MUEs, R = 3 clusters, each having K = 5 CUEs with

Ns = 2, NR = {2, 4}, NB = 10, ds = 2. All users are uniformly distributed into the macrocell

coverage area. The channel coefficients for the FAPs, MUEs and CUEs are i.i.d complex Gaussian

variables with zero mean and unit variance (they are generated as CN (0, 1) i.e. Rayleigh fading). It

is assumed that the circuit power consumption Pc = 7 (dB) [32]. We assume the message sFAP
j,i , s

MUE
o,m

and sCUE
r,k = ±1 each with equal probability. The perfect CSI of the uplink MU-MIMO relay channel

is considered where the average EE achieved by the proposed schemes for the FAPs and the MUEs

during the first time slot and the UEs (CUEs through RN and MUEs) during the second time slot are

compared with that achieved by another scheme. It is worth mentioning that the CUEs distance dk to

the RN and the RN distance dr to the MBS are generated as specified in [33] such that the RN helps

the CUEs to experience a better QoS. The "proposed scheme" for UEs is compared with the

algorithm described in [34] and hereby referred to as "EE based DAM".
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Figure C.2: Average EE versus the maximum UEs transmit powers for Ns = 2, NR = 2, 4.
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Fig. C.2 illustrates the average EE performance as function of the PUEsmax(dB) of the "proposed

scheme" for the UEs and the "EE based DAM" whenNR = {2, 4}withNs = 2. It can be observed that

the achievable average EE for the UEs increases as the NR increases for both algorithms. However,

the "proposed scheme" for the UEs achieves a higher EE performance when compared to the "EE

based DAM", specifically when the NR increases. This is due to the fact that the "proposed scheme"

explores the multiplexing gain at each node while the "EE based DAM" is only based on the scalarized

SINR formulation.

Fig. C.3 shows the average EE performance of the UEs for different values of σ2
∆e

, varying

between 0.01 and 0.11. The simulation considered NR = 2 and Ns = 2 for Pmax
UEs = 15(dB). It is

observed that the average EE performance for maximum UEs transmit power keep increasing when

σ2
∆e

increases until σ2
∆e

= 0.05. This shows that adding an estimation error to the ZF assumption

considered in section 2, improves the average EE performance for the UEs to a maximum value of

σ2
∆e

, where the optimum EE performance for the UEs is achieved, after which, it deteriorates.
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Figure C.3: Average EE versus the different value of σ2
∆e

for the UEs with Ns = 2, NR = 2.
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The numerical result of the average EE versus the maximum relay transmit power Pmax
R (dB) is

illustrated in Fig. C.4. Similarly to Fig. C.2, the "proposed scheme" outperforms the "EE based

DAM". It is worth mentioning that in the algorithms, the intended signal and the noise are amplified at

the RN and forwarded to the MBS. It can be seen that both algorithms saturate at a certain value due

to the A-F technique used at the RN.
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Figure C.4: Average EE versus the maximum RN transmit power for Ns = 2, NR = 2, 4.
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The average EE performance versus the number of iteration for the "proposed scheme-UEs" and

the "EE based DAM" in Fig. C.5. As observed, both schemes have good convergence rate regardless

the number of antennas. However, the higher EE performance is achieved by the "proposed scheme-

UE" for different set of value of Ns and NR. Moreover, increasing NR, also improves the achievable

EE performance which is attributed to the increasing multi-antenna multiplexing gain.
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Figure C.5: Average EE versus the number of iteration for Ns = 2, NR = 2, 4.

Fig. C.6 demonstrates the average EE performance of the MUEs and FAPs as a function of

different values of σ2
∆e

during the first time slot. It is observed that the maximum average EE for the

both, MUEs and FAPs is achieved at σ2
∆e

= 0.06 with the transmit power 15dB. This confirms the

high performance of the proposed schemes in terms of the average maximum EE versus the transmit

power for MUEs and FAPs when σ2
∆e

= 0.06. Besides, it can be seen that the "proposed scheme for

MUE" performs higher than the "proposed scheme for FAP" in terms of average EE at all values of

σ2
∆e

. This is due to the multi-antenna diversity exploited by the MUEs. Due to the space

consideration, we omitted the performance of the EE maximisation versus the maximum transmit

powers for the MUEs and FAPs during the first time slot.
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Figure C.6: Average EE versus the different value of σ2
∆e

for the MUEs and FAPs.

6 Conclusion

In this article, we proposed EE maximisation algorithm in the MU-MIMO relay networks. The

decentralised approach was considered for the FAPs, MUEs and UEs transceiver designs while the

ZF solution with estimation values helped to design the unknown interfering terms. The

non-convexity of the formulated EE maximisation problems were addressed by designing iterative

algorithms and the corresponding parametric subtractive function to optimise the different

transceivers. Moreover, the FAPs, MUE and UEs transceivers were designed based on the WMMSE

and Lagrange duality approach in order to achieve optimality and better performance. The

performance evaluation demonstrated the higher achievable maximum EE performance when

compared to other scheme. The EE maximisation performance of the proposed schemes was shown

to increase by use of estimation value. Future lines of research could consider an EE optimisation in

a massive MU-MIMO relay system with a robust transceiver design.
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Conclusion and Future Works

This thesis addressed three different challenges in the LTE-Advanced femtocell networks namely, the

efficient coverage extension, interference management and EE optimisation. The details of the

cellular network evolution and background informations on the LTE-Advanced network are widely

investigated in the introduction part of this thesis. Despite the significant benefits of deploying

LTE-Advanced femtocells and RNs into a macrocell coverage to increase the network capacity or to

extend the coverage in a cost-effective way, interference and EE were identified as the largest

challenges in such networks resulting from the transmit power disparity in cells of different classes.

These challenges are among the major obstacles to future capacity improvement and coverage

enhancements. Thus, the investigation for efficient management solutions to achieve promising

performance gains being paramount to this research. The different mitigation approaches and

research methodology are studied towards designing appropriate algorithms to assure an efficient and

optimal coverage extension, interference management and EE optimisation in a case of imperfect and

perfect CSI. The next sections summarise the research contribution of this thesis and give direction

for the future works.

1 Summary of the Research Contributions

In the first article, paper A, the energy efficient RN placement in the LTE-Advanced femtocell system

was investigated to maximise the coverage extension subject to the energy cost constraint. The

EEORNP algorithm based on the greedy algorithm was designed using the sub-modularity and

monotonicity optimisation satisfying the Matroid rank function constraint for an effective and

optimal RNs deployment. The presented simulation results proved the out-performance of the

proposed algorithm over the other schemes.

In the second article, paper B, the performance of CUEs was investigated by considering half-

duplex communication of the CUEs to the MBS through RNs and the interference management in the

resulting MU-MIMO relay systems. Due to the distributed architecture of MU-MIMO relay systems,

we designed decentralised transceivers for each sub-optimal minimum sum MSE problems to manage
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the interferences. The ZF solutions were assumed in the design of the unknown interference terms.

Moreover, channel estimation errors and MMSE approach were employed to design the transceivers

for MUEs, CUEs, RNs and femtocells to achieve better performance in a more realistic scenario. The

results have shown the performance of the proposed decentralised schemes based channel estimation

when estimation values are added to the ZF assumption, in terms of BER evaluation.

In the last article, paper C, the EE optimisation was investigated in MU-MIMO relay systems.

We proposed decentralised pre-coder and decoder schemes using WMMSE approach and Lagrange

duality to achieve optimality. The unknown interference terms were designed with the ZF assumption

and the estimation values were added to the ZF solutions in order to improve the performance of

the proposed decentralised schemes. The simulation results were presented to show the performance

of the proposed decentralised algorithms with the ZF solutions. The average EE as a function of

different estimation values was also presented. These results shown that adding estimation values to

the ZF solutions improves the average EE evaluation until the maximum estimation value is achieved

and decreases after then. In the main, the research objectives listed in this thesis were successfully

achieved.

2 Future Works

This section provides some insight into possible future lines of research that could extend to this and

other contributions on the topic of EE and interference management in future cooperative mobile

networks. While the models presented within this thesis are not extensively complex, further

refinement and upgrades are still expected to provide the same overall results, conclusions, and

recommendations. Following the lines of this thesis, a minor upgrade could be that of considering a

wider network with multiple antennas such as massive MIMO, providing a richer comparison

between the potential energy saving and applicability of different features. In the light of the

conclusion, future research items, with respect to the articles of the thesis on the LTE-Advanced

femtocell network aforementioned include:

• On the interference management issue, the proposed decentralised algorithms could consider

the interference alignment approach to align the interference terms instead of the ZF

assumption in order to get better network performance in a massive MIMO network. In

addition, when considering pilot-channel estimation, the pilot contamination transceiver will

need to be designed in order to manage the pilot contamination challenges.

• On the EE optimisation challenge, the decentralised transceivers are based on the assumption

of the perfect CSI. Future work could considered the effect of imperfect CSI in the
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decentralised transceivers designs in massive MIMO network. The imperfect CSI in the EE

optimisation problem is a practical consideration that degrades the performance of the network

and thus should be examined. Moreover, channel estimation errors could also be considered in

the channel model.
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