




































































































































































































































































The plot shows also the curve fit to the correlation curve using a polynomial regression. 

A plot of the residuals is also given which indicates the bounds of the fluctuations of the 

data points with respect to the curve fit. For a good calibration curve the plot of the 

residuals ideally indicate a random fluctuation within the boundaries close to zero. The 

blue line in (a) is a scatter plot of the correlation of the measured data points from the 

NIP and from the DSRD2 while the red line is the fitting curve which is used to calibrate 

the DSRD2. The values of the measurements obtained from the NIP were multiplied by 

100 the magnitudes of the measurements from both instruments. This is because the 

signal from the DSRD2 is 100 times larger than the signal from the NIP. The curve fit is 

a polynomial regression of 5' order given by 

P = Pxx
5 + P2x

4 + P3x3 + P4x2 + P5x + P6 (4.2) 

where Pi, P2, .P6 are the polynomial coefficients whose values are given in Table 4.9 

and x represents the data points. The plot in (a) indicates a fairly good fit. However, the 

plot of the residuals indicates a small skew towards the negative. This means that the 

margin of deviation ot the measured points to the curve fit is small. Thus, the magnitude 

of errors introduced by the calibration curve is somewhat negligible. 

Table 4.9: A summary of the 5 order polynomial coefficients of the curve fit used for 
calibration of the DSRD2. The errors that the calibration curve introduces to the 
measurements with the DSRD2 are also presented. 

Polynomial coefficients 
Pi 

8.656 
P. 

-21.07 

SSE 
28.987 

P3 

17.4 
P4 

-5.539 
Goodness of fit 

R 
0.9850 

P5 
1.324 

P& 
-0.03785 

RMSE 
0.01657 
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The table indicates that the R value is 0.9850 and this is close to unity. The value of the 

root-mean-square-error is 0.01657 which is close to zero. The 5 order polynomial 

regression was chosen because it gives the best prediction when tested with other sets of 

data measured on different dates under different weather conditions. This is not so with 

other polynomials. 

Figure 4.32 is a plot of correlation (a) together with the plot of residuals (b). The curve fit 

is a polynomial regression of 9 order given by 

P = P^x9 + P2x
s + Pjjr7 + P4x

6 + PgXs + P66x 4 P7x* + Pgx
2 + P9x + Pl0 (4.3( 
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Figure 4.32: A plot of correlation between the measurements acquired with the NIP and 
the DSPd)2 incorporating the KG filter (a) and a plot of the residuals, the diference 
between the curve fit and the measured data points (b). 
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where P\, P2, ... P\o are the coefficients of the polynomial regression and x represents the 

data points. The 9 order polynomial was chosen for a comparison gives a very good 

curve fit. 

The red line on plot (°) represents the curve fit that has been used for the calibration of 

the DSRD2. The curve fit is a polynomial regression of 9 order whose coefficients are 

shown in Table 4.10. Presented on plot (b) is the scatter graph of the residuals for the 

curve fit. The plot (a) indicates a very good fit. The plot of the residuals shows that the 

deviations of the data points to the curve fit are randomly close to zero even though they 

are skewed slightly to the negative. 

Table 4.10: A summary of the 9 order polynomial coefficients of the curve ft used for 
calibration of the DSRD2. The errors that the calibration curve introduces to the 
measurements with the DSRD2 are also presented. 

Polynomia 
Pi 

1027 
P2 

-4067 
P3 

6593 

SSE 
27.7 

P4 
-5580 

P5 
2581 
Goodn 

coefficients 
P6 

-6047 
P7 

45.99 
ess of fit 

R 
0.9857 

Ps 
5.848 

P 9 

-0.319 
P10 

0.0099 

RMSE 
0.0162 

The table indicates that the R value is 0.9857 and this is close to unity. The value of the 

root-mean-square-error is 0.0162 which is close to zero. 

A comparison of Fig. 4.31 and Fig. 4.32 indicates that the plot of the deviations of the 

data points to the curve fit are closer to zero better in the case of the 9 order regression 

-tii .1 • VL cUl J • T? ^ . U + fV i ' ' f t i l Q C D f U T J i J 
U1U11 111 Ulu VCUV/ * / LH Vll^l •VglwOJlullt 1 u l tl-LV l̂ LL/ LllJ.O^ £1 \^VJl±l^JtH lujvjll V I t l l V 1 • L I • . LV. IV ClilU 
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the RMSE values shows that the 9th order polynomial regression indicates a better 

correlation and a smaller error. However, in a general test, the polynomial coefficients on 

another data set collected on a different date, the 5 order polynomial coetticients reveal 

better results. A comparison of the test of the two polynomials is presented in the 

following paragraphs for the same data set. 

Figure 4.33 shows a scatter plot of the measurements obtained from the NIP and those 

obtained from the DSRD2 incorporating the KG filter specifically for testing the 

calibration coefficients obtained from the fitting by the 5 order regression polynomial. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Normalised Time (H) 

Figure 4.33: A scatter plot of measurements carried out with the DSRD2 and the NIP. 
The polynomial coefficients obtained from the calibration curve of 5 order were used. 
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The measurements were carried out with both instruments but on a day with different 

atmospheric conditions to those used in the plot presented in Fig. 4.30. 

The graph in black color is a plot of measurements obtained from the NIP. The values of 

the measurements performed with NIP were multiplied by 100, to reduce the order of 

magnitude of the measurements obtained from the NIP to those obtained from the 

DSRD2. The graph in red color represents the test of the calibration coefficients obtained 

from the 5th order polynomial regression. The plot indicates that the measurements 

acquired from the DSRD2 even though slightly lower magnitude, track very closely the 

measurements given by the reference instrument when the DSRD2 is calibrated with a 

polynomial regression of the 5th order. The data set presented here corresponds to a clear 

sky day. 

Figure 4.34 is a plot of correlation between the measurements from the NIP and those 

from the DSRD2 calibrated output. This graph has been generated from the data of figure 

4.33.The blue graph is a scatter plot of correlation between readings of the NIP and the 

readings of the DSRD2 calibrated with the polynomial regression of 5th order. Presented 

in red color is the cun'e fit for the goodness of the correlation. The curve fit is a linear 

regression whose equation is given by 

A = 0.977 T- 0.00369 (4.4) 

as shown on the plot. Here, A represents the measurements obtained from the NIP and T 

are the data points from the readings of the DSRD2. 
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Best Linear Fit: A = (0.977) T +• (-0.00369) 
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Figure 4.34: A plot of correlation between measurements obtained from the NIP and 
those obtained from the DSRD2. This plot corresponds to the test of the polynomial 
coefficients resulting from the 5 order polynomial regression. 

The R value is 0.9976 which is nearlv equal to unity and the RMSE value is 0.0175 

which is close to zero. This result shows that the 5th order polynomial regression is ideal 

for calibration of the DSRD2 incorporating the optical glass filter KG. A different result 

is given below for the 9th order polynomial 

In Figure 4.35, a plot of the test of the calibration coefficients obtained from the 9th order 

polynomial regression curve fit is presented. This plot refers to the same data set used in 
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the plot in Fig. 4.33. The measurements carried out with the NIP are represented by the 

graph in black and those obtained from the DSRUz calibrated with the 9 order 

polynomial regression are indicated with the graph in red. 

Normalised Time (H) 

Figure 4.35: A scatter plot of measurements carried out with the DSRD2 and the NIP. 
The polynomial coefficients obtained from the calibration curve of01 order were used. 

The plot indicates that with the polvnomial coefficients obtained from the 9m order the 

measurements carried out with the DSRD2 do not track very well the behavior of the 

NIP. This is especially apparent in time interval that ranges from 0.2 hours to 0.8 hours. 
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Figure 4.36 is a plot of correlation between readings of the NIP and those obtained from 

the DSRD2 with the 9m order polynomial coefficients. The blue graph is a scatter plot of 

the data points that represent the readings of both instruments and the red graph is the 

curve fit. The curve fit is a linear regression whose equation is 

A = \.267/ - 0.0742 (4.5) 

as shown on the plot. A represents the measurements obtained from the NIP and 7"are the 

data points from the readings of the DSRD2. 

Best Linear Fit: A = (1.26) T + (-0.0742) 
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Figure 4.36: A plot of correlation between measurements obtained from the NIP and those 
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resulting from the y order polynomial regression. 
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The plot indicates that there is very little agreement between the correlation plot and the 

curve fit, and this is confirmed by an Rz value of 0.9830 (as compared to 0.9976) and an 

RMSE value of 0.0688 (as compared to 0.0175). The values in brackets were obtained for 

the S order fit. 

Another of the polynomial coefficients attained from the 5"1 order polynomial regression 

for a day with different weather conditions presented in figure 4.37. This is a scatter plot 

of direct solar radiation measurements performed with the NIP and the DSRD2. 

0.4 0.5 0.6 
Normalised Time (1-ft 

Figure 4.37: A scatter plot of measurements performed with the DSRD2 and the NIP. 
The polynomial coefficients obtained from the calibration curve of 5 order were used. 
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In this plot scattering of solar radiation soon after sunrise and just before sunset is 

noticeable. The plot reveals that, except between 0.4 h and 0.7 h the DSRD2 tracks the 

variations in solar energy very well. The discrepancy, between 0.4 h and 0.7 h occurs 

because of the variations in sensitivity of the sensing element of the DSRD2 with the 

wavelength of the radiation and this is a random situation. 

Figure 4.38 is a plot of the measurements performed with NIP and DSRD2 for the same 

date as in Fig. 4.37. This is for testing the consistence of the 9 order polynomial 

coefficients. 

_0.1 i 
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Figure 4.38: A scatter plot of measurements performed with the DSRD2 and the NIP. 
The polynomial coefficients obtained from the calibration curve of9 order were used. 
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The result reveals that with the 9 order polynomial coerticients, the DSKUz consistently 

overestimates the incident solar energy over a wide range of time interval. This means 

that the 9 order polynomial regression is not very good for the calibration of the 

DSRD2. It is not necessary to present the fitting curve for the two cases since the same 

result as in figures 4.34 and 4.36 is apparent. 

Table 4.11 is a summary of the magnitude of the error introduced in the measurements of 

the direct solar radiation using the DSRD2 incorporating the KG filter for both the 5 and 

the 9t order polynomial regression. 

Table 4.11 A summary of the goodness of the correlation between the readings of the 
DSRD2 and the NIP. This represents the errors introduced by measuring direct solar 
radiation with the DSRD2 calibrated with the 5' order and with the 9 order polynomial 
regression. 

Order of the polynomial 
regression 

5th 

9* 

R2 

0.9976 
0.9950 
0.9830 
0.9901 

RMSE 
0.0175 
0.0183 
0.0688 
0.0524 

A comparison of the R values and the RMSE values shown in the table reveals that the 

5 order polynomial regression is the best option for the calibration of the DSRD2. This 

is because the values of R are much closer to unity than those obtained from calibrating 

with the 9 order polynomial regression. The values of the RMSE obtained by calibrating 

with the 5l order polynomial regression are much closer to zero than those obtained by 

calibrating with the 9t order polynomial regression. 
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4.8 Factors influencing the uncertainty in the measurements. 

The uncertainty of the DSRD readings depends on a large number of factors besides the 

calibration factor described in section 4.7. The other relevant factors are random noise, 

temperature, aperture cleanliness, solar tracking errors, wind and long-term stability. 

These are described briefly below. 

One source of random noise encountered during measurements was an irregular presence 

of birds at the location where the instruments were mounted. At times the birds would 

perch over the detectors obstructing the solar beam to the detector. The detector housing 

is a black plastic enclosure and an absorber of long wave radiation. This is a thermal 

energy source which could cause a rise in temperature in the vicinity of the detector. 

Nevertheless, this factor has been discounted by the results, possibly because the sensor 

can operate under temperatures ranging from 0 °C to 70 °C according to manufacturer 

specifications. 

Aperture cleanliness is another factor to be considered. In general, a window that looks 

mildly dirty can easily absorb and reflect a portion of the incoming radiation. In this 

particular situation the windows of the DSRD2 and the NIP were regularly checked and 

cleaned. 

The tracking mechanism used in this research is manually operated and this means that 

every few hours adjustments have to be made of the declination and azimuth to ensure 

143 



that the detectors are well aligned towards the sun. The sun tracker is designed to 

accommodate up to three instruments and incorporates worm and gear fine adjustments 

for declination. The ST-3 solar tracker model uses a clock-based motor which makes one 

revolution every 24 hours and the cable that feeds the output signal from die instrument 

to the data acquisition system swings around on die tracker polar axis every revolution. 

The wind speed effect was not tested in the experiment but it may have an effect on the 

output signal of die DSRD2 since the wind can cause a vibration of the mounting 

mechanism of the tracker on which the DSRD2 is mounted and this may lead to offset 

errors. The temperature may also be altered by wind such that offset errors occur. 

Another consideration is that wind may contribute to the transport of dust and moisture 

onto the surface of the filter and this would cause a scattering of the incident radiation 

which would lead to a distortion of the readings by the DSRD2. 
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Chapter 5 

Conclusions and possible future work 

This research work has highlighted the fact that proper design and calibration can go a 

long way to ensure that the quality of solar radiation data is good and reliable. This will 

assist in the design of low cost instrumentation. This is the main contribution of this 

research work to knowledge. 

The detector that was to be characterized had a housing, which was not well sealed. This 

contributes to the detection of unwanted radiations and accumulation of moisture and 

dust onto the surface of the sensing element through these improperly sealed sections. 

These resulted on a bad performance of the detector and hence an unreliable quality of 

data collected. The detector is also characterized by a spectral response that varies with 

respect to the wavelength of the incident radiation and this is not ideal. 

The results obtained from the detector that was to be characterized and improved 

(designated by DSRD1) revealed that the original properties of the sensing element had 

been altered over a period of time. This is associated with the design of the housing of the 

detector which was not properly constructed to prevent moisture and dust particles from 

accumulating onto the surface of the sensing element. Thus, a proper sealing of the 
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housing is vital to protect the detector from adverse weather conditions and to ensure 

good quality data. Further to this, a properly designed housing would ensure life time 

durability of the detector. The results have also indicated that the measurements 

performed with the DSRD are not significantly influenced by the temperature in the 

interior of the housing. 

A main weakness of the detector characterized in this work was its selective spectral 

response. The results have shown that quantum detectors, despite their selective spectral 

response, can be used for measuring direct solar radiation with a good and reliable 

accuracy. The spectral response of a quantum detector can be modified to the desired 

spectral response by combining the spectral transmittance of an optical glass filter with 

the spectral responsivity of a photodiode. 

The measurements carried out for the characterization of the DSRD in terms of the polar 

response show that the dimensions of the collimating hole are acceptable. This is because 

the polar response of the detector is similar to that of the reference instrument. It is only 

the magnitudes of the readings from the two instruments that are different but this 

difference has been corrected by calibration. 

The magnitude of the measurements obtained from the DSRD is larger than that of the 

measurements obtained from the reference instrument. This shows that quantum detectors 

are highly sensitive. Thus, they are ideal for measuring fluctuating events such as solar 
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radiation. A proper calibration of the detector can ensure results that are comparable, in 

magnitude, to that of the reference. 

The graphical and the numerical measures of the correlation between measurements 

obtained from the reference instrument, and those obtained from the modified DSRD 

indicate a better performance by the DSRD. In the numerical case, the correlation value 

between the reference instrument and the modified DSRD is -0.9976. This is close to 

unity, which means that there is good agreement in the data acquired by the DSRD and 

data acquired by the reference instrument. The value of the root mean square error is 

-0.0175 which is close to zero. This means that the differences between the DSRD data 

and the NIP data are not significant. Both of these values are an indication of a good 

performance of the DSRD in comparison to the reference instrument. 

In this manner the modifications carried out on the DSRD have contributed to improving 

the quality of data acquired by the detector. If designed properly, quantum detectors are 

better alternatives for low cost designs in solar radiation instrumentation. 

Possible future work will be concentrating on the control of the variations of the 

calibration factor. This is because the sensitivity of the sensing element of the DSRD may 

vary wim time and with the intensity of the incident radiation. The design of a suitable 

sun tracker in the perspective of simple, user-friendly and low cost instrumentation will 

also be considered. 
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