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Abstract
Perovskite solar cells have performed a high power conversion efficiency with a

credible certified value of over 25%. The perovskite materials possess a unique

blend from low bulk snare concentrations, optical absorption properties, extended

charge carrier diffusion and charge transport/collection properties, making them

favourable for solar cell devices. Computational simulation is considered vital tech-

nology to know the properties of the different compounds, determine the operat-

ing mechanism of solar cells, predict the maximum value of controlled design, and

guide the structural optimization of different devices.

This project investigates transition metal iodide perovskite Cs2Hf I6 to determine

the electronic structure and optical properties. We have used Density Function The-

ory (DFT), as utilized in the quantum-espresso code. Our result suggests that this

compound may be helpful in the future instead of the toxicity element Pb due to

suitable better band gap and optical properties, representing the suitability of the

Cs2Hf I6 in the solar cells.
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Chapter 1

Solar Energy

1.1 Challenges and opportunities

The main challenges in energy supply are the increasing ever demand energy due

to the rapid development of the economy and increasing world population. Using

fossil fuels has caused global environmental degradation, climate change and global

warming, and carbon dioxide emission into the atmosphere [1]. Currently, the world

counts heavily on non-renewable and polluting energy sources, including coal, nat-

ural gas, and oil which will be depleted in the near future [2]. These resources have

unsustainable consequences on social, economic, geopolitical and environmental

issues. Therefore, we need to focus on alternative energy sources to prevent the fu-

ture incidence of energy crises. One of the alternative green energy sources is solar

energy, which remains an untapped potential at present [3]. Since implementing

the concept of using solar energy, it has been a challenge to find a mechanism to

convert solar energy into electricity. The premier generation solar cells were man-

ufactured based on crystalline silicon and have dominated the photovoltaic (PV)

market for the past half-century [4]. However, the processing cost of crystalline

silicon-based solar cells is high, and silicon wafers’ processing residues are not envi-

ronmentally friendly [4]. The second generation of photovoltaic technology utilizes

thin-film inorganic compounds and usually requires vacuum vapour deposition to

prepare high-energy thin films [5]. The third generation of photovoltaic technol-

ogy is solution-processable thin-film solar cells, including concentrator cells, or-

ganic photovoltaic cells (OPV) and dye-Sensitized solar cells (DSSC) [6]. Recently,

perovskite-based solar cells have become the fourth generation of photovoltaic tech-
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nology, originating from the concept of dye-sensitized solar cells. Due to their high

power conversion efficiency and low cost in a short period, they have attracted much

attention in a concise period [7]. The current demand for power worldwide is in-

creasing dramatically. Future projection of energy consumption in the United States

shows that the demand will increase with time progress, and energy consumption

will be greater than energy production [8]. There are plenty of renewable energy

sources, including wind, hydro, nuclear, solar energy, etc. Solar energy is the first

renewable energy source, which is considered a great solution to meet the growing

energy demand [9]. Most research currently focuses on the Perovskite Solar Cells

(PSCs), where the conversion of light into electricity begins. We use computational

way, density functional theory approach (DFT), to study perovskite materials and

understand their structural, electronic, and optical properties.
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1.2 Aim of the thesis

This PhD thesis aims to investigate the properties of perovskite materials. The in-

vestigation is dependent on a systematic computational study to provide informa-

tion about the perovskite compounds structure and optical properties as promising

materials for solar cells applications.

1.3 Objectives of the thesis

Motivated by their potential perovskite solar cells applications, the project study

focused on perovskite materials.

• Computational study of the Li2T iO3, Cs2Hf I6 to determine the optical prop-

erties.

• To understand and estimate the electronic and optical properties of the per-

ovskite solar cells based on the density functional theory approach.
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1.4 Outline of this thesis

We briefly summarize the topics covered in the theses to follow (chapters 1-6).

Chapter One : Introduces current challenges and opportunities of solar energy and

the aims of this study and outlines.

Chapter Two : Provides a theoretical background, of the Density Functional Theory

(DFT) and exchange-correlation approximations.

Chapter Three : Provides the plan of calculation methods and example of the elec-

tronic structure and optical properties of Li2T iO3.

Chapter Four : Literature review of the evolution in the perovskite. Details of the

structures in the current work, the experimental and computational approaches.

Recent progress in resolving the stability challenges that influence device perfor-

mance is considered and discussed in this chapter’s main body as emerged from a

published paper.

Chapter Five : The use of (DFT) to determine the structure and electronic properties

of transition metal iodide perovskite Cs2XI6 (X = Hf) as promising compound for

perovskite devices.

Chapter Six : Outlines the conclusions made from this work and possible future

work of the study.
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Chapter 2

Computational Approaches

This chapter aims to outline theoretical background of the Density Function Theory

(DFT ) and summarize its different approximations methods

2.1 Density Function Theory (DFT )

Predicting the behavior of many numbers of reactive particles for the scientific com-

munity is still difficult to verify their properties. The principles of density func-

tional theory are explained in detail by referring to wave theory [1]. Wave theory

has been used in quantum mechanics to describe the behavior of particles called

quantum particles [2]. Thus we use quantum mechanics principles to build to den-

sity functional theory due to the wave function expressing particle, which can be

reacting with other electrons and nuclei in the system. To solve this complex prob-

lem, scientists have adopted a method to circumvent the electrons more massive

nuclei from that of the electron. Most electronic problems are often referred to

as the study of electronic structures, these studies can help predict properties of

materials structure, mechanics, dynamics, thermodynamics, electronics, and optic.

Recently density function theory shows that it is a popular and effective quantum

mechanics approaches to solve these problems [3]. If we consider a simple system

like the hydrogen atom, the wave function and quantum mechanics consist of all

the information required for the system [4]. Solving a Schrodinger equation we can

determine the permitted energy state of the system. Regrettably, it is unattainable

to solve the Schrodinger equation for an N-body system [5]. Therefore which is the

the quantum mechanics principle can be used to build density functional theory

8



with an approximation. Density function theory is an approach to obtaining the

approximation solution of the Schrodinger equation [6].

2.2 Schrodinger Equation

Solving the Schrodinger equation of the N-body system is a problem due to many

atoms and electrons [7]. Schrodinger equation is given by:

ĤΨ (r1, r2, ..., rN ) = EΨ (r1, r2, ..., rN ), (2.1)

where Ĥ is Hamiltonian that represents the total of the kinetic energy, E is the

energy Ψ is wave function is given by [7]:

Ψ = Ψ (r1, r2, ..., rN ), (2.2)

and Ĥ is given by [7]:

Ĥ = T̂ + V̂ee + Ûei , (2.3)

where is T is Kinetic energy:

T̂ =
−ℏ2

2m

∑
i

∇2
i , (2.4)

Vee is represent the electron-electron interaction:

Vee =
1
2

∑
i

e2

|ri − rj |
, (2.5)

and Vext is represent the interaction with the external potential:

Vei =
−ℏ2

2m

∑
i,j

(Zi)e2

|R̂i − rj |
. (2.6)

The total energy is given by:

E[Ψ ] = ⟨Ψ |Ĥ |Ψ ⟩, (2.7)
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where

E[Ψ ] ≥ E0,

E0 is the ground state energy. The ground state wave function and energy may be

found by searching all possible wave functions for the one that minimizes the total

energy [8]. We will deal with minimization of the functional later. Our goal is to

write the functional as a function of the electron density n(r). For anN -body system

n(r̄) =N
∫
d3r̄2...

∫
d3r̄NΨ

∗(r̄ , r̄2...r̄N )Ψ (r̄ , r̄2 . . . r̄N ). (2.8)

We assume that we can invert the expression in the case of the ground state so that

the wave function as a function of the ground-state electron density.

Ψ0 = Ψ0[n0(r̄)], (2.9)

where n0(r̄) or n0 is the ground state. The ground state energy is then written as

E0 = ⟨Ψ0|Ĥ |Ψ0⟩, (2.10)

or

E0 = ⟨Ψ0[n0]|Ĥ |Ψ0[n0]⟩, (2.11)

usually (not necessarily the E0 of the system), yields [1]

E = ⟨Ψ [n]|Ĥ |Ψ [n]⟩. (2.12)

2.2.1 Energy Functional

Since Ψ can be expressed as a function of n(r), it follows that the energy functional

which was expressed in terms of Ψ can be expressed in terms of n(r). Thus we will

have [8]:

E[n] = T [n] +V [n] +U [n], (2.13)
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where the T [n] is the kinetic energy, V [n] is the interaction with the external poten-

tial, and U [n] is the electron-electron interaction [8]:

V [n] =
∫
d3rV̂ (r)n(r), (2.14)

then

E[n] = T [n] +
∫
d3rV̂ (r)n(r) +U [n]. (2.15)

Now, we do not know the explicit expression of kinetic and electron-electron inter-

action functional. Kohn and Shan [9]. proposed to map the original system to a

non-interacting electronic system with effective potential which simulates the real

system. Since electrons are non-interactive and their coordinates are decoupled,

their wave function is the output of the single-electron wave function φi(ri) called

orbitals. The kinetic energy and the density of such a system are given by [9]:

Ts[n] = −1
2

N∑
i

⟨φi |∇2|φi⟩, (2.16)

ns(r) = n(r) =
N∑
i=1

|φi(r)|2, (2.17)

where the subscripts s show that its not the real system, and we have

φ(r1, r2...rN ) = φ1(r1)φ2(r2)...φN (rN ), (2.18)

Since the most crucial section of electron-electron interaction comes from Coulomb

interaction (Hartree energy), it is physically correct to separate electron-electron

interaction into Hartree energy and exchange-correlation contribution. This is be-

cause we can correlate exchange contribution is regarded as a disturbance to the

total electron-electron energy [2]

E[n] = T [n] +V [n] +VH [n] +Exc[n], (2.19)

where

VH [n] =
1
2

∫
n(r1)n(r2)
|r1 − r2|

dr1dr2. (2.20)
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where Exc[n] is the exchange-correlation function. It represents the difference be-

tween the energy of the original system and the energy of a system of electrons inter-

acting classically through a pairwise Coulomb potential and subject to an external

potential. Over the years many approaches advanced to a solution to the challenges

of electronic structure, such as the Hartree and Fock approach, the Thomas and

Fermi approach, and DFT [8].

2.3 Born-Oppenheimer approximation

All DFT calculations for solids are made assuming the Born-Oppenheimer approx-

imation. We will discuss this approximation from Newton law:

F1 = F2 = Fa1 =
F
M
a2 =

−F
m
V1 =

F∆t
M

V2 =
F∆t
m
⇒ V1 << V2 (2.21)

If we freeze the nuclear position equal to the Born-Oppenheimer approximation,

we can express it as a variable of function with a parameter [12]

Ψ (X1,Y1,Z1,α1, ...,XN ,YN ,ZN ,αN ; R̂1, ..., R̂N ) (2.22)

simplified Hamiltonian the Born-Oppenheimer approximation is major simplified,

but still the resulting the equation is way too hard to solve [10]:

Ĥ = −
∑
i

∇2

M i
−
∑
i

∇2

m i
−
∑
i,j

(Zi)e
|R̄i − r̄j |

+
1
2

∑
ij

e2

|r̄i − r̄j |
+

1
2

∑
ij

(eZi)(eZj)

|R̄i − R̄j |
. (2.23)

2.3.1 External Potential

The following equations give the electron density operator for one electron [11].

ρ̂(r̂) = δ̂(r̂ ′ r̂), (2.24)
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the electron density for one electron is [11]

ρ̂(r̂) =< Ψ |ρ̂(r̂)|Ψ >=
∫

Ψ ∗(r̂)Ψ (r̂)δ(r̂ ′ r̂))dr̂ ′ = Ψ ∗r̂Ψ r̂ = |Ψ (r̂)|2. (2.25)

This is interpretation probability to fined the electron at r position for many N elec-

tron.

ρ̂(r̂) =
∑
i

= 2Nδ(r̂ ′ r̂), (2.26)

ρ̂(r̂) =
∑
i

∫
Ψ ∗(r̂1, ..., r̂i = r̂ , ..., ˆrNψr̂1, ...r̂i = (r̂1, ..., ˆrN )dr̂i , ...,d ˆrN =

∑
i

|Ψ (r̂i)|2. (2.27)

The probability of finding any electron, can only be written by one-electron with

function as show in (Eq.2.27).

2.4 Hohenberg-Kohn theorem

An alternative to the ground state solution in two theorems consider as the cor-

nerstone of DFT by Hohenberg and Kohn [10]. The first theorem is the external

potential Vext(r) and, therefore, the total energy is a unique function of the state.

This electron determines the position of the atomic nucleus in the system and all

the electronic properties of ground states because the number of electrons N de-

fines the Hamiltonian of the system Vext(r) [10]. Second theorem is variable E0 can

acquire the density that minimizes the total energy is the exact ground-state density.

Then the correct intensity that minimizes energy is then the density of the ground

state [11, 12].

E0 = ⟨Ψ0|H |Ψ0⟩, (2.28)

E′0 = ⟨Ψ ′0 |H
′ |Ψ ′0⟩, (2.29)

E0 = ⟨Ψ0|H |Ψ0⟩⟨Ψ ′0 |H
′ − (V ′ei −Vei |Ψ

′
0⟩ = E′0 − ⟨Ψ

′
0 |V

′
ei −Vei⟩, (2.30)

⟨Ψ ′0 |V
′
ei −Vei |Ψ

′
0⟩ =

∑
i

⟨Ψ ′0 |V
′
ion(ri)−Vion(ri)|Ψ ′0⟩ =

∫
drn0(r)(V ′ion(r)−Vion(r)), (2.31)
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E0 < E
′
0 −

∫
drn0(r)(V ′ion(r)−Vion(r)), (2.32)

E′0 < E0 −
∫
drn0(r)(Vion(r)−V ′ion(r)), (2.33)

E0 +E′0 < E
′
0 +E0, (2.34)

F[n] = Ψ0[n]|T +Vee|Ψ0[n], (2.35)

E[n] =
∫
drn(r)Vext(r)−Vion(r) +F[n], (2.36)

E0 = E[n0(r)] = ⟨Ψ0[n0]|H |Ψ0[n0]⟩ <= ⟨Ψ0[n]|H |Ψ0[n]⟩. (2.37)

From the above first theorem one can conclude that if we know the ground state par-

ticle density its possible to reconstruct the new Hamiltonian. Schrodinger equation

was used to solve the new many body wave functions for new Hamiltonian. They

are independent of number of particles and purely dependent on electron density,

the Second theorem states that the exact ground state is the global minimum value

of the functional.

2.5 Kohn-Sham equations (KS)

Kohn and Sham introduced one-particle orbitals to approximate the kinetic and

exchange-correlation energies; it is a widely applied electronic structure theory,

which attains the best adjustment between precision and cost [9]. Practical DFT

is nearly always done within the framework established by Kohn-Sham in 1965, the

exact ground state density of N-electron [9] given by:

Ĥ(KS)ϕi = εiϕi , (2.38)

Ĥ(KS) = T̂0 + V̂H + V̂ext + V̂xc, (2.39)

Ĥ(KS) =
−ℏ2

2m
∇2
i +

e2

4πε0

∫
ρ(r̄)
|r̄ − r̄ ′ |

dr̄ ′ + V̂ext + V̂xc, (2.40)

V̂xc =
8Vxcρ
δp

. (2.41)
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The Kohn-sham equation is an exact transformation of the original problem, which

coupled differential equation, in the single-partied equation, means uncoupled.

If we camper Kohn-Sham equation with Schrodinger equation; we will found the

Kohn-Sham equation is much easier mathematical. Still, it has to know this term to

discuss this, such as in the section of exchange-correlation functional.

2.6 The Exchange-Correlation Functional

Thus the electron correlation is another important concept and it is the property

that rises most of the hurdles for finding the exact solution of the quantum system

molecule or solid [13]. However, the biggest challenged density-functional theory

face is that the exchange-correlation term doesn’t have an exact expression. It is that

reason that forces the use of approximations.

2.6.1 Local Density Approximation

LDA is considered as the most utilizing approximations is the simplest Vxc approx-

imations and has proven to be very successful in many systems, here the exchange

correlation function is given by [14]:

Exc =
∫
Exc(n)n(r)d3r, (2.42)

where Exc(n) is the exchange and correlation energy density of the uniform elec-

tron gas. Properties such as structure, vibration frequencies, elastic moduli, and

phase stability are described reliably for many systems. However, in computing en-

ergy differences between rather different structures, the LDA can bring significant

errors. Exc(n) is the exchange-correlation function density of the uniform electron

gas. The term doesn’t have an exact expression, and this has led to the use of ap-

proximations such as the Local Density Approximation (LDA) considered the first

and most used approximation transforming the problem into a non-interacting sys-
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tem in an effective potential [16]. These approximations are used to calculate the

electron structure, From which different ground-state properties such as structural,

magnetic, optical, mechanical, etc. of materials can be calculated [14]. The LDA

can have significant errors, in computing energy differences between rather differ-

ent structures.

2.6.2 The Generalised Gradient Approximations

The Generalised gradient approximation GGA is an exchange-correlation function

that depends on the density and its derivative, and it is given by. The local den-

sity approximation can be considered to be the zeroth order approximation to the

semi-classical expansion of the density matrix in terms of the density and its deriva-

tives. A natural progression beyond the LDA is thus to the gradient expansion

approximation (GEA) in which first-order gradient terms in the expansion are in-

cluded [15, 17]. This leads to an exchange-correlation functional that depends on

the density and its derivative, given by:

Exc =
∫
ϵxc(n,∇n)n(r)d3r, (2.43)

This approximation it is improves significantly on the LDA description by deter-

mine the binding energy of molecules.

2.6.3 Meta-Generalised Gradient Approximation

The is another functional called Meta−GGA functional, which includes the second

derivative of the electron density [17]. it is written as:

Exc =
∫
ϵxc(n, |∇n|,∇2n,τ)n(r)d3r, (2.44)

τ is:

τ =
1
2

∑
i

|∇φi |2. (2.45)
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2.7 Summary

This chapter aimed to provide a detailed theoretical background on the density

functional theory and approximation. Density function theory is considered an ef-

ficient tool to compute the ground state energy in realistic models of bulk materi-

als and their surfaces. The use of DFT in materials science has recently increased

many folds and is now one of the preferred methods for examining materials. In im-

plementations of DFT , different approximations are used to calculate the electron

structure. All electronic structure properties can be calculated when determining

the ground state energy for materials, e.g. structural, magnetic, optical, mechan-

ical. Significant advances have been made in the quality of exchange-correlation

functional as follows. LDA was the first and simplest approximation for the ex-

change and correlation functional, were to assume that the electrons would behave

like a homogeneous gas. In this case, the effects of the exchange and correlation are

local. Kohn and Sham made LDA. Their Exc is an overall integral space, assuming

that the exchange-correlation energy density is the same as a homogeneous electron

gas at each point. It underestimates the band gap by up to 50%, and it wrongly pre-

dicts the magnetic properties of bulk materials. GGA it has marked improvements

over LDA for many reasons describes an in homogeneous electron system. However,

GGA gives better results for the ground state energies, for predicting molecular ge-

ometries, and predicting the magnetic properties of three domination transition

metals [14, 15, 17].
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Chapter 3

Plan of the Calculations

Chapter Three summarizes the steps and software utilized in the calculations from

this study and investigates the geometry optimization, electronic structure and op-

tical properties.

3.1 Quantum Espresso (QE)

Quantum Espresso is one of the many open-source software computer program

packages for calculating and modelling material parameters. These procedures are

based on DFT using plane waves and pseudopotentials. Quantum espresso devel-

oped around PWscf , one of the two main programs used to perform self-consistent

calculations, and CP is used to perform molecular dynamics calculations. The quan-

tum espresso project allows modules developed by scientists to be included in the

field [1]. The input file of Quantum Espresso contains three main parts (Control,

System, and Electronics) and two optional partitions (ions and cells), depending on

the type of calculation performed. Basic types of calculations in quantum espresso

include:

1. Single point energy calculation (SCF) without changing atomic coordinates or

the cell parameters, i.e., no structure relaxation

2. Non-self-consistency calculation (NSCF) ) conducted to extract the desired

properties (e.g., DOS) if needed a denser electronic momentum mesh (k-mesh)

based on self-consistency calculation.
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3. BANDS - Calculation of electronic bands along a path of high-symmetry k-

points based on self-consistency calculation.

4. RELAX - Optimize the atomic coordinates and minimize the forces while

keeping the cell fixed. This calculation requires sections ions. All options for

a single SCF calculation apply, plus a few others.

5. VC-RELAX - Optimization of both atomic coordinates and the cell parameters.

Structure relaxation is vital to minimize forces acting on the atoms and reduce

the stress in the cell. This calculation requires section and cell.

Parameters Convergence: In order to obtain accurate results, the calculated den-

sity function theory (DFT) requires specific parameters of relevant materials and

convergence. These parameters used in any DFT calculation include:

• Threshold of plane wave energy.

• Brillouin area sampling.

• Self-consistent energy convergence threshold.

It is necessary to optimize these parameters by minimizing energy. The equilib-

rium structure at zero temperature and pressure is found among all possible struc-

tures by minimizing the DFT energy. Suppose we have to calculate the energy-

band structure(non-self-consistent calculation), the ground-state electron density

Hartree and the determined changes and related potentials. In a non-self-consistent

calculation, the code pw.x determines the Kohn-Sham. The eigenfunctions and

eigenvalues do not increase Kohn-Sham Hamiltonian at every step Fig.(3.1).

3.2 Pseudopotentials

The nucleus electrons closest to the core have higher kinetic energy, so multiple

plane waves are impractically required. However, these electrons rarely participate
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Figure 3.1: A flowchart that describes an SCF in QE implementation of DFT.

in adhesion and have negligible influence on the characteristic of the material, and

the features material almost entirely depend on the valence electrons. The plane

wave pseudopotential theory replaces the wave function of the core electron with

a weaker and slower. In the pseudopotential method, the system considered to be

composed of ion nuclei and valence electrons. The force on an ion is the sum of

the electrostatic force combined with other ion nuclei plus the force exerted by its

valence electrons. The false potential acts on a series of pseudo wave functions that

quickly represent the wrong potential. The oscillatory wave function of valence
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electrons. The potential for error is a core orbitals method of freezing; the nucleus

assumed to be the same in free atoms and any chemical medium. This assumption,

the Kohn-Sham equation, is solved only for the valence electrons and interacts with

the nucleus’s pseudo value. In the primary, the infinite plane wave set is desired to

model the energy precisely. The basic set is truncated at the finite shear value of the

plane wave energy, then select the ”contains” cut so that the modelled properties

are close to acceptable accuracy [2].

3.3 Fermi energy

For every N-electron system, only a part of the band structure will be occupied.

Since electrons follow the principle of Pauli repulsion, two electrons cannot hold

the same position, which means that these energy bands will start filling electrons

from the lowest energy. Fermi energy defines as the difference between the highest

energy level occupied and the lowest energy level empty. Depending on the system,

there are two main ways to fill the bands. Firstly, a band that can partially fill allows

Fermi energy to intersect with one or more bands. Second, all occupied bands canfill

an energy gap between the highest and lowest occupied bands. Depending on how

the bands are filled and whether the energy gap is large compared to KBT at room

temperature, the material will have different electronic properties, such as metallic

properties, semiconductor properties, or an insulator [3].

3.4 Electronic band structure

An atom has a positively charged nucleus surrounded by negatively charged elec-

trons. The electrons in an atom have only a certain amount of energy. . There-

fore, they can only occupy certain allowable energy levels. An illustration of the

electronic band structure of a material is shown in Fig.(3.2). Generally, the lowest

energy level availableis called the ground state. Atoms can sometimes absorb ex-
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Figure 3.2: Electronic band structure.

ternal energy; if sufficient, they can shift the electron to a higher energy level, and

then the atom is in an excited state. Other wise the electron can absorb much en-

ergy, and it will no longer be combined with the atom but will be free. When atoms

are apart, they have similar energy levels and wave functions; when they are im-

parted closer together, their wave functions are superposed according to the Paulie

principle. The atoms energy level is altered by other atoms electric field, creating a

split in the energy levels. When more atoms interact, the energy levels are closely

spaced to appear as energy bands. According to the size of the bandgap, materials

can be classified as insulators, semiconductors, or metals. When the conductivity is

empty for insulators and semiconductors, the valence band is filled. The band-gap

of insulators is more than semiconductors, while metals do not have a bandgap [4].

3.5 Density of states (DOS)

DOS is a quantity of importance and can be defined as the number of states per unit

of energy and per unit volume. The state of complex materials with different atom

types, the donating of a given atom is achieved by the projected density of states [5].
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3.6 Optical properties

The dielectric function is the principal magnitude applied to determine the char-

acteristics of materials, and it defines the material’s response to electromagnetic

rays. When the external electric field Eext is used in the electronic system, the to-

tal electric field acting on the system will generate the induced electric field. The

optical processes such as absorption, reflection, and transmission observed in solids

are quantified by several parameters. The properties of the solids can describe the

parameters at microscopic and macroscopic levels. At microscopic or quantum me-

chanical level in bulk solids the complex dielectric function is closely connected

with the band structure. The expresion for the complex imaginary dielectric func-

tion are connected by the Kramers-Kronig eq.(3.1) [25]:

ϵ1
αβ(ω) = 1 +

2
Π
P

∫ ϵ1
αβ(ω

′
)ω
′

ω′2 −ω2 + iη
dω

′
. (3.1)

The reflective equation is given by,

R(ω) = |
√
ε(ω)− 1√
ε(ω) + 1

|2. (3.2)

The Energy-loss spectrum, Refractive index and extinction coefficient formula are

presented below:

L(ω) =
ε2(ω)

ε2
1(ω) + ε2

2(ω)
. (3.3)

n = |

√
ε2

1 + ε2
2 + ε1

2
|

1
2 . (3.4)

K = |

√
ε2

1 + ε2
2 − ε1

2
|

1
2 . (3.5)
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3.7 Introduction to the properties of lithium titanium

oxide Li2T iO3

Recently, many studies have focused on modern semiconductor-based technological

applications with a lot of attention to perovskite compounds. The initial meaning

of perovskite was discovered in 1839 by a German scientist called Gustav Rose with

another scientist Russian mineralogist named Lev Perovski [6]. Perovskite is gen-

erally described in the form ABO3 [7]. Knowledge of material properties is vital in

scientific research because it facilitates its use in many applications. Li2T iO3 is a

perovskite with semiconductor properties overly applied a tritium-based candidate

in fusion reactors. They have good tritium emission characteristics such as good

thermal conductivity than other breeder materials, as well as rising chemical sta-

bility, higher thermal stability, mechanical resistance, and smaller reactivity to hu-

midity compared to other ceramics breeders [8, 9]. Furthermore, Li2T iO3 are often

considered electromagnetic materials with perovskite structures [10]. Thus, they

found magnificent interest in futuristic function materials because of their perfect

photoelectric and infrared sensors applications, high insulation constant and low

leakage current [11]. Photovoltaic materials are important for technological appli-

cations in electronics, optical, waveguides, laser frequency multiplication, fusion

power, and solar cells. Optical damage from lasers was first observed in Li2T iO3

crystal in bell laboratories [12, 22]. Consequently, various studies to understand

their properties have been conducted by many researchers on Li2T iO3 [13, 17–19].

This work studied the band gap and optical properties of cubic perovskites lithium

Titanium Oxide Li2T iO3, crystal configurations applying (DFT ) as performed in

quantum espresso code.
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3.8 Computational Details

3.8.1 Methodology

This calculation was done by applying (DFT ) within the plane-wave pseudopoten-

tial approaches applied in the Quantum Espresso code [14, 20, 21]. Our analyses

were performed using the Perdew-Burke-Ernzerhof P BE for exchange-correlation

and the Local Density Approximation (LDA) with Generalized gradient approxi-

mation (GGA) [15]. A plane wave cut-off of 520 eV as a basis set and geometrically

relaxed such that the maximum force on each atom was less than 0.05 eV A−1. Their

DOS patterns were obtained after a geometry optimization process. We focused on

the local DOS of the d orbitals in metals for simplicity, and every DOS normalized

by the number of atoms in a periodic system was described as DOS = f(EEf ), where

EEf is the relative energy shift from the Fermi level (Ef ). In addition, during the

DFT calculations, we turned on the spin polarization effect to consider the magnetic

properties of the metals. In representing the DOS patterns via our learning model,

we applied our model separately for the up spin and the down spin. We applied the

tetrahedron method to compute DOS calculations in PBE calculation. We use the

materials project as an open application programming interface (AP I) to prepare

an input file for the materials cubic structure mp-36864-LTO [16]. The geometry

optimization calculations are carried out to determine energy minimize in the sys-

tem and atomic locations.The self-consistent calculation (SCF) was done to find the

total energy calculation and the atomic positions of different atoms. Also, non-self-

consistent calculation (nSCF) was done for the density of states calculations, for the

perovskites structure unit cell of both materials, the k-point grid of 6 × 6 × 6 was

used.
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(a) Total electronic density of states Li2T iO3. (b) Band gap structure of Li2T iO3

Figure 3.3: Calculated total DOS and Band structures.

3.9 Results and Discussions

3.9.1 Density of States of Li2T iO3

The electronic density of states (DOS) plays a vital role in determining the proper-

ties of metals. In the field of solid and condensed matter physics, it carefully diag-

noses the density distribution of free electrons in metals to understand the scien-

tific concepts hidden in the density distribution (such as the d-band centre theory).

(Fig.3.3a) displayed electronic structures when the system was at zero pressure.

3.9.2 Band Structures

The bandgap is considered one of the most valuable sides of the band structure, as

it strongly affects the electrical and optical properties of the materials. Therefore, it

is essential to be specific when studying the material’s properties. The energy band

structure was computed applying the DFT with (LDA), at zero energy is determine

Fermi level. Our calculated results agree with earlier published theoretical and

experimental works [23, 24]. The calculated relaxed lattice parameters are A = 5:061

A and C = 5:086 A, yielding the ratio by 1:005. This refers to a change in structure

from cubic to a monoclinic structure. We find indirect band energy of 2.41 eV. and

structure as shown in (Fig.3.3b)
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(a) Imaginary part. (b) Real part.

(c) Absorption. (d) Energy loss.

(e) Extinction. (f) Refractive index.

Figure 3.4: complex dielectric of Li2T iO3 optical coefficients for all direction

3.10 Optical properties of Li2T iO3

The investigation of the optical properties of a material is essential for various ap-

plications like absorbers, optical coatings, reflectors, and different optoelectronic

devices. It is measured by the various optical parameters concerning photon en-

ergy, such as dielectric constant.
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Figure 3.5: Reflectivity index of Li2T iO3.

Optical parameters of Li2T iO3 is calculated for energies up to 20 eV as shown in

(Feg.3.4). The real and the imaginary parts of the complex dielectric constant are

shown in Figure. (3.4a, 3.4b), displayed properties for these materials as a semicon-

ductor. The complex refractive index as a function of energy in eV is displayed in

Fig.(3.4c, 3.4d). ). The absorption coefficient can determine the energy conversion

efficiency, which indicates the distance that light of specific energy (frequency) can-

penetrate the material before being absorbed Fig.(3.4e) depicts the absorption. The

reflective spectrum as a function of photon energy is shown in Fig.(3.4f) and Fig-

ure.(3.5) shows the Reflectivity index, which determines the loss of energy of fast

electron when it traverses through the medium.

3.11 Conclusion

In this work, was studied the electronic structure and optical characteristics of

Li2T iO3 found band gaps as to 2.41 eV calculated using (QE) package, which has

successful capabilities to find the bandgap in perovskite structure; we have exam-

ined the optical properties based on dielectrics function such as refractive index
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n(ω) and the extinction coefficient k(ω), which have best properties make them as

excellent in many applications.
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Chapter 4

A review of experimental and
computational attempts to remedy
stability issues of perovskite solar
cells

4.1 Abstract

Photovoltaic technology using perovskite solar cells has emerged as a potential

solution in the photo-voltaic makings for cost-effective manufacturing solutions

deposition/coating solar cells. The hybrid perovskite-based materials possess a

unique blend from low bulk snare concentrations, ambipolar, broad optical absorp-

tion properties, extended charge carrier diffusion, and charge transport/collection

properties, making them favourable for solar cell applications. However, perovskite

solar cells devices suffer from the effects of natural instability, leading to their rapid

degradation while bared to water, oxygen, as well as ultraviolet rays, are irradi-

ated and in case of high temperatures. It is essential to shield the perovskite film

from damage, extend lifetime, and make it suitable for device fabrications. This

paper focuses on various device strategies and computational attempts to address

perovskite-based solar cells environmental stability issues.
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4.2 Introduction

One of the critical problems confronting our community today is the need for

ecofriendly and renewable energy sources to overcome the increasing energy de-

mand regarding the swelling population and manufacturing. One of the promising

technologies is solar cell technology, which is considered efficient for clean energy

at low cost and minimal pollution [1]. The mineral perovskite was discovered and

named after the Russian mineralogist Kon Lev Aleksevich von Perovski by Gustav

Rose in 1839 after a sample was found in the Ural Mountains [2]. The compound

named Calcium Titanium Oxide (CaT iO3) describes a joint oxide group with a sim-

ilar structure with the general formula ABO3. Goldschmidt (1926) produced the

first synthetic perovskites at the University of Oslo, leading to the term perovskite,

which describes a class of compounds with the same general stoichiometry linkages

as in CaT iO3 [3]. Recently, with appeared the fourth generation of photovoltaic

technology, Perovskite Solar Cells (P SCs) have appeared, which exceeded expecta-

tions for Power Conversion Efficiency (P CE) within short term [4]. They attracted

widespread attention from the solar cell research community due to their fantastic

improvement in device efficiency with a significant increase from an initial value

of 3.8% in 2009 [5], to 15% in 2013 [6], up to 23.3-25.2% recently [7, 8]. As of

2020, a simple search on Science Direct on the titled perovskite-type solar cell

production and characterization revealed a total of 1606 published papers. This

indicates the high volume of the investigation carried out in the research field as

shown in (Fig.4.1). Despite the research efforts, a tiny fraction of the total research

on the P SC has reported power conversion efficiency greater than 25%. This is

partly due to the instability of the perovskite medium and problems associated

with the reproducibility of the devices [7, 10]. However, the perovskite solar cell is

a type of solar cell includes a perovskite structured compound [11], with distinctive

properties such as effective electroluminescence, effective electrolysis from visible

to the near-infrared range, photodetector applications. It has a highly adjustable

bandgap, a broad absorption spectrum, and simple fabrication [103]. This makes

them promising for solid-state solar cells. Compared to other silicon devices, low

cost and useful manufacturing techniques these are also advantage of perovskite
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(a) Efficiency of perovskite based solar cell.

(b) The number of research outputs in the field from
reported years based on science direct.

Figure 4.1: Gradual increase of efficiency (a) and (b) research output of perovskite

based solar cells [8, 9].

devices [13]. Perovskite has attracted widespread attention as a potential alterna-

tive to silicon photovoltaic (P V ) devices currently dominate the P V market [14].

The instability of the perovskite in the open-air environment is the main drawback

to its large-scale realization and commercialization. In recent years, researchers

have made considerable experimental and computational efforts to study the per-

formance and control the size, morphology, and crystallinity of the perovskite

films. In this review, we inclusively discuss the evolution in the perovskite based

solar cells, details with structures and working principle by experimental and com-

putational design/fabrication approaches of perovskite are will discuss. Besides,
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we discuss some recent progress to resolve the stability challenges that affect the

performance of perovskites devices.

4.3 Architectures of perovskite solar cells

The comprehensive chemical structure of PCS are ABX3, A2BB
′X6 where A is an

organic molecule CH3NH3 or NH2CHNH2, B is a divalent metal(P b,Sn), X is a

halide(Cl,Br,orI), makes this material important for more applications [15]. P CSs

include a perovskite photosensitive film confined between two electrodes. A sur-

face buffer layer is usually used among the active and electrode layers to make easy

charge processing. The device structure has two types of interface layers: Electron

Transport Materials (ETM) and hole transport materials (HTM). In fundamental,

one of the electrodes should be a transparent conductive oxide, such as a nitride

containing indium. (Fig.4.2a), displayed the device structure of the tow types of

(P SC). The structure of the device by the deposition to show the two P CSs device

structure. The structure of the device is widely used by depositing metal (top) elec-

trodes of aluminum, silver or gold. There are two essential device architectures are

used to prepare P CSs, mesoporous and planar PCS compositions. Therefore, the

PSC charge transport channel is often discussed based on the kind of the device

structure [15]. The perovskite layers have a mesoporous structure and are formed

by a layer of porous semiconductor metal oxide such as titanium oxide T iO2, which

forms an interlocking network between the two-phase interfaces. Therefore, light-

induced electrons can be transported to the cathode through the T iO2, channel, and

the pores are transported to the anode via the perovskite channel (Fig.4.2b). At the

planar structure, the interface hole layer and electron transport material are used to

produce the cell. Excitation generated in the perovskite layer drifted into the elec-

trode by an established electric potential or an externally imposed electric field [15].
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(a) The device structure of the tow types P SC [16].

(b) Energy band diagram of the planar P SC showing
the separation and collection of photogenerated carri-
ers [17].

Figure 4.2: Architectures of perovskite solar cells (a) device structure and (b) band

diagram.

4.4 Working principles of perovskite solar absorber

Over the past a few years, several studies on charge transport kinetics in P SC have

explained that light excitation in a perovskite medium will immediately generate

electron-hole excitons in less than 2-picoseconds at electric field caused by the dif-

ference of function between anode and cathode and then splits it into delocalized

charge carriers [18]. Besides, the success of perovskite solar absorbers mainly due to

rising carrier mobility at the thin film medium, as well as charge spread the length

of electrons and holes in the perovskite medium around 1 µm this is sufficient for the

photogenerated charges reach into the interface layer and electrode without recom-
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Figure 4.3: Work principles of Perovskite Solar Cells [20].

bination [18]. Due to the complex nature of perovskite environment, researchers

still do not know much about the process of generating and collecting charges in

perovskite solar cells. So, the principle applied to characterize silicon solar cells is

as yet used to describe P CSs characteristics [19]. Typically, perovskite solar cells

device can be described in four fundamental steps :-

1. Photon absorption and exciton formation

2. Exciton diffusion and splitting

3. Charge transportation

4. Charge collection

Once sunlight drop on the perovskite layer, it absorbs photons excitons. Owing to

the difference in the excites’ binding energies in the perovskite material, the exciton

can form electrons and holes when the excitons are separated. Exciton separation

happens at the interface between the hole transport layer and the charge transport

layer. Electrons are separated from the holes and injected into the electron transport

layer, typically migrating to the Fluorine-doped Tin Oxide (FTO) anode, at the same
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moment, holes are mainlines into the holes transport layer and then transferred

to the cathode, usually a metal as displayed in (Fig.4.3) [21]. The metal electrode

collects electrons and holes, and the counter electrode is transferred to an external

circuit to generate a current.

4.5 Perovskite based solar cells evolution

The has been the development of perovskites to achieved high efficiency as solar

cells devices. Miyasaka et al. [22] reported the first P SC in 2006 regarded many as

a benchmark towards achieving perovskite solar cells. Using CH3NH3P bBr3 as the

solar sensitive material, they obtained a solar cell with an efficiency of 2.2% [23].

The first device from perovskite using T iO2 as sensitized solar cells was achieved

by fluid electrolyte based on iodide [24]. Three years later, in 2009, Kojima et al [25].

reported the first organic lead halide synthesis CH3NH3P bBr3, CH3NH3P bI3 as

sensitizers in the cell. The measurement of P SCs increased P CE approximately

3.81% into the CH3NH3P bBr3as well as 3.13% into an CH3NH3P bI3-based cells,

respectively, but with improved fabrication conditions. However, they found lim-

itations produced by the nanocrystals’ decomposition in the iodide fluid that led

to quick device degradation. The device lasted only about 10 min [25]. In 2011,

Park and colleagues produced the MAP bI3 perovskite as quantum dots, resulting

in enhanced productivity to 6.5% through T iO2 surface treatment. By mid-2012,

Park et al. [26]. tried to use solid organic molecules or polymers as an HTM and

absorber (CH3NH3P bI3) into avoid an effects of electrolytes manufacture with a

significantly increased the P CE of 9.7%. The above results Demonstrates that a

solid-state HTM highly increased the device’s stability compared with liquid elec-

trolytes. Nevertheless, instability challenge remained the major limitation imped-

ing manufacturing and photovoltaic marketing of P SCs [19]. In the same year,

Snaith et al. [27] reported fabrications perovskite solar cells using Spiro-OMeTAD

based HTM and Al2O3 as supports. The efficiency of the device was 10.9%. In

their report, they showed that the use of mixed halides (CH3NH3P bI3xClx) can

improve performance because of its higher charge carrying capacity. They also
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showed that perovskite has bipolar charge transport electrons and hole transport.

In March 2013, Seok et al [30]. they found promising results from using the struc-

tures of nanoporous T iO2 infiltrated by mixed-halides PSC through optimization

the halides in CH3NH3P b(I1−xBrx)3 compound certified efficiency of 12.3%. Paves

the way for reaching a P CE milestone that has been designed for many years. In

2013, P CE production of well-designed solar cells was 12.3% and 15%, Increased

to 19.3% in the first half of 2014 [29]. Seok et al. [30] reported an efficiency using

CH3NH3P bI3xClx and poly-triarylamine HTM of 16.2% and 17.9%, respectively.

Subsequently, Saliba et al. [31] introduced a perovskite solar cell using a trication

(Cs, MA, FA) mixture with 21.1% efficiency showed high stability and respectability.

Yang et al. [98] introduced a method to reduce defects in the perovskite layer using

an intermolecular exchange process in 2017, which helps reduce the concentration

of defects and achieve an efficiency of more than 22%. In 2018 Zhao et al. [33] all

production reports of 4-terminal perovskite tandem solar cells with power conver-

sion efficiency of over 23%.In 2019, Jiang et al. [34] produced a cell with an efficiency

of 23.32% using organic halideHC(NH2)2CH3NH3 to prepared solar cells with sur-

face defects. Sahil et al. [36] prepared fully textured monolithic perovskite-silicon

tandem solar cell, and it achieved efficiency around 25.2%. Besides, to improving

efficiency, a new design of device architecture has developed for low-cost and highly

stable DSSCs and P SC.

4.6 Band Gap of Perovskites

The design of solar cell technology strongly depends on the knowledge of the energy

from the sun. The sun releases a considerable amount of energy ≈ 174PW , which

is roughly 6000 times worldwide energy usage [37]. This energy is estimated to

be 1366 W/m2 just outside the atmosphere. Standard Air Mass (A.M 1.5) solar

spectrum at ground level (Fig.4.4a) shows that upon integration, the range gives

1000 W/m2 [38].

E =
hc
λ

(4.1)

42



(a) The complementation of EQE in Si and perovskite
tandem solar cell

(b) Band-gap and electronic-structure-tunability of
PSC Materials

Figure 4.4: Sun irradiance and bandgap of PSCs with permission from [39, 108].

Where E is the energy of the photon, h is Planks constant, C constant of light,

and λ is the wavelength. The (Fig.4.4b) showed bandgap and the relation between

bond angles. The angular coordinates’ variation induced a substantial modulation

of the bandgap from the top of the mid-infrared (1.1 eV) to the beginning of the

visible spectrum (1.9 eV). This trend is in line with calculations on simpler two-

dimensional (2D) Sn − I perovskites for solution-processable electronics. Photons
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that get absorbed are those with energy greater than the band gap of the material.

The band gap has an important impact on the optical peroperties of perovskite ma-

terial. In a systematic study, Shockley and co, the bandgap has an essential effect on

the material’s optical properties. Workers found that the most favourable bandgap

should be near the Shockley-Queisser limit 1.34 eV [35]. An important feature of

solar absorbers is the bandgap,its determines the maximum theoretical power con-

version efficiency, which is an inherent characteristic and ultimately directly affects

the true performance of photovoltaic cells. In recent years, methylammonium lead

iodide (MAP bI3) is the most widely used as a light absorber in perovskite solar cells,

for optimal bandgap and long-term stability are currently many studies were cur-

rently being to replace methylammonium (MA) in MAP bI3, the optimal bandgap

for a single-junction solar cell is between 1.1 and 1.4 eV while the reported band

gaps of MAP bI3 are between 1.50 and 1.61 eV, solar light-harvesting efficiency of

PSC’s can be further by using a lower bandgap than MAP bI3 [43]. Replacing MA

ions with larger organic formamidinium (FA) ions will result in a cubic structure

with a slightly larger lattice, and thus the bandgap will be slightly reduced from

1.59 eV for MAP bI3 to 1.45− 1.52 eV for FAP bI3 Closer to the optimal bandgap of

a single link Solar cells, so can harvest more light [44]. They found that when halo-

gen substitution occurs between Cl, Br, and I, the absorbance changes significantly,

as the halide ion size increases, the bandgap energy decreases, that is, for single

crystals, the bandgap is 2.97,2.24, and 1.53 eV for the Cl,Br, and I perovskite, re-

spectively. In addition, compared with the absorption starter group, the smaller P L

peak makes it to be applied in solar cells advantageous [45]. Recently, the effects

of cation exchange with MA+, Cs+, and Rb+ on the properties of FAP bI3 perovskite

have been studied through first principles calculations, it was found that these ad-

ditives can slightly increase the energy band gap of FAP bI3 [46]. Liu et al. [47]

studied by first-principles calculations the electronic and optical properties of Rb-

incorporated methylammonium lead halide perovskite (MAP bI3), they find that the

band gaps of Rb-doped MAP bI3, between (1.53 − 1.49) eV. For MAP bI3, Rb-doped

systems, the band-gap is 1.49 eV. Besides that, show Rb doping can degrade the

structural stability of MAP bI3, which can be attributed to the close band gaps of

them, if the perovskites solar absorber has the band gap of a solar absorber is too
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small < 1 eV, the device will be able to collect extra current from infrared emission,

but the open-circuit voltage will be too small. In addition, when the band gap is

too large (> 2 eV), only a tiny amount of solar radiation can be trapped. Hence,

a semiconductor with a band gap approximately 1.2 − 1.6 eV is the perfect mate-

rial for solar cell preparation in the configuration design of a single junction system

(Fig.4.5). The hybrid perovskite films are composed of direct band gap semiconduc-

tors with low bulk trap densities, which have shown remarkable luminous proper-

ties. One advantage of using the band gap of the hybrid perovskites can be tuned

by molecular geometry, i.e. by adjusting the composition of the compounds.

4.6.1 Binding Energy

It has already been mentioned that upon absorption of photons, P SC devices pro-

duce an exciton electrical bound pair. This exciton has to dissociate into electron

and hole. Thus, the magnitude of exciton binding energy has a direct influence on

the P CE of P SC devices performance. If the bending energy is low, excitons are

loosely bound, and dissociation is favored. While if band energy is high, excitons

are tightly bound. Thus, recombination is favored [49]. The evaluation of the bend-

ing energy can be performed by carefully aligning the spectra obtained from the

P ES and IP ES measurements with the simulated spectra calculated from the DFT ,

(Fig.4.6) [50]. Endres et al. [51] have reported many significant improvements in

the measurement of band onset a range by hybrid perovskite films, the band gap of

MAP bI3 is determined to be 1.6 ± 0.1 eV. Another property that enhances charge

dissociation is the degree of the change in dipole moment from the ground state to

the excited state [67]. The bigger the change, the higher the dissociation rate and the

inverse is true. The calculation is done by finding the dipole moment of molecules

at ground state (µg) and also at excited state (µe) then, using equation (4.2), the

change in dipole moment can determine.

▽µ =
[
(µgx −µex)2 + (µgy −µey)2 + (µgz −µez)2

]1/2
(4.2)
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(a) Relationship between maximum efficiency limit and
energy band gap of solar absorber

(b) Relationship between wide balance efficiency range
and theoretical Shockley-Queisser bandgap.

Figure 4.5: Relationship between solar cell efficiency limits and band gap with

Shockley-Queisser wide balance range [48].

4.7 Perovskite Chlocgenide

Transition metal perovskite chalcogenides have emerged as a new class of versa-

tile semiconductors, with large chemical and structural tunability, that translates

to a tenable band gap in the visible to the infrared of the electromagnetic spec-

trum [53]. In addition, this band gap tunability provides a unique opportunity to

realizing multi-state semiconductors with high carrier mobility. Recently, a series of

transition metal perovskite chalcogenides ABX3 (X = S, Se; A, B = metal) with low
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Figure 4.6: UP S with IPES spectrum of MAP bI3 in(a) linear (B) Semi-logarithmic

graph. Compare this with the case density calculated by DFT [51].

band gap have been theoretically predicted by DFT calculation and experimentally

synthesized the reported performance is summarized based on the configurations

displayed in (Table.4.1). Some studies point out that most chalcogenides have the

Table 4.1: Summary of reported calculated band gap by computational of perovskite

solar cell materials (ABX3, X= S, Se)

Materials Eg[eV] direct. Eg[eV] indirect Methods of Study References
SrSnSe3 1.56 1.56 DFT [54]
SrSnS3 1.00 1.00 DFT [58]
BaZrS3 2.25 2.25 DFT [55]
BaZrSe3 1.44 1.01 DFT [56]
CaZrSe3 1.52 1.52 DFT [57]
LaYS3 1.79 1.79 DFT [55]
CuT aS3 1.3 1.3 DFT [58]
CsNbS3 1.47 1.47 DFT [59]
CaSnS3 1.58 1.67 DFT [60]

best band gap; therefore, the band gap control is one of the keys to the stability

of the perovskite device. Meng et al. [61] applied alloying and defect control in

BaZrS3 by DFT method. Their calculations showed that a small Zr substation by

T i(BaZr1−xT ixS3,x = 0.1) is able to reduce the bandgap from 1.76 eV to 1.47 eV. The

theoretical P CE of BaZr1−xT ixS3 is higher than those of well-known lead halide

perovskites for the same thickness. They predicted that introducing compressive

strain may be a plausible approach to stabilizing BaZr1−xT ixS3 perovskite film. The
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results show that some of the perovskite compounds are based on the calculated

Goldschmidt tolerance coefficient, band gap value, light absorption spectrum, effec-

tive mass and phonon distribution [58], and are expected to be used in photo-voltaic

applications. Also, pointed out that the element mixing strategy can be used to ad-

just the band gap and light absorption of the perovskite chalcogenide, and can be

used to design tandem photo-voltaic devices [62]. The following section gives some

details on methods that have been tried to improve the power conversion efficiency

of perovskite solar cells through material modification.

4.8 Design/Fabrication Approaches

Designing better perovskite electronic materials requires a comprehensive under-

standing of the electronic structure of these materials and the factors affecting it.

By there systematically studying a series of materials, valuable information can be

generated regarding the properties of the materials. There are two distinct methods

used to study the properties of materials, experimental and computational. Here

we give a short summary of both the experimental and computational approaches.

4.8.1 Experimental Approach

Two major techniques employed in the fabrication of perovskite film are vacuum

deposition and solution processing [63]. Solution casting methods have a favorable

advantage over vacuum deposition because of the cost-effective and compatibility

with large-scale device manufacturing. In both cases, researchers utilized a differ-

ence procedures in the preparation of the films that yielded difference in the quality

of the film as well as in the reported power conversion tailored efficiency displayed

in (Fig.4.7). The popular tailored approach used in vacuum deposition are one-

step precursor deposition, sequential vapour deposition, two-source vacuum de-

position processes (TSVD). Whereas in the solution deposition approach, one-step

spin coating, two-step spin-coating, vapour-assisted solution deposition (VASD) and
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Figure 4.7: J-V characteristics produced by vapour deposition and solution deposi-

tion of the P SCs [3].

Figure 4.8: Different perovskite film preparation methods [81].

spray-coating are some of the familiarly used deposition approaches (Fig.4.8) [64].

Several experimental techniques such as X-ray diffraction [65], atomic force mi-

croscopy [66], electron diffraction [67] and polarized optical microscopy [68] have
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been utilized to understand the bulk structure of polymers better. Nevertheless, the

determination of conformations in a practical heterogeneous environment involv-

ing donor and acceptor regions remain beyond the reach of available experimental

techniques [69]. Ab initio calculations are one of the most promising computational

approaches to obtain detailed structural information of such molecules.

4.8.2 Computational Approach

The computational approach is further divided into several disciplines, including

Molecular Dynamics (MD), chemical dynamics, molecular approaches, ab initio,

and semi-empirical approaches. A widespread disadvantage of the above methods

is that they depend on external parameters or experimental results. For example, as

long as a constant force field of interaction parameters is provided between atoms,

molecular dynamics simulations can predict molecules structural evolution under

temperature and kinetic properties [70]. Thus MD calculations strongly depend

on ab initio calculation results, which assist into the improved force field and pa-

rameters necessary. Nowadays, MD successfully applied to the halide perovskites.

Belugas et al. [74] employed the force field to study the vibration spectrum’s temper-

ature evolution and regenerated the essential characteristics of the vibration spec-

trum. The kinetic results of the MD simulation analysis show that the methylam-

monium lead iodide spectrum has a large temperature development, has the trans-

formation of orthographic crystal to tetragonal crystal to cubic crystal, and strongly

depends on the restriction and order of molecules. Taufique et al. [71] implemented

a classic MD simulation to study the accumulation of PCBM, which forms a typical

ETL on the surface of various perovskite crystals in the presence of solvents. There

have been several reviews of the theoretical research into halide perovskites: re-

views on optoelectronic properties [71], and Briefly reviews the nature of chemical

bonds [72], and electronic as well as ionic motions [73], reviews focusing within MD

simulations [72]. Ab initio quantum mechanical calculation, which does not depend

on external parameters, is of great help since it can predict the structure, energy lev-

els, and optical transition strength of compounds before synthesis [75, 76].
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4.8.3 Density Function Theory

Over the decades since the introduction of the Schrödinger equation [77], many

excellent methods have been developed for directly solving the electron structure

problem, including configuration interaction, Mollar-plesset perturbation theory,

the coupled-cluster expansion and quantum Monte Carlo [71]. Nevertheless, the

coupling between coordinates in the many-electron Schrödinger equation makes

the computational cost of such methods significantly high or impossible [72]. The

Density Functional Theory (DFT ) which began in 1926 with the creation of the

Thomas-Fermi theory [88], an approximate method for finding the electronic struc-

ture of atoms using just one electron ground state density ρ(r) came as a remedy to

the problem of solving coupled coordinates, thus reducing the computational costs.

Hohenberg and Kohn-Sham [99] laid a solid foundation of the theory by mathe-

matically showing that an exact method based on the ρ(r) exists in principle, where

ρ(r) is defined to be exactly that of the real system, currently DFT using the HK

theorem [99]. the ground state energy can be written as;

E = Ts +U +Vnuc +EXC[ρ] (4.3)

Where Ts is the energy of the Konh-Sham orbitals, U is the Hartee energy, Vnuc the

core and its attraction to and EXC[ρ] is everything else which makes the above ex-

actly. In actual calculations, the XC contribution is approximate, and the result is

only as good as the approximation used. The XC was first approximated using a

theory called local density approximation (LDA) (Eqn.4.4) developed in the 1970’s

but had many shortcomings, Generalized Gradient Approximation (GGA) (Eqn.4.5)

was later introduced to compervat for these short amige hybrids were also submit-

ted by Becke [80] leading to the well known and widely used exchange-correlation

function called Becke’s-three parameter Lee-Yang-Parr (B3LY P ) [141].

EXC =
∫
ϵxc(n)n(r̄)d3r (4.4)

EXC =
∫

(n,▽n)n(r)d3r (4.5)
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Figure 4.9: Number of DFT papers published based approximation function with

citations [85].

Though DFT functionals were so well developed, until the 1990’s they still

could not treat Van der Walls interactions or yield correct long-range dispersion

forces [92]. The reason was that the binding energy curves decay exponentially

instead of −C6/R
6, where R is the separation distance, and C6 is the Van De Walls

coefficient [86]. Different strategies for solving this problem have proposed: (i) a

completely scratch-based approach (i.e., a non-empirical approach); (ii) reparam-

eterization of existing functions; and (iii) including empirical terms. Recently, the

latter approach has been the subject of a renewed interest, and several attempts have

been reported to use pair-wise attraction terms of the form –f (R)Cn/Rn (n=6,7,. . . )

for both molecular complexes and extended systems. The proposed corrections

differ in the form of the damping function f(R) and the atom-atom dispersion coef-

ficients Cn. David Langreth and Bengal Lundquist [87]. Developed an approximate

non-local ground-state density functional called LL, with the right decay [89]. At

the same time, with this development, Grimme [89] developed his DFT-D method

that provides an empirical correction to the DFT results in a highly systematic and

accurate fashion. The model has demonstrated to be successful in dealing with

small molecular adducts, π-stacking, and large complexes (e.g., DNA base pairs)
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of interest for biological systems and molecular crystals [91]. The use of DFT since

it’s formalization has been steadily increasing, and better ways to treat chemical

problems are emerging, as shown in (fig.4.9) shows a trend in the increase [85].

Up to this level, the success of DFT was only on ground state electron structure

calculations, without considerations of the excited-state [93]. The need to develop

methods that treat excited states lead to the development of methods like min-

principle [94] and ensembles [103]. Later a time-dependent DFT (TDDFT) was

developed and has become a robust and viral method. The method is based on the

fact that all observables in a quantum problem are functional of the time-dependent

density [95].

4.9 Stability of Perovskite Solar Cells

The primary challenge in realization perovskite solar cells today is the instability

of the devices in a surrounding environment. Over the past few years, considerable

effort have been made to improve perovskite-type solar cell devices, stability by

adopting various device architectures, compositions, and manufacturing technolo-

gies. Stability and efficiency are essential parameters for commercial applications of

perovskite solar cells. Perovskite devices have achieved high efficiency so far. How-

ever, the stability of the devices is still one of the problems facing the research com-

munity. Perovskite compounds with manufacturing processes can contain traps into

the degradation of perovskites [96]. The exposure of these layers to UV light [97],

humidity [98], oxygen [100], and temperature [101] affect the stability of PSC. Vari-

ous experimental and computational studies were carried out to determine possible

solutions to improve stability. Solving the instability of perovskite materials is a key

strategy to increase long-term stability. The geometric factors limit the formation of

stable 3-dimensional the perovskite structures. Stability structure of perovskite can

be defined by Goldsmidt’s called tolerance coefficient, as shown in Eq.(4.6) [102].

t =
rA + r0√
2(rB + r0)

(4.6)
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Where, rA, rB and r0 are ionic radius for organic cation A, inorganic cation B and

halide anion X, respectively. The ideal cubic perovskite structure would have a t= 1

and the cubic structure can only be acquired when 0.89 < t < 1 [103]. Low tolerance

factor means lower symmetry and the perovskite would shift to an orthorhombic

or tetragonal structure, which would give a negative effect on the opto-electronic

properties of perovskite [104]. Most stable perovskite materials have to satisfy a

0.8 < t < 1 [106] and the most stable perovskite material is still MAP bI3, which has

a tolerance factor slightly higher than 0.9 [105]. The Computational approaches

based on the Goldschmidt tolerance factor is used to estimate the geometric stabil-

ity of the three-dimensional (3D) perovskite structure [3]. Filip and Giustino. [108]

A theoretical combinatorial search based on density function theory was carried out

on the entire periodic table. Korbel et al. [109] starting with over 32,000 possible

3D ABX3 compounds (Fig.4.10). Found suitable band gap values for 199 possible

3D ABX3 thermodynamically stable perovskites with cubic structure and photo-

voltaic applications. The result of these studies is that lead has the best photoelectric

properties in 3D perovskite. Replacing the toxic P b+ and Sn2+, while maintaining

high performance is a grand challenge for the research community [110]. Recently,

chemical composition engineering or alloying has proven to be an effective strat-

egy that can be used to adjust the photoelectric and stabilizing performance of the

perovskite-based solar cell [111]. However, for lead-free perovskite systems, this

strategy has not been extensively studied. Further research may lead to the discov-

ery of new 3D lead-free perovskites [111].

4.9.1 Moisture instability

Instability of perovskite by moisture arises, from the effect the hygroscopic nature

on amine salt [139]. MAP bI3−xClx and MAP bI3 endure on a similar moisture-

assisted degradation process, in which the methylamine group is lost due to subli-

mation, and P bI2 formed,leading to further degradation to CH3,NH2, andHI [113].

However, recent experiments have shown that the formation of the hydrate phase of

MAP bI3 is an integral part of the degradation mechanism [98]. Huang et al. [114]
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Figure 4.10: Calculated goldsmiths tolerance factor for some materials [112], Copy-

right 2015, The Royal Society of Chemistry
.

used pure inorganic 2D nanosheets exfoliated from montmorillonite as the photo-

sensitive layer and added to the MAP bI3 perovskite precursor solution. As a re-

sult, the nanosheet is slowed down, and the crystallization rate is reduced, result-

ing in the formation of larger particles and shells on the surface of the perovskite

film [114]. This shell effectively protected the perovskite against moisture, light,

and even thermal degradation [114]. The color of the fresh film stored in a rela-

tively humidity of 70% environment did not change, while the control completely

turned to yellow (Fig.4.11)(a)), (Fig.4.11)(b) and (c), it can be clearly seen that the

stability of the passivation device has been greatly improved under humidity and

light. A moisture, induced recombination mechanism is also proposed to control

moisture synthesis in planar geometry. Although the efficiency has increased to

19.3%, it quickly drops below 5% of the original performance when stored under

ambient conditions [115]. The packaging technology developed for CIGS-based de-

vices can effectively solve the humidity sensitivity of these devices [116]. Mosconi et

al. [115] applied Ab initio molecular dynamics (AIMD) simulation to study the in-

teraction between liquid water ends and the tetragonal MAP bI3 (001) surface with

different terminations. Their results showed the interaction between P b atoms and

55



(a) (b)

(c)

Figure 4.11: Exfoliated montmorillonite nanosheets to improve the environmental

stability of MAP bI3 (b) Relative humidity of the MAP bI3 with the environmental

condition around the film (c) Relative humidity of theMAP bI3 at room temperature

with constant sunlight [114].

water molecules accelerate the release of I atoms, the surface of the MAI end is

easy to dissolve, It was also found that, due to the stronger P bI bonds on these sur-

faces, the P bI−2 terminated surface is less sensitive to interfacial water, they also

suggested that the incorporation of water molecules into the P bI2 exposed surface

may be to the first step in the formation of an intermediate hydrated phase. Zhang

et al. [116] performed AIMD and DFT calculations on MAP bI3 perovskite, the cal-

culation results show that the light absorption attenuation caused by moisture is

closely related to the formation of hydrated species, the electronic excitation in the

exposed and water-adsorbed MAP bI3 nanoparticles tends to weaken the P bI bond,

in the excited state where water molecules participate in the electronic excitation,
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the bonding mode induced by light stimulation is reduced by up to 20%, which in-

dicates the Accelerated decomposition of perovskite in the presence of sunlight and

moisture. Long et al. [119] performed Ab Initio non-adiabatic molecular dynamics

from scratch. Found that the tetragonal MAP bI3 can destroy the perovskite surface

of a small amount of water adsorbed on the surface of the MAI end (001), so that

the light-stimulated electrons are positioned close to the surface, and more impor-

tantly, the electron holes are reduced by avoiding deep electron traps overlap and

increase the life span of the induced state. Some theoretical efforts have focused on

the influence of water molecules on the stability of other perovskite materials, such

as MAGel3 and FAP bI3 [120]. These studies also found that in MAP bI3, water eas-

ily diffuses into the perovskite, structural destructions, the formation of hydrated

intermediates, and the moisture-induced decrease in optical absorption observed

in MAP bI3. DFT -based calculations are used not only to study the mechanism of

water degradation in perovskite solar cells but also to propose strategies to improve

their water stability. Dong et al. [121] performed theoretical calculations on the

corresponding molecular model of MAP bI3and found that the hydrogen bond in-

teraction between the inorganic P bI3 unit and the organic CH3NH3 unit plays an

important role in determining the stability of MAP bI3. Computations show that

due to the high polarity of water, the organic-inorganic structure will inevitably

change in a humid environment. Based on these theoretical insights, they deposited

an ultra-thin Al2O3 film on the hole transport layer to improve the stability of the

medium without significantly reducing efficiency. First-principlesDFT calculations

performed by Zhang and co-workers’ in conjunction with AIMD showed that the

P bI2 end (001) surface of MAP bI3 is more stable than the MAI-terminated P bI2 de-

fect surface in a humid environment which is the same as Calculated by Mosconi et

al. [117], Koocher et al. [122] found that water adsorption on the surface of MAP bI3

(001) is greatly affected by the orientation of CH3NH3 (MA) cations near the sur-

face. Water favorably adsorbs on in all positions on the P bI2 andMAI surfaces stud-

ied, water can be actively adsorbed and supports the existence of the experimentally

observed hydrate state, which is a possible first step in the degradation process. The

calculation results (including the implicit liberation model) show that higher wa-

ter concentration can promote degradation by increasing lattice distortion. Heben
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(a)

(b)

Figure 4.12: (A) LBIC mapping development of perovskite/SWCNT devices under

high humidity conditions, (b) stability testing of perovskite/SWCNT devices under

high humidity conditions [123].

et al. [123] studied the degradation mechanism of perovskite devices against mois-

ture. They added an SWCNT /PMMA composite as an encapsulation layer. Due

to this encapsulation layer improve the resistance to water. And the preliminary

devices showed an average efficiency of around 7%. Due to the addition of the di-

electric PMMA, the open-circuit voltage drops and the series resistance increases

significantly. However, these devices exhibit better current collection uniformity

and improved breakdown resistance (Fig.4.12). The addition of SWCNT /PMMA

encapsulation enhanced the devices from 24 to 300 h for the high temperature

and 52 to 700 h for the low-temperature condition. With the optimization of the

production process and glass packaging application, the service life may improve.

SWCNT /PMMA electrodes have high heat and humidity resistance and have great

potential for perovskite-type solar cells long-term stability. Thermal instability of

perovskite solar cells is a big issue for scientists community. When the device that
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subjects to a high temperature causing the device’s degradation. In this section, we

discuss some of the numerical and experimental studies that have been conducted

on the effect of the temperature on perovskite solar cells. As well as strategies devel-

oped to improve the thermal stability of these optoelectronic devices. As we know

that the temperature has a great influence on the crystal structure and on the per-

ovskite phase. It was previously reported on the studies on influence of temperatur,

that the tetragonal phase changed to the cubic phase at 54 C◦- 56 C◦ [124]. The

performance (η) of the device is highly dependent on the operating temperature

through the following relations reported in the literature (Eqn.4.7) [125].

ηc = ηT ref [1− βref (TM − Tref )] (4.7)

Where T and η are the temperature and P CE, respectively, and βref is the temper-

ature coefficient of the P V module. It should be noted that these relations reported

for traditional solar cell modules and the performance loss through the degrada-

tion of the device components have not been considered. Makableha et al. [126] use

numerical simulation to investigate the effects of the thermal behavior, including

solar radiation, Joule heating, and non-radiative recombination, for regular planar

heterojunction perovskite solar cell consisting of indium tin oxide (ITO) as front

contact and gold as back contact is conducted(Au). The result it has been found

that solar radiation is the dominant source through which of maximised operat-

ing temperature of the cell reached 74.5 C◦ under the effect of Joule heating and

non-radiative recombination is minor, and the maximum. Displayed in (Fig.4.13(b))

shown the influence of all heat sources, all combinations’ thermal behavior. The re-

sults show that the structure with ITO/Au contacts will have a higher operating

temperature reaching 79 C◦. In comparison, ITO/Ag temperature will be slightly

lower due to higher emission, going to 77.7C◦. Then, the FTO/Au contact is re-

duced by about 27.5%, and almost the same percentage decreases the FTO/Ag con-

tact. The higher temperature drop resulted inAZO use as front contacts and Au and

Ag as back contacts, and the temperature reached 45.3 C◦ [126]. Gorji et al. [127]

applied the COMSOL calculations on the heat conduction between the perovskite-

type solar cell and graphene. The results indicated that the bottom layer (RGO) is

less hot than the other layers, which are the contact acts as a heat sink and a greater
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(a) Show thermal simulation results.

(b) The maximum working temperature of the P SC
through one day due to all the heating sources

Figure 4.13: Simulation results of Thermal instability of P SCs [126, 127].

conductor with a higher area close to the air environmentS showing in (Fig.4.13(a)).

These results refer to improve the thermal trends of the cell due to high thermal

conduction and thin thickness of the RGO layer. Fumani et al. [129] did designed

a polymer encapsulation layer both a flexible moisture-blocked and temperature-

controlled were used as Cooling Agent. Results have proved that the resin encapsu-

lation system commonly used in optoelectronic devices can be used as a barrier to

heat release caused by light loss and electrical loss during devices operation. Also,

they investigated the effect of the designed cooling system PSC temperature adjust-

ment, by using four types of devices the reference cell encapsulated with resin cell

only, encapsulated resin/PEG1000, and resin/PEG2000 system, one which is ther-
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(a)

(b)

Figure 4.14: (a) operating device temperature curve, (b) a temperature-time graph

under the sun [129].

mally controlled under sunlight (Fig.4.14). In all the examples studied, the trend

of temperature increase(Fig4.14) (a), and (b). As observed, the maximum temper-

atures of the reference device, resin, resin/PEG1000, and resin/PEG2000 encap-

sulated devices are 41.2,49.3,36.6, and 46.9 C◦, respectively. Compared with the

unencapsulated resin/PEG1000 and resin/PEG2000 encapsulated devices, the pure

resin encapsulated devices reached the highest temperature. As a result, a 2-year

stable device is achieved, as confirmed by the electrical analysis that showed no sig-

nificant changes in the recombination and transport resistances after 450 days of

storage.

4.9.2 UV instability

UV light exposure is a very important factor that influencing the stability of per-

ovskite solar cells. Like many solar cell technologies, illumination becomes the

cause of degradation of perovskite solar cells. Degradation of perovskites by UV
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Figure 4.15: UV degradation/recovery cycle of perovskite device perfor-

mance [141].

light attributed to the use of the T iO2 layer as a photosensitizer in P SC. With assis-

tance from UV light, T iO2 could interact with I− and form I2 as in typical DSSCs.

Therefore, it could destroy the perovskite crystal structure and enhance the ionic

reaction process of organic cations [130]. Leijtens et al. [2] was investigated by mea-

suring 5h efficiency decay curve, measured under 1-sun A.M 1.5G illumination for

devices with and without encapsulation and UV filter. The results showed that

encapsulated devices decayed more rapidly than a nonencapsulated device, which

indicated that the degradation not just starts from the active layer but also the moso-

T iO2 (Fig.4.1). Display their UV 1-sun cycling illumination test results and possi-

ble mechanism. Ito et al. Reported observes that the inclusion of the Sb2S3 layer in
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the interface between the mesoporous T iO2 and the perovskite layer increased the

stability due to the interruption of the iodide pair at this interface. Unfortunately,

the UV-filter might trigger an unavoidable fabrication cost increasing due to extra

materials cost [130]. It has also been reported that the presence of oxygen prevents

the ultraviolet activation degradation at the T iO2 interface, which eliminates the

surface state and passivates the grave trapping sites at the interface, which is the ti-

tanium dioxide n-type semiconductor [132]. The use of aluminum silicate shells on

titanium dioxide nanoparticles can increase stability [132]. With regards to (MSSC),

the Al2O3 scaffold is a more stable alternative to T iO2 [133]. However, alternative

charged layers and electrodes, interface engineering, and packaging technologies

must be sought to solve this problem. Various strategies have been reported to de-

lay the UV-induced instability of P CS devices. Several groups have demonstrated

the stability of about 1000 hours under a light with little or no degradation in per-

formance [134].

4.10 Hysteresis Effects

The mechanism of hysteresis in perovskite devices is still unknown several hypothe-

ses were established. one of these hypotheses ferroelectric polarization, widely dis-

cussed [135], and ion migration [136]. Hysteric behavior could be dependent on the

ferroelectric polarization. Thus, it is interesting to investigate hysteresis, depending

on the ferroelectric. Understanding the ferroelectric behavior is essential to improve

efficiency and stability because it affects light-stimulated electron-hole matching

and separation [137]. Snaith et al. [138] suggested the capacitance effect, the fer-

roelectric behavior of absorber, and defect density are the sources of the hysteresis

behavior. If this effect not considered, it will result in a false comparison between

the efficiency value and the stabilized output [139]. The hysteresis observed in the

current-voltage (J − V ) curve is due to the ferroelectric domain under the applied

electric field, and the same effect may cause ion migration or trapping of charge

carriers [140]. Determine the existence of ion migration is dependent on the mea-

sure of the current-voltage J −V curve of the perovskite film in the lateral electrode
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Figure 4.16: Diagram of ion migration in perovskites solar cells [141].

structure, by temperature-dependent conductivity electrical measurements. Ulzii et

al. [141] used this design to ionic conduction, they find as ions would not contribute

to the conductivity at low temperatures, but would help when the temperature was

sufficiently high to provide the energy required to form mobile ions. Fig.4.16 shows

J − V curves, (a) temperature-dependent conductivity measurements in a lateral

structured perovskite film, (b) scan rate dependent current density-voltage curves

of perovskite solar cells, c, d Effect of temperature on the hysteresis of perovskite so-

lar cells at a fast scan rate of 200 mV s−1. Current density-voltage curves measured

at 60 C◦ (c) and after cooling to room temperature (d), these results revealed that

the hysteresis increased with increasing temperature [142]. Recent studies have be-

gun to support that both ion migration and charge trapping could the reasons J −V

hysteresis [143, 144]. Understanding the disruptive phenomena that cause degrada-

tion in the perovskite device is critical to improving efficiency and is an open area of

research. Physical optimization and theoretical simulation through trial and error

will ensure stable efficiency and contribute to technology maturity.
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4.11 Conclusions and perspectives

In this article, we’ve reviewed the developments and basic structures of perovskite-

based solar cells. We also explained in detail the several computational and ex-

perimental attempts to address and understanding certain vital factors such as the

optical properties, energy bandgap, and the stability of the perovskite materials

limiting the development. The commonly used P b element is highly toxic, and T iO2

suffers from UV-induced instability, contributing to the short lifetimes of P CS. Sug-

gested alternatives, such as SnO2 and ZnO, have shown massive potential in the

P SC community, with low-temperature fabrication. Moreover, replacing Pb with

non-toxic ingredients will also prove beneficial in the future. We also introduce the

perovskite-chalcogenide with narrow bandgap, which provides more light absorp-

tion, one of the promising aspects of perovskite solar cells.

Currently, the theoretical approaches to understanding the microscopic physical

mechanism of perovskite solar cells are considered a viable means. It will be eas-

ier to provide ideas for improvement and develop materials and structures that are

simpler and more efficient if researchers can develop a theoretical device to verify

the complex composition of the perovskite. The instability issues of P SC are also

still been debated, and more research is needed to full comprehension since this is

a significant underlying problem of perovskite photovoltaic technology.

Many strategies are being developed to improve the stability of perovskite solar

cells against moisture, temperature, oxygen, and ultraviolet light. The moisture

and oxygen stability of the perovskite device can effectively improve through ad-

vanced packaging technology. Ultraviolet light and heat are unavoidable problems

of perovskite devices during the operation. Given the rapid development and a vast

number of publications on P SC, an investigation of newly designed strategies for

improving the stability issues pushes its commercialization one step forward. Fur-

thermore, more efforts should be made to the intrinsic and essential mechanisms of

the degradation process. The main factors that affect the degradation of perovskite

materials under the environmental atmosphere should be clarified to provide more

scientific guidance to increase stability.
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Chapter 5

Investigation of the structural and
electronic properties of Cs2Hf I6 using
(DFT)

5.1 Abstract

Structure and electronic properties of the Cs2Hf I6 compound were studied based

on density functional theory. The local density approximation (LDA) and gen-

eralized gradient approximations (GGA) for potential exchange-correlation. The

density of state and structure of the electronic band was calculated. We obtained an

indirect band-gap of 1.9 eV for Cs2Hf I6, which increases its potential in the field of

lead-free hybrid perovskite solar cells. the calculated energy band structure shows

that the cubic perovskite Cs2Hf I6 is a semiconductor. The optical properties, the

real and imaginary parts (dielectric function), refractive index, and absorptance

coefficient were calculated.

5.2 Introduction

Perovskite solar cells show the most promising performance for power conversion

efficiency (P CE) of the solar cell, more than 25.6% close to the Shock-ley–Queisser

limit of 31.4% [1, 2]. However,the fast expansion of perovskite-based solar cells has

two significant challenges: poor stability and toxicity [3, 4]. Pb-based perovskites
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hold out as efficient structures in solar cells absorbs; thus, it remains essential to find

suitable substitutes with excellent photoelectric properties and high stability [5, 6].

Regrettably, perovskites solar cells produced without lead show low efficiency [7].

Some progress has been reported on inorganic cells, and lead-free materials have

been developed, such as (Sn, Ge) established perovskites, which exhibit photoelec-

tric properties comparable to Pb-based materials [6]. The halide perovskite divalent

metal cation-based oxidation from 2+ to 4+ state, but it is unstable due to phase

transition [5]. In addition to the elements of trivalent metal ions of IVA group such

as Bi or Sb as non-toxic substitution elements have garnered many studies with per-

fect stability but weak (P CE) when inserted into a perovskite device. Nowadays,

new materials have been successfully synthesized both experimentally and compu-

tationally and they have been incorporated into solar cells, such as Cs2Au2I6 [8, 9]

and Cs2NaBiI6 [10]. At the same time, in the perovskite compounds, most tetrava-

lent cations come from the transition metal (TM) elements, the cations in the B-site

can also be in the 4+ state. An inclusive study of the TM based spatially required

perovskites is helpful for the discovery of non-lead perovskites. Sakai et al. [8]

Cs2P dBr6 was synthesized by applying a solution method, and it shows a 1.6 eV

optical band gap and good stability. Ju et al [7]. A theory study found a series

of T i4+ dependent on halide perovskite as Pb-free perovskite absorbers with ap-

propriate bandgap, good absorption capacity, and long-term stability. In a similar

work, Wang et al [11]. found an easy approach to synthesizing the big size single-

crystal structure of Cs2P tI6 good quality films. They showed an energy band gap

of 1.37 eV, with a P CE of 0.73% [7]. This stability measurement that the P SCs

without any encapsulation could retain almost 80% of their initial efficiency under

various extreme conditions [12]. However, these studies mainly focused on a few

select TM elements. Although double perovskites show high stability, they usu-

ally have a wide band gap > 1.5 eV which dramatically reduces the photo-voltaic

efficiency. Therefore, it is essential to improve lead-free, with tight energy gap ma-

terials for solar cells applications. The optical performance inspection of materials

is essential for different purposes such as absorbs, transmission, refraction, reflec-

tors and different optoelectronic equipment to know the material restraint to inci-

dent electromagnetic rays. We present a simple derivation of the dielectric function
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which describes the linear relation between electrical displacement and the macro-

scopic electric field. Therefore, a dielectric function is calculated with the following

Eg.(5.1) [12, 13]:

ε(ω) = ε1ω+ iε2(ω), (5.1)

where the real part represented by ε1ω and imagery part represent dielectric func-

tion by iε2(ω), the dielectric functional parts allow important properties parameters

such as the refractive index is one of the optical properties (n(ω) extinction coeffi-

cient k(ω), optical conductivity (real) σ1(ω) and (imaginary) σ2(ω), refractive index

R(ω), absorption coefficient α(ω) and loss function aspect to photon energy. As

mentioned the refractive index n(ω) is connected to the dielectric function ϵ(ω) by

Eg.(5.2): √
ε(ω) = n(ω) + iκ(ω), (5.2)

where iκ(ω) is the extinction coefficient. Another important parameter is the ab-

sorption coefficient (α) which is described as the reciprocal of the depth of penetra-

tion of radiation into a bulk solid,

α(ω) =
4πκ
C

, (5.3)

where 4πκ is Extinction coefficient, C is a light constant. Dielectric function refrac-

tive index and absorption coefficient, they can be found by the equation as follows

Eg.(5.4) and Eg.(5.5)

n(ω) = [
1
2

((ε1(ω)2 + ε2(ω)2) + (ε(ω))]
1
2 , (5.4)

κ(ω) = [
1
2

((ε1(ω)2 + ε2(ω)2)− (ε(ω))]
1
2 . (5.5)

In this work, we are utilizing the first principle (DFT ) method, as implemented in

quantum espresso, to investigate the electronic structure of cubic Cesium Hafnium

iodide perovskite Cs2Hf I6. Besides, to unravel the optical properties of these dou-

ble perovskite materials.
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5.3 Computational Details

5.3.1 Methodology

Computations were performed with (DFT ). The simulation package (QE) software

code was used for this purpose [14, 16]. Interaction of the Core-valence was ex-

pressed by using the Projector Augmented Wave (PAW ) [17, 18]. The Generalized

Gradient Approximation (GGA) was used with (P BE) exchange-correlation func-

tion [17]. The cut-off energy of plane-wave extending was set to 450 eV. The energy

convergence of the total energy and force criterion was 10−5 eV per atom during

relaxation. The (Scf ) calculation was done for the density of states calculation, and

the (nscf ) calculation, a K-point grid was set an 8 × 8 × 8 to achieve high accuracy.

K-point a 12× 12× 12 was applied for the optical properties and electronic calcula-

tion of the Cs2Hf I6. For 2 × 2 × 2 super-cell structure, 3 × 3 × 3 and 4 × 4 × 4 grids

were performed of structural optimization and electronic calculation, respectively.

The first brillouin zone was sampled using k-bath. We adopted GGA to calculate

the band gap without considering the effect of spin-orbit coupling [19].

5.4 Results and Discussions

5.5 Geometric Structure

We started our DFT simulation Cs2Hf I6 with geometric optimization to ensure the

accuracy of the calculation. The calculations were carried out of this cubic per-

ovskite by the Pm3−m structure and crystal lattice constant of a = b = c = 8.3A [20].

The calculated lattice parameter of the Cs2Hf I6 are a = b = c = 7.42A, α= 59.9

β= 60.0001 γ= 59.9, and unit-cell volume = 288.92A, this shows a decrease in the

lattice parameter, which can be attributed to the smaller ionic of Hf.
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Figure 5.1: DOS and PDOS for Cs2Hf I6.

Figure 5.2: Band gap structure of Cs2Hf I6 perovskite.
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5.6 Band structure ofCs2Hf I6 and Density of State

One of the essential characteristics to be studied is the band gap of the materials,

which plays a vital role in determining the behavior of the materials. Physical prop-

erties of solids state materials can be provided from electronic band structure as

optical behavior can be explained successfully from the electronic band which form

a foundation for solid-state devices as solar cells, etc. approximations of Density of

state shown in (Fig.5.1). As shown in these figures, the wave vector for the valance

band maximum (VBM) and the conduction band minimum (CBM) are similar, at

the (0,0,0) point of the Brillouin zone, and hence, Cs2Hf I6 in the cubic phase has

a direct band-gap at the Gamma (Γ ) point. A semiconductor is a material that has

conductivity due to the flow of electrons, and its size is between a conductor and

an insulator. For electronic excitation, it can be defined as a material whose en-

ergy ranges from zero to about 4 electron volts (eV) [21]. The band gap values from

GGA approximations were calculated. This result shows that the band gap of 1.9

eV obtained is a semiconductor material. So far, no earlier published theoretical

and experimental works compare with this calculated result for Cs2Hf I6. The elec-

tronic density of states (DOS)defines as the number of electronic energy states per

unit energy at each energy level that is available to be occupied by the electrons.

The total electronic density of states of Cs2Hf I6 at zero pressure is shown in Fig.5.2

which can he used to describe the electronic structure.

5.7 Optical Properties of Cs2Hf I6

Optical behavior of the Cs2Hf I6 was calculated from the complex dielectric func-

tion. We used one direction for the calculation of the coefficients using x = y = z

due to its cubic structure. High dielectric constants are idealfor photo-voltaic ap-

plications because of a dielectric constant of 10 eV. the dielectric function imaginary

part was calculated in the long-wavelength q → 0 limits, as displayed in Fig.5.3.

A high absorption coefficient is desired in solar cell applications. The calculated
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Figure 5.3: The real and imaginary parts of dielectric function of Cs2Hf I6 per-

ovskite as a function of Photon energy.

Figure 5.4: The absorption coefficient of Cs2Hf I6 perovskite as a function Photon

energy.

absorption coefficient as a function of photon energy shown in Fig.5.4 shows the

absorption curves of Cs2Hf I6 in the 400-900 nm domain, referred to as the relative

band-gap value of its strong optical. absorption. . The calculated other opti-

cal properties, such as Refractive index n(ω) Fig.(5.5, Fig.5.6) were around 1.9 eV,

which is close to the band energy calculated. Reflectivity index shown in (Fig.5.6))
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Figure 5.5: Refractive index real part of Cs2Hf I6.

Figure 5.6: Reflectivity index of Cs2Hf I6.

is a suitable optical band gap energy and loss function in the solar radiation energy

range. It indicates that Cs2Hf I6 may be a promising candidate for light-absorbing

materials in lead-free perovskite solar cells.
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Conclusion

This paper systematically studied the electronic structures and optical properties of

the perovskite Cs2Hf I6 compound using the density-functional theory. Our results

show that Cs2Hf I6 may be an excellent choice to use in perovskite photo voltaic

devices. We have calculated a band gap of around 1.9 eV. Therefore, a DFT calcula-

tion could help to develop material for possible applications of the perovskite solar

cell.
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Chapter 6

Summary and future work

6.1 Summary

This work aims to study the various properties of the perovskite material com-

pounds Cs2Hf I6 and Li2T iO3 to provide helpful information of their applications

in solar cells. The investigation is based on the calculation tool of density functional

theory (DFT). We studied the perovskite material’s structural, electronic and opti-

cal properties of the Cs2Hf I6 material. We estimated the efficiency of its solar cell

based on the Shockley Quisel efficiency limit and the maximum efficiency limit of

the spectroscopy. We calculated this approximation to estimate the electronic and

optical properties of DFT and GW levels. GGA PBEsol calculates the band struc-

ture and PDOS. Our results are consistent with the available experimental data for

Li2T iO3.

We hope that our prediction of Cs2Hf I6 will be experimentally confirmed in the

nearest future. This project also reviewed the instability issues of perovskite solar

cells. More research is needed to fully comprehend since perovskites photovoltaic

technology is facing this significant problem. We have also reviewed strategies to

improve the stability of perovskite solar cells against moisture, temperature, oxy-

gen, and ultraviolet light. In addition, we have discussed the developments and ba-

sic structures of perovskite-based solar cells and explained several computational

and experimental approaches to investigating the properties of these devices.
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6.2 Future work

The conclusions from this research show that utilizing computational approaches

to study properties of perovskites materials based on solar cells Increases the possi-

bility of finding nontoxic materials with high efficiency.

The transition metals are promising candidates to decrease the toxicity and en-

vironmental stabilization of P SCs equipment, which are significant challenges in

perovskites solar cells. In addition, the research on the optical properties of the

materials and their applications in P SC devices also represents a fantastic direction

in the future of solar energy.

Perovskite solar cells materials properties are motivated enormous potential to

study. Many calculations by DFT can produce other properties not covered in this

study as the mechanical properties, thermodynamic, magnetic and chemical prop-

erties. In addition, a good piece of work one can get interested in is comparing

computational results with the experimental results of perovskite to accelerate the

investigation of perovskite properties.
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