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ABSTRACT

Analog-to-digital converters (ADCs) are required in almost all signal processing and communication
systems. They are often the most critical components, since they tend to determine the overall system
performance. Hence, it 1s important to determine their performance limitations and develop improved
realizations. One of the most challenging tasks for realizing software defined radio (SDR) is to move A/D
conversion as close to the antenna as possible, this implies that the ADC has to sample the incoming
signal with a very high sample rate (over 100 MSample/s) and with a very high resolution (14 -to -16 bits).
To design and implement A/D converters with such high performance, it is necessary to investigate new
designing techniques.

The focus in this work is on a particular type of potentially high-performance (high-resolution and high-
speed) analog-to-digital conversion technique, utilizing filter banks, where two or more ADCs are used in
the converter array in parallel together with asymmetric filter banks. The hybrid filter bank analog-to-
digital converter (HFB ADC) utilizes analog filters (analysis filters) to allocate a frequency band to each
ADC in a converter array and digital synthesis filters to reconstruct the digitized signal. The HFB
improves the speed and resolution of the conversion, in comparison to the standard time-interleaving
technique by attenuating the effect of gain and phase mismatches between the ADCs.

Many of the designs available in the literature are compromising between some metrics: design
complexity, order of the filter bank (computation time) and the sharpness of the frequency response roll-
off (the transition from the pass band to the stop band).

In this dissertation, five different classes of near perfect magnitude reconstruction (NPMR) continuous-
time hybrid filter banks (CT HFBs) are proposed. In each of the five cases, two filter banks are designed,;
analysis filter bank and synthesis filter bank. Since the systems are hybrid, continuous time IIR filter are
used to implement the analysis filter bank and digital filters are used for the synthesis filter bank. To
optimize the system, we used a new technique, known in the literature as frequency response masking
(FRM), to design the synthesis filter bank. In this technique, the sharp roll-off characteristics can be
achieved while keeping the complexity of the filter within practical range, this is done by splitting the
filter into two filters in cascade; model filter with relaxed roll-off characteristics followed by a masking
filter.

One of the main factors controlling the overall complexity of the filter is the way of designing the model
filter and that of designing the masking filter.

The dissertation proposes three combinations: use of IIR model filter and IIR masking filter, IIR model
filter/FIR masking filter and FIR model filter/FIR masking filter. To show the advantages of our designs,
we considered the cases of designing the synthesis filter as one filter, either FIR or IIR. These two filters

are used as base for comparison with our proposed designs (the use of masking response filter).



The results showed the following:

l. Asymmetric hybnd filter banks alone are not sufficient for filters with sharp frequency response
roll-off especially for IIR/FIR class.

2. All classes that utilize FRM 1n their synthesis filter banks gave a good performance in general in

comparison to conventional classes, such as the reduction of the order of filters

3. [IR/IIR FRM gave better performance than IIR/FIR FRM.

4. Comparing [IR/IIR FRM using FIR masking filters and IIR/IIR FRM using IR masking filters,
the latter gave better performance (the performance is generally measured in terms of reduced
filter order).

S. All classes that use the FRM approach have a very low complexity, in terms of reduced filter

order. Our target was to design a system with the following overall characteristics: pass band
ripple of -0.01 dB, stop band minimum attenuation of — 40 dB and of response roll-off of 0.002.
Our calculations showed that the order of the conventional IIR/FIR filter that achieves such

characteristics is about N =2000. Using the FRM technique, the order N reduced to
about N =244, N =179 for IIR/FIR and IIR/IIR classes, respectively. This shows that the

technique 1s very effective in reducing the filter complexity.

6. The magnitude distortion and the aliasing noise are calculated for each design proposal and
compared with the theoretical values. The comparisons show that all our proposals result in
approximately perfect magnitude reconstruction (NPMR).

In conclusion, our proposal of using frequency-response masking technique to design the synthesis filter

bank can, to large extent, reduce the complexity of the system. The design of the system as a whole is

simplified by designing the synthesis filter bank separately from the design of the analysis filter bank. In
this case each bank is optimized separately. This implies that for SDR applications we are proposing the
use of the continuous-time HFB ADC (CT HFB ADC) structure utilizing FRM for digital filters.



PREFACE

The research work presented in this dissertation was performed by Mr. Sibongiseni Elliot Phakathi, under
the supervision of Prof. David Dawoud, at the centre for Radio Access Technologies University of
KwaZulu-Natal in the School of Electrical, Electronic and Computer Engineering. This work was partially
supported by Alcatel SA, THRIP and Telkom South Africa as part of the Centers of Excellence

programme at the University of KwaZulu-Natal.

The whole dissertation, unless specifically indicated to the contrary in the text, is the student’s own work,

and has not been submitted in part, or in whole to any other University for degree purpose.

The dissertation is submitted with the approval of its supervisor.

Professor David Dawoud

University of KwaZulu-Natal



ACKNOWLEDGEMENTS

I would like to offer my sincere thanks to Professor Dawoud for his guidance, dedication, invaluable help,
encouragement, motivation and constructive criticism as my supervisor for the last two years. His patience

and support have been greatly appreciated.

Secondly, a great thanks is owed to my savior, redeemer, deliverer, LORD Jesus. For his enduring love,
patience, encouragement and support, he showed me not only over the past two years, but throughout my

tertiary education.

Thirdly, a great thanks is also owed to my family (Siyabonga, Lindiwe, Hlengiwe, Thando and
Mzwandile), my brothers and sisters in the LORD for their patience, prayers and support. In particular, I
would like to thank my mother for supporting and understanding me, since day one, when she gave birth
to me and throughout my education. My mother, this dissertation is dedicated to you, I know you cannot
understand even a single sentence in this work, but I know it will be a reminder to you that I love you very

much; you have been through a lot carrying us as a single mother.

Thanks is also owed to Telkom SA Ltd, THRIP and Alcatel Telecomms for their valued financial support
over the last two years, and for providing the equipment necessary for the completion of this Masters

degree.

Finally, thanks go to my other postgraduate colleagues who provided hours of criticism (constructive and
destructive) and support during the times when work was so hard, challenging and the last thing on my

mind.



TABLE OF CONTENTS

TITLE PAGE. ... etee et et eieasacesasnsesarasensaessressasscsnsrasasacsasansasarasnsnsnnennen 1
ABSTRACT ..ereeeerrreccerrrcencssersnsisasssssstssassssssssssessassssssesssssssessssoesassssssssnsssssssssssasssssssssas sasssnssssaronsnoses 11
PREFACE Iv
ACKNOWLEDGEMENTS v
TABLE OF CONTENTS A%
LIST OF FIGURES/TABLES IX
LIST OF ACRONYMS X1
CHAPTER 1 1
INTRODUCTION AND OVERVIEWS 1
T 1 MOTIVATION. ..ottt ettt e ete e seese et s esessesbesse st esbesem s saeeseaseessseesssesasarsassensetenesennsaens 1

1.2 TERMINOLOGY AND BUILDING BLOCKS.....cccteeieeieeie e SOOI 2

1.2.1 TYDS Of FilLOFS ..ottt ettt ettt e eb e e s enan 2

.22 FIHEF BANKS .......oooeooeeeeeeeee e e 5

1.2.3 Sampling and Sampling Rate CONVEFSION ............ccccuieirirri it 7

F.2.3. 1 SAMPIING ..o e e 8

1.2, 3.2 DECIMATION ... 10
1.2.3.3Interpolation.................ccooooeeiiiiiiiiiiien e 11

1.3 ANALOG-TO-DIGITAL CONVERSION ....iiiiiiiiiiiiiieitiettiteetesreteeee e eesseseseenseessne et eneseesseeeneas 12

1.4 INTRODUCTION TO SOFTWARE RADIO......cccviuiiiitiieectieeteee ettt eee e 13

1. 5 REVIEW OF A/D CONVERSION TECHNIQUES .....voiuite oo eos et ee e e e e eeeeesseenons 17

1.5.1 PARALLEL STRUCTURES (FLASH ADC)....coutiititieeiieieee sttt 17

1.5.2 ITERATIVE STRUCTURES (SAR ADC AND SUBRANGING ADC) .....oooeeeiccreneeann. 19

1.5.2.1 Successive Approximation ADC ...............cocoovveeeeeiiieiieeeeeeeeeeeeeseee e 20

1.5.2.2 8ubranging ADC ...........ccomimieieeeeeee et 21

L.5.3 PIPELINED ADC ...ttt ettt ettt et e ee oo et e e ee et ee e 22

1.5.4 SIGMA-DELTA STRUCTURE (SIGMA-DELTA ADC).....ooeeeeeeeeeoeeeeeeeeeeeeeeesoe 23

1.6 TIME-INTERLEAVE ADC ..ottt et et 29

1.7 HYBRID FILTER BANK ADCS...cotiiuimmeececeeceeeeceeteeeeeeeteeeeee e eeeeeee oo 30

1.7.1 HYBRID DISCRETE-TIME/DIGITAL FILTER BANK ADCs (DT HFB ADCS).................. 31

1.7.2 HYBRID ANALOG/DIGITAL FILTER BANK ADCS (CT HFB ADCS)..covvveeee 32

1.8 DISSERTATION OUTLINE .....cvuemtianteate e eecee st eeeee et ee e e ees e oo oo 34

Vi



CHAPTER 2

HYBRID FILTER BANKS

... 36

36

2.1 HYBRID FILTER BANK TRANSFER FUNCTIONS ....c.uitiiteriiieeieniicentie s reeceesee e e enee e eneeeenneeenes
2.1 HYBRID UNIFORM-BAND ANALOG/DIGITAL FILTER BANKS ... .ocoiiiiiiiiieieciee e
2.1.1 BANDLIMITATION [3, 4] .. oottt e
2.3 HYBRID UNIFORM-BAND DISCRETE-TIME/DIGITAL FILTER BANKS ....oeviiiniieicie i
2.4 DISTORTION AND ALIASING INHFB ..ottt ettt e

2.5 SUMMARY .. ottatteie e ettt eeeeatv et e e e se et es e e s e eem e tesseea e e aaeeseeseanst st esesaan s saenbrateeseaeaeaeaesaeseansernnnene

CHAPTER 3

DESIGN OF HYBRID FILTER BANKS

3.1 DESIGN OF CONTINUQUS-TIME HYBRID FILTER BANKS ......oovvitercviieiirereetcec e eenen e scenarenes
3.2 NOISE IN THE FILTER BANK BASED ADCS....cccoiiiiiiiiiiieice e
3.2.1 CONVENTIONAL ADC ... iiiiieii ettt sttt ettt e e st ee et r et st s ntesnessaseessnesanenas
3.2.2 MULTIRATE FILTER BANK ADC ..ottt sae e e e
3.3 CHANNEL MISMATCH ERROR AND SPURIOUS FREE DYNAMIC RANGE......ccoovirctnuininencnnne

3.4 SUMMARY ..ovieieieieeeititee s s esteee e eeeatsseee s essss s teteesaeeasssnessesasasastessassesnssssaentasaeessenrannnsanremnsensneerees

CHAPTER 4

PROPOSED HYBRID ANALOG/DIGITAL FILTER BANKS STRUCTURES FOR SDR . .............

4.1 TWO-CHANNEL HYBRID ANALOG AND DIGITAL (FIR) FILTER BANK _.....cooooiiieeeeeeeeeeeen.
411 ANALYSIS FILTERS ...ttt ettt e e e v et e e et s enssasassensemsnaneeeaeneesaeeneone

4.4 TWO-CHANNEL HYBRID ANALOG AND DIGITAL (IIR) FILTER BANK

4.4.1 SYNTHESIS FILTERS ... oouiittieeeeeoeeeiee et eee et e e e e e e e e ee e e e e

CHAPTER 5

36
36
37
41
45
47

48

48

70

70

71
73
74
75
76
76
77
81
84
84
85
86
86
87

89

FREQUENCY-RESPONSE MASKING APPROACH (FRM) TECHNIQUE

89

Vii



5.1 NARROW-BAND FILTER DESIGN .....ocuvevieiieeiiiieeeeiiteseececesesesesaesenesssssssssssesssesessssssasens sssmssnses 89
5.2 ARBITRARY BANDWIDTH FILTER DESIGN .....ooitiuiiieiiececeirierieisiercresssse s sssessssnse s aransesnns 91
5.3 PROPOSED HFB STRUCTURES FOR SDR UTILIZING FRM ... 935
5.4 PROPOSED FILTER BANKS FOR TWO-CHANNEL HYBRID ANALOG AND DIGITAL (FIR FRM)

FILTER BANK ...t iitiiitt ettt et e et et 2t e e e e s s e e e emee e sreneene 96

541 SYNIRESIS FIILETS ..o oo 96
5.4.2 DISTORTION AND ALIASING ..ecvevenritiiimetismsiseneeressstosesssesessssssessssnsasessssesassnsesesensanssessessessasens 98
5.5 FILTER BANK DESIGN ..ottt ettt ettt ettt bt rcomeenn e ene e s e 100
5.6 DESIGN EXAMPLE .....ooiiitiotiiitiiee ettt s e s e e e s neae 101

5.7 PROPOSED HYBRID FILTER BANKS FOR TWO-CHANNEL HYBRID ANALOG AND DIGITAL (IIR

FRIM) CLASS ettt e e e e e e e e e s e e s e sm e e e ee s e e e enes 103

5.7. 1 ANALYSIS FILTERS ..ottt ee e ere et e e e e e et eeaae s e e enae e enanneaneneeas 105

5.7.2 SYNTHESIS FILTERS . ..eeeiiiiiiteeiete e e ee ettt ee e e e e stsaresseesvanesaessessessaraeesssensrneeessessesaneeasanss 105

5.7.3 DISTORTION AND ALIASING «vvuvvveriiiieieieeeeeeeieeitieteeseeesreneesessessssrnssessasnnrsessesessasasesesans 107

S8 FILTER BANK DESIGN ...uttteieisieciiateetceeeieeeeas it teas e sessssesaesssnssnesssaessbesesssesesasssnesaessesasasasesasees 107

5.8.1 DESIGN OF THE ANALOG ANALYSIS FILTERS ....uterieeriecoiiecereesceceessiereseteteee e s 107

5.8.2 DESIGN OF THE DIGITAL SYNTHESIS FILTERS.....iiriieiei et ceeteee e seveae e en e 108

SO DESIGN EXAMPLE ...coooiieitieieee e ect e eereee e e e e s e eeeetee e s avsest e taee s e eeenemneeessontnbmmmnteeememnenees 110

S.TO SUMMARY w.coee e eeee e et ee e et s e e ts e e e s saaeaeaeessaessessnseeseaeeatessreeeseennseeaanaeenes 114
CHAPTER 6 115
DISCUSSIONS AND CONCLUSIONS 115
6.1 FUTURE RESEARCH DIRECTION . ....coiiiiiiiietieeieies e etee et ee e tes e seee e et e seeeaeteesnteaenansaasaneeans 117
REFERENCE: 118

viii



LIST OF FIGURES/TABLES

CHAPTER 1
Figure 1.1: A filter is a system with a set of prescribed input-output properties .................... 3
Figure 1.2: Types of some of frequency-selective filters ..o 3
Figure 1.3: M — channel analog analysis filter bank..........cccooooo i 6
Figure 1.4(a): M - channel digital synthesis filter bank ... 6
Figure 1.4(b): Magnitude response of an ideal halfband filter ... 7
Figure 1.5: An illustration of uniform sampling.........ccccococniiininiiiincicce 8
Figure 1.6: An illustration of the Decimation operation.....................ociae. 10
Figure 1.7: An illustration of the upsampling operation................coooiiiiiiiin .. 11
Figure 1.8: An illustration of analog-to-digital CONVETSION ........c.ocovivirecineereiree e 12

Figure 1.9: (a) Sampling of an analog signal x,(¢) . (b) Uniform quantization of the sampled

L =0 F: | ) T O RSOU 13
Figure 1.12: n-bit flash ADC ...t et e 19
Figure 1.13: The graph showing the range of the sar .........c.ccocoeviiiiii e, 20
Figure 1.14: Successive approXimation.......co.cooccereeuirrerisictrcieeneenetestee e ere s s seassnesssaeesssennaaanns 2]
Figure 1.15: Subranging ADC ..ottt e er e e 22
Figure 1.16: Pipelined ADC ..ot et e 23
Figure 1.17: Sigma-Delta ADC (first OTAer).......coeeveureeiieeticee ettt e e 25
Figure 1.18: The z-plane model Sigma-Delta ADC ....c.couimiiieeee e, 25
Figure 1.19: The block diagram showing nyquist converter quantization noise ................... 27

Figure 1.20: The block diagram showing oversampled converter quantization noise

spectrum and the noise shaping effect ........c.coooiirieiicecieiec e, 27

Figure 1.21: General structure of TI-ADC SYStEM .....c.ououiuemiveceeeceei e eeeeeeee e 29

Figure 1.22: Block diagram of an M-channel DT HFB ADC ..o, 31

Figure 1.23: Block diagram of an M-channel CT HFB ADC.........ccooueveeeeeeeereeenn. 33
CHAPTER 2

Figure 2.1: Hlustration of ali@Sing ..........coceeeiurioieiieieciei e ee e 39

Figure 2.2: Magnitude responses of the M -channel uniform band CT HFB (i) Analysis
filter bank. (ii) Synthesis filter bank. (iii) Shifted version of the analysis filter bank. (iv)

The first overlapping transition regions. (v) The second overlapping transition regions.

CHAPTER 3

Figure 3.1: Conventional ADC showing Sampling and Quantization................................ 49



Figure 3.2: Conventional ADC showing linear model of Fig. 3.1, 50

Figure 3.3: Magnitude response for analysis filters in the multirate case......................... 52
Figure 3.4: Magnitude response for synthesis filters in the multirate case..............ccccoco. 53
Figure 3.5: Synthesis filter bank with its corresponding polyphase representation............... 53
Figure 3.6: Shows (a) an ADC, with its model in (b).....cceeeeoireiriiiiiiiiiicr, 58
Figure 3.7: Shows the (a) uniform sampling and (b) periodic non-uniform sampling. ......... 61
Table 3.1: Numerical values for typical CT HFB Designs.......cccooocicneiciiiiiiincciieee 68
CHAPTER 4
Figure 4.1: two-channel hybrid analog/digital filter bank ADC.....................os o 71

Figure 4.2: magnitude responses of the lowpass (top) and highpass (bottom) of analog
analysis fIters. ..o e 82
Figure 4.3: Magnitude responses of the lowpass (top) and highpass (bottom) of digital
synthesis fIeTS. ... e 83
Figure 4.4: Magnitude responses of the analog analysis filters (top) and digital synthesis
FRNLTS e (o7 1100 ) o o) RO OO OO 83

Figure 4.5: Magnitude responses of the distortion function (top) and aliasing function

(DOLEOTI). ...ttt ettt ettt e ee e et e e e e e s e e e et eeae e e eesseeseeseentestaseee s s st aneesnssentaennenn 84
Figure 4.6: Magnitude responses of the lowpass (top) and highpass (bottom) of digital
SYMERESIS fHIIETS ...ttt s et ee e see e 87
Figure 4.7: Magnitude responses of the analog analysis filters (top) and digital synthesis
FIIELS (DOMOTM).....eeceoiicii ettt e aee ettt es et e e oo 88
Figure 4.8: Magnitude responses of the distortion function (top) and aliasing function
(BOMOIM). ...ttt ettt e e e ee e et et eesenenan e e e e 88
CHAPTER 5

Figure 5.1: Block diagram of narrow-band filter design utilizing the FRM technique ....... 90
Figure 5.2 Frequency response masking technique; for narrow-band filter design............ 91

Figure 5.3: Block diagram illustrating complementary COnCept..............ooeeuveeerreeerereoerennn 91
Figure 5.4 General structure of the FRM approach .............cco.oovuiveemeoeeeeeeeeeeeseeeeeevnn, 92
Table 5.1: Case 1: boundary freqUenCIes.........o.oceeeveeriveeeeeeeeeeeee e 93
Table 5.2: Case 2: boundary freqUENCIEs..... ... rueueveereereeeeees e 93
Figure 5.5: Illustration of magnitude responses inthe FRM..................................... 94

Figure 5.6: Magnitude responses of the lowpass (top) and highpass (bottom) of digital
synthesis fIIETS. ... 102



Figure 5.7: Magnitude responses of the analog analysis filters (top) and digital synthesis

100 053 Eo LT o] 04 T PP ...102
Figure 5.8: Magnitude responses of the distortion function (top) and aliasing function
(oTeT 140 ¢ 1) T OO O PR 103
Figure 5.9: All-pass configuration of the power complementary {IR filter pair............. 104
Figure 5.10: Block diagram of IIR filter synthesized utilizing the FRM technique.......... 105

Figure 5.11: Magnitude responses of the lowpass (top) and highpass (bottom) of digital
SYNEhESiS OIS, . . oo e 111
Figure 5.12: Magnitude responses of the analog analysis filters (top) and digital synthesis
FItErs (BOtIOIM ). ... et e 111

Figure 5.13: Magnitude responses of the distortion function (top) and aliasing function

(o031 o) 112
Figure 5.14: Magnitude responses of the lowpass (top) and highpass (bottom) of digital
synthesis fIlterS. ... . 112
Figure 5.15: Magnitude responses of the analog analysis filters (top) and digital synthesis
FIlters (DOLIOIM). ...t e e 113
Figure 5.16: Magnitude responses of the distortion function (top) and aliasing function
(BOOIM). . 113
Table 5.3: Summary of the TESUIS.......coo.ovieiiirieei et 114

Xi



ADC
DAC

[F

RF
SDR
SNR
BER
SQNR
SFDR
SINAD
SINR
THD
ENOB
FB

FIR

[IR

LP
MPR algorithm
NLP
NPMR
NPR
PR
FRM
LWDFs

LIST OF ACRONYMS

analog to digital converter

digital to analog converter
intermediate frequency

radio frequency

software defined radio
signal-to-noise ratio

bit error rate
signal-to-quantization-noise ratio
spurious-free dynamic range
signal-to-noise-and-distortion ratio
signal-to-interference-noise ratio
total harmonic distortion

effective number of bits

filter Bank

finite-length impulse response
infinite-length impulse response
linear programming
McClellan-Parks-Rabiner’s algorithm
nonlinear programming

near perfect magnitude reconstruction
near perfect reconstruction

perfect reconstruction
frequency-response masking

lattice wave digital filters

Xii



CHAPTER 1
INTRODUCTION AND OVERVIEWS

1.1 Motivation

Today's wireless telecommunications services are characterized by competing and often incompatible
standards, modes and frequencies. Software radio or simply software-defined radio (SDR) is a rapidly
emerging and evolving technology that provides an efficient and comparatively inexpensive mechanism for
the production of multimode, multiband, multifunctional wireless systems that can be enhanced using
software upgrades. One of the most challenging tasks for realizing SDR’s is to move A/D conversion as
close to the antenna as possible. This implies that the ADC has to sample the incoming signal with a very
high sample rate, corresponding also to a very high resolution. For future wideband communications
systems, the required sample rates are in the range of 100 to 500 MHz with a resolution range
corresponding to 12-to-14 bits, whereas for SDR the required sample rate is over 100 MSa/s with the
resolution in the range of 14-to-16 bits. Such high requirements on A/D might not be feasible with current
technologies and are not expected to be feasible if current ADC techniques are used. Thus, the
requirements for higher sample rates, and high resolution in ADCs and the need for faster ADCs in modem
communication technology are ever increasing. To increase the bandwidth of the A/D conversion, several
A/D converters can be used in parallel. The focus in this work is on a particular type of potentially high-
performance (high-resolution and high-speed) analog-to-digital conversion technique, utilizing filter banks,
where two or more ADCs are used in the converter array in parallel together with asymmetric filter banks.
Using a filter bank for analog-to-digital (A/D) or digital-to analog (D/A) conversion is an unconventional
application of the filter bank architecture that improves the speed and resolution of the conversion over the
standard time-interleaved array conversion technique [9, 10]. Applications of high-speed, high-resolution
A/D and D/A conversion include direct digital receivers for wireless communications applications; radar
receivers; test equipment such as oscilloscopes, spectrum analyzers, network analyzers, signal and pattern

generators, modems, and medical imaging systems.

One approach that has been proposed in literature for Hybrid Filter Bank (HFB) is to design the analog
filter bank from a digital prototype. However, to only consider the magnitude response is not sufficient to
control aliasing, and hence, the use of the bilinear transformation and impulse invariance method are not
sufficient. Then, higher-order transformations were also proposed, similar to Padé approximation, which
yielded better matching. However, the main drawback of mapping a digital prototype filter bank to an
analog filter bank is that the order of the analog filters tends to become unacceptably high. For instance,
when using higher order transformations, the resulting filter order of the analog filters becomes the product
of the digital prototype and the order of the transformation. To alleviate or to reduce the complexity of the

analog filters from using higher-order transformations, the concept of asymmetric filter banks was recently



introduced in literature [10], which is also used in this work. The concept of asymmetric filter banks
showed a significant reduction in the complexity of analog filters. Its main drawback however is noticeable
when considering the condition given in [9]. Thereby stating that for HFB based ADCs, the filters should
have a sharp frequency response roll-off so that the transition regions are as narrow as possible and
maximum stopband attenuation and, hence minimum spurious free dynamic range (SFDR) is achieved
across as much of the band as possible. If this condition is left out, asymmetric HFB will achieve
reasonable results. If it’s embraced however, the synthesis filter bank complexity becomes too high and
sometimes unacceptably high. This implies that there 1s a need of good design procedures that will reduce
the complexity of synthesis filter bank, at the same time retaining low order for analysis filter bank. In this
dissertation the objective is to find good design procedures that will offer reasonable results, even in the
case of filters having a sharp frequency response roll-off. The work presented in this dissertation is only

limited to continuous-time hybrid analog/digital filter bank (CT-HFB).

1.2 Terminology and Building Blocks

1.2.1 Types of Filters

In the most general sense, a filter is a system or a device that alters in a prescribed way the input that passes
through it [1-10]. In essence, a filter converts inputs into outputs in such a fashion that certain desirable
features of the inputs are preserved or retained in the outputs while undesirable features are suppressed.
There are many types of filters, though only a few will be addressed here, i.e. electrical filters, and on the
small scale, filters are basic electronic components in many communication systems. An electrical filter is

designed to separate and pass a wanted signal from a mixture of wanted and unwanted signals.

Electrical filters may be categorized in a number of ways, i.e. analog filters and/or digital filters. Analog
filters are utilized to process continuous-time signals, whereas digital filters are used to process digital

signals (discrete-time signals). In more abstract terms, a filter is a system characterized by a set of input-

output pairs as illustrated in Fig. 1-1, where

y(t) = Ih(t —7)x(r)d7 (1.1)
0



filter characterized by an
> impulse response —

x(1) h(t) y(1)

Figure 1.1: A filter is a system with a set of prescribed input-output properties [1]

where A(r) is the impulse response of the filter, in addition to this, it is assumed that the single-input

single-output (SISO) analog filter under consideration is casual, linear, lumped, and time-invariant. The

Laplace transform of (1.1) gives

Y(s)=H(s)X(s) (1.2)

where Y(s) , H(s) and X(s) are the Laplace transforms of () , A(s) and X(Z), respectively. This
implies that the filter is characterized by H(s), the transfer function. In this work, we only consider

lowpass filter, bandpass filter, highpass filter and allpass filter as shown in Fig. 1.2 below.

|H(jw)|
Iy
low-pass
T T >
[7]
wﬁ w:
|H(jo)|
High-pass
! [ T @
wl’ wx
|H(jw)|
Band-pass
T A T T
W wl’l pr Wy @
|H(jw)|
4
All-pass
@

Figure 1.2: Types of some of frequency-selective filters



We can then define the frequency selective filters shown in Fig. 1.2 as follows:

o,

% Low-pass filter (LP) : A filter whose passband is from zero to some frequency @, and whose
stopband extends from some frequency @; to infinity , where @, < &;

% High-pass filter (HP): A filter whose passband is from some frequency @) to infinity and whose
stopband is from zero to @, where @; < @,

< Band-pass filter (BP): A filter whose passbands is from some frequency @p; to some other

frequency @p> and whose stopbands are from zero to @) and from @, to infinity , where

Wy < Wy < Wy < Wy,

»  All-pass filter (AP): A filter whose magnitude is one for all frequencies, for instance whose
passband is from zero to infinity. This type of filter is utilized mainly for phase compensation and

phase shifting purposes.

Fourier transform of the impulse responses are known as frequency responses and will be frequently
utilized to describe and analyze the frequency behavior of the filters in subsequent chapters. The Laplace

transform of A(¢), as well as the z-transform of k(n), are called transfer functions. The transfer function

H(s) of an analog continuous-time filter is given as

H(jow)= J.h(t)e'j“”dt
0

(13)

and the transfer function of a discrete-time filter H(z) can be written as

H(/) = i h(n)e™ "

n=-—o

(1.4)

respectively.



1.2.2 Filter Banks

Filter bank is defined as a system of several filters with a common input or a common output. In other
words, it is a set of several frequency-selective filters in parallel that partitions the frequency range of the
input signal spectrum into number of adjacent frequency bands. The partitioning can be done uniformly or
in octaves [2, 5-10]. The partitioning of the available frequency band can, in many cases, be very useful,
i.e. HFB ADC, where a reduced signal bandwidth allows for a reduced sampling rate and where some
errors, which occur during quantization and sampling are attenuated by filters. Filter banks are mainly used
whenever a signal needs to be split up into different frequency bands. An asymmetric filter bank is a filter
bank where the analysis or the synthesis filter bank has lower anthmetic complexity compared to the other
[10]. This is the result of optimizing each side separately. An example of an asymmetric filter bank
application is a base station and a mobile unit, where it is important to minimize the complexity in the
mobile unit as much as possible. Present design methods are not suitable for this kind of applications, since
they only consider the total complexity. Traditionally, filter banks have been designed such that the
analysis and synthesis filters have about same complexity. If the object function is to minimize complexity
in either the analysis filter bank or the synthesis filter bank, new filter bank classes are needed. These new
filter bank classes are designed differently [11]. Since filter banks that are designed in a traditional manner
are not suitable for mobile unit. This implies that even for software-defined radio applications the present
design is not suitable. Asymmetric filter banks therefore become a possible solution because asymmetric
filter bank offers a low arithmetic complexity, which is very important when designing a mobile unit and
other communication systems.

The filter banks considered in this work is a uniform filter bank, which consists of an analysis filter bank
and synthesis filter bank. Uniform filter banks consist of low-pass, band-pass and high-pass filters
partitioning signal spectra into directly adjacent bands of equal width, and later recombining these
frequency bands again. All filters have the same bandwidth, and the centre frequencies are uniformly
spaced in frequency. The configuration illustrated in Fig. 1.3 shows an M —channel analog filter bank.
Analysis filter bank decomposes the spectrum of the input signal into a set of adjacent subspectra. Each has
a bandwidth of 7/M , where M is the number of channels. Fig 1-3 basically partitions the input signal

into M frequency bands where different filters pass signals belonging to different frequency regions.
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Figure 1.3: M —channel analog analysis filter bank

Filter bank can also be used to combine the signal into a single signal, which can be easily illustrated as in
Fig. 1.4(a), but in order to recombine the signal; it has to be filtered by the same equivalent filter as in
analysis filter bank, i.e. the signal or subband signal from lowpass filter, will be also filter by a lowpass

filter in the later stage before recombination of the subband signals as shown in Fig. 1.4(a).

x,(m) |

—f Gy(z)
WG (D) )
xM_I(m)g

— GM-I(Z)'

Synthesis .
+ __filter bank

Figure 1.4 (a): M -~ channel digital synthesis filter bank

Halfband filters play a dominant role in the design of filter banks. In this work, halfband filters are
employed in the synthesis filter bank. Two types of halfband filters are used, finite-length impulse response
(FIR) filters and infinite-length impulse response (IIR) filters [5]. Halfband filters are filters that divide the

frequency range of a discrete-time system into two equal parts. FIR filters are most often employed as half-



band filters due to their linear phase response. If the phase response however is not an important
requirement 1IR half-band filters are used. This is due to the fact that halfband IIR can have fewer
multipliers than FIR filter for the same sharp cut-off specifications. Elliptic 1IR filters are rated as the most
efficient. However, they have non-linear phase response. To overcome phase non-linearity, one can either
utilize optimization to design IIR filter with approximately linear phase response or apply the double
filtering technique with Powell and Chau modification for real-time processing (Powell and Chau, 1991
and Lutovac et al, 2000), details in [12].

An ideal half-band filter has a frequency response as depicted by Fig. 1.4(b). Its impulse response can be

sin [sz
h(n) = _\2 )

n

given as

(1.4b)

which implies that A(n)=0 for all even n, except for n=0. In the non-ideal cases the passband and

stopband edges are not equal, i.e. @, =w,but w=7/2 must belong to the transition band, and the

corresponding value of the magnitude response for this value is 0.5. Halfband filters generally have
considerably lower complexity compared to other filters. This is due to the fact that every second filter co-

efficients are set to zero.

H(e/wT)

T

-/2 /2 /4 ol

Figure 1.4(b): Magnitude response of an ideal Halfband filter

Other important operations include sampling, decimation and interpolation, which form the basic concepts

behind the changing of the sampling rate, these operations are discussed in subsequent subsections.

1.2.3 Sampling and Sampling Rate Conversion

The term sampling was initially employed when continuous signals were converted into discrete-time

signals. Systems that utilize multiple sampling rates in the processing of digital signals are called multirate



digital signal processing systems. Sampling rate conversion is one of the main operations in a multirate

system [3, 12].

1.2.3.1 Sampling

Basic to digital filtering are problems associated with the sampling of continuous signals to form digital
signals and the construction of continuous signals from their digital counterparts. In this subsection, we
deal with these problems using the Fourier representation, in particular to show how sampling operation is
done and how continuous signal is related to digital signal; details are given in [1-5]. Fig. 1.5 shows a

uniform sampling.

x,(1) X x(n)

t=nT

Figure 1.5: An illustration of uniform sampling

Let x,(¢) be a continuous-time signal that has a Fourier representation

1 “ - 1)
xa(t)=; IXa(jwk’ "do (1.5)
where
X, (jo)= _[xa(t)e_j“”dt (1.6)

X,(jw) is known as the Fourier transform of x,(¢), let x(n) be the sequence defined as follows
x(n)=x,(nT) (1.7)

where T is the sampling period, and f; £1/T is called the sampling frequency. The Fourier transform of

the sequence x(n) is given as

0

- Xy =Y x(medr (1.8

h=—00



X'y isa periodic function of @ with period of 27 . Equation (1.8) represents the Fourier series

expansion of X(e"e) with Fourier co-efficients being x(n) . It is possibl_e to relate X ,(jw) and X(ejg) by

substituting (1.5) into (1.7) and also with 1 = nT , therefore we obtain

x(n) = x, (nT)—— IX G’ do
(2p+Dr)iT _ onT (1.9)
Z f X, (jo)’" do
Q2p-Oz|/IT
let jo= ja)’+j2”Tp and note that
olonT _ jle'+Q@zpIT)|nT
_ jo'nT _j2zpn
e € (1.10)
:eja)’nT
equation (1.9) can be written as
x(n) = 1 Z.o: i X | jo'+ .27p Jo'nT g gy’
2r A~ L © ST
27D jonT (L.11)
= ”/Tp—z_w []a)+]—T Je dw

where the dummy variable @’ is replaced with another dummy Integration variable @ . With another

change of variable 8 = T, we can write (1.11) as

1 7 ] = 9 27Z'p ind
= | = X | Ly i n
x(n) =5~ LTP; a[]T+J T Je do -

By comparing (1.9) and (1.12), we obtain



(€T Z X, [ a)+jTj (1.13)

equation (1.13) means that the frequency characteristic of the sampled sequence x(7) is a scaled sum of an
infinite number of frequency-shifted replicas of the frequency characteristic of the corresponding

continuous-time signal x,(7) . Equations (1.13) will be used in the subsequent chapter.

1.2. 3.2 Decimation

The reduction of a sampling rate 1s known as decimation, this operation consists of filtering and

downsampling. Only down sampling will be considered in this work. Fig. 1.6 shows decimation process.

un) xn) ¥(m)
——{ h(n) bM—
Filtering Downsampling
------------ (a-)'Decimation
x(n) y(m) = x(mb)
T Tp
(b) Downsampling

Figure 1.6: An illustration of the Decimation operation

where 7, = MT . Downsampling reduces the input sampling rate by an integer factor M , known as the
downsampling factor. The output signal y(n)is called a downsampled signal and is found by taking only
every M -th sample of the input signal and discarding all others, hence y(m) =x(nM). The details of
down sampling is given in [1-6, 12]. Downsampling operation is not an invertible operation, since it
requires setting some of the samples to zero. In other words, x(n) cannot be recovered from y(m) exactly.

We can, however only compute an approximate value. The downsampling in general can be envisioned

mathematically as follows
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joTyy _ L & o i(ery-2mmyim
V(e )—-A?ZX(e )

m=0

_ LMZ_I X(ej(wT—Zﬂm/M))
M

m=0

(1.14)

The downsampling is a linear and time-varying operation; the proof is given in [12].

1.2.3.3 Interpolation

The process of increasing the sampling rate is called interpolation and it also consists of upsampling and
filtering. Fig. 1.7 shows an interpolation procedure. Again, only the upsampling operation will be discussed

here. Upsampling increases the sampling rate by an integer factor M , by inserting M —1 equally spaced

zeros between each pair of samples,

(1.15)

x(n/M), forn=mM
y(n) = .
0 otherwise

where M is an interpolation factor.

— ML

(b) Upsampling

Figure 1.7: An illustration of the upsampling operation

The process of upsampling does not change the content of the input signal, and it only introduces the

scaling of the time axis by a factor M . In frequency domain, the frequency scale is multiplied by M . The

11



operation of upsampling, unlike downsampling, is invertible. The Fourier transform of (1.15) can be

written as:

[>e] o0

Y(eij) = Z y(n)e‘j“’r” = Z x(n/M)e—jwnTM/M
o . (1.16)
= Z () M) @TMXnIM) _ x (gioTH

hence, Y(e’“T)= X(e’“™ )= X(e/“M") . Upsampling operation is linear and time-varying, see details in

[12].

1.3 Analog-to-Digital Conversion

Analog-to-digital converter (ADC) is a physical device that converts a voltage or current amplitude at its
input into a binary code, representing a quantized amplitude value closest to the input. Analog-to-digital
conversion consists of two processes or stages, (1) sampling and (2) quantization as shown in Fig 1.8. Fig.

1.9 depicts an analog-to-digital conversion of a signal, where sampled signal x(r)is found by sampling an

analog signal x,(?) equidistantly at ¢ = nT followed by quantization.

50 v xm) *)

Q—»
t=nl

Figure 1.8: An illustration of analog-to-digital conversion
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Figure 1.9: (a) Sampling of an analog signal x,(#) . (b) Uniform quantization of the sampled signal x(n)

1.4 Introduction to Software Radio

A software radio is a wireless communications device that uses software, instead of hardware, to perform
all of its signal processing and implement radio applications. By simply downloading a new program, a
software radio is able to interoperate with different wireless protocols, incorporate new services and
upgrade to new standards. In other words, SDR can be taken or defined as future proof radio that can be
configured by software to operate in several radio systems simultaneously. A single communications
device can operate within many different wireless systems by simply running different software. For
example, a device can be reprogrammed to be an analog cellular phone, a digital personal communications
system (PCS) phone, a cordless home phone or even a garage door opener, baby monitor or TV. In addition
to incorporating multiple communication devices into one, a software radio can be easily upgraded to
enable new standards and services, which is crucial in today’s uncertain market. New waveforms can be
implemented by software download without hardware changes. All functions of the radio are defined by
software. Fig.1.10 illustrates the mode] of software defined radio. Fig. 1.10 however, is not an ideal
software radio, since it includes intermediate frequency (IF) stage. Fig. 1.11 shows the evolution from

traditional radios to software radio over time, further details are given in [16, 17].
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There are many problems in the realization of the SDR systems. Much higher demands are placed on
implementation of handheld terminals than on the base stations. This is because the handheld terminals
architecture requires low power dissipation, complexity, weight and small dimensions. It is very difficult to
produce RF stage and antenna which are frequency independent. There i1s an antenna array solution for
SDR base stations, but for handheld terminals other solutions are required. One of the weakest links in SDR
architectures are ADCs, and our focus in this dissertation, is to propose and simulate an A/D conversion
technique that will at least meet the minimum SDR requirements. The ADC is the most difficult component
to select and is also the component that places the most constraints on the system design. Its limitation is
likely to be the one to drive the overall architecture design. A trade-off must thus be made between the real
limitations such as sampling rate, dynamic range, ADC resolution and lastly power consumption. Normally

an ADC must sample a real signal under Shannon sampling theorem [13], in other words, sampling at a rate
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that is at least twice the bandwidth of the signal, and in the case of multimode receivers, the highest
bandwidth signal dictates the sampling rate. Another important issue to consider is that different signaling
standards require different amount of dynamic range. The dynamic range is usually set by the amount of
adjacent channel interference the system may encounter. Since proper selection of data converter is the
most challenging steps in designing the software radio, the data converter will definitely be the determining
factor for the performance of the overall radio design. It will also impact on the radio’s power consumption,
dynamic range, bandwidth and total cost. Many authors use the proximity of the data conversion process to
the antenna as a way of judging how close a radio comes to being an ideal software radio [13-15]. This
proximity will give an indication of the degree of the programmability that a radio can accommodate,
because the closer the ADC is to the antenna, the higher the degree of programmability a radio can offer. In
an ideal software radio, data conversion process occurs immediately after the antenna in the receiver chain.
This implies that the ADC samples the RF signal and then completes the downconversion process entirely
in the digital domain, thus alleviating the need for troublesome analog components. Data conversion at RF,
places some rather extreme device constraints on the data converter; this implies that the data converter in
general would need the following:
e a very high sampling rate to support wide signal bandwidths,
* a high number of effective quantization bits to support a high dynamic range,
*  an operating bandwidth of several GHz to allow the conversion of a signal over a greatly varying
(and theoretically arbitrary) range of frequencies,
¢ a large spurious-free dynamic range to allow for the recovery of small-scale signals in the
presence of strong interferers while producing very little distortion,
* an ability to meet these above mentioned criteria without consuming an excessive amount of
power and at a reasonable price.
These above mentioned demands exceed the capabilities of currently available technology. That is the
reason why there is a need of RF conversion receivers that use analog preselection before the ADC (see
Fig. 1.10). Moreover, that is the reason why receivers that perform data conversion at IF are far more
prevalent due to fabrication and performance limitations of data converters. Because of the limitations of
fabrication technology, priorities must be set and trade-offs must be made between the following

parameters, bandwidth, dynamic range, power consumption and cost to find an acceptable design solution

for both the data converter, and the entire radio system.

In the basic implementation of SDR, analog to digital conversion is required in the early stages of the
receiver chain (as mentioned before). This means that the ADC has to sample signal on RF or IF, which
requires high sampling rates (over 100 Msamples/S). High dynamic range of received signals orders high
number of resolution bits. Today's technology offers converters with sampling rates of 1 Gsamples/s and
resolution of 6-to-8-bits. With the resolution increasement, the sampling rate is decreasing exponentially.

For 10-bits resolution commercially available sampling rate is 100 Msamples/s, and for 16-bits 150
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Ksamples/s [17]. Therefore, high-speed, high-resolution A/D converters are required in future wideband
communications systems, including software radios. The required sample rates for SDR is over 100
Msamples/S with a dynamic range corresponding to 14-to-16-bits. Furthermore, for mobile terminals the
power consumption is a critical issue. Such high performance A/D converters might not be feasible with
current technologies and are not expected to be feasible if current A/D converter techniques are used. New,
innovative solutions are therefore required. For SDR a high-performance analog-to-digital conversion
technique is needed. One of the schemes that could be used is a hybrid filter bank (HFB) based analog-to-
digital converter (ADC) where two or more ADCs are operated in parallel. This technique gives rise to two
classes, discrete-time hybrid filter banks ADC (DT HFB ADC), and CT HFB ADC. The latter class is the
one that is proposed for SDR application in this work. Since, CT-HFB ADC is potentially more suitable for
high-speed analog-to-digital conversion, we are recommending using it to meet minimum requirement for
SDR application. This is due to the fact that analog filters are more suitable for high bandwidth signals than
discrete-time filters [6] and this scheme is using the filter banks as a means of attaining high-resolution
while at the same time having high-speed. This scheme is known in literature as hybrid filter bank
analog/digital converter (HFB ADC) [9, 10, 19]. The preliminary work of HFB ADC is done in [9].
Generally, however, every technique, has its pros and cons. The problem with this technique is coming up
with an efficient transformation for the analog analysis filter banks.

If one tries to design the HFB analytically, one needs to use some transformation(s), to convert from the
continuous domain (the domain of the analysis filter bank) to digital domain (the domain of the synthesis
filter bank), for instance Z ro S domain. The problem with this technique(s), is that the transformation of
order one is a bilinear transformation, which, in general, does preserve the magnitude response, but fail
dismally to preserve the phase response. Since a good HFB requires a well matched frequency response,
the bilinear transformation will not do the work. That is the reason why the author of [10] proposes the use
of higher order transformations, by which the analog filters can be designed from digital prototypes. The
problem with this is that the analog filter order becomes unacceptably high and the resulting distortion' and
aliasing’ are not satisfactory. These two problems are handled in [10]. One possible solution to deal with
these difficulties is by using asymmetric filter banks as a way to attenuate the aliasing, resulting from
mismatch errors (details in [9-11, 18-24]). It remains however, a challenge to every researcher in this field
to come up with efficient design procedures for hybrid analog/digital filter. In [10] it is stated that at the
moment no efficient design procedures for hybrid analog/digital filter banks with more than two channels
exist. One of the reasons is that the design problem is quite difficult from an optimization point of view, so
good initial solutions are necessary for successful design. This is the main objective of a design procedure,

for instance to yield high-quality initial solutions to further optimization 9]

! The distortion function describes how the unshifted version of the input signal is distorted as it propagates
through the system.

2.On the other hand, aliasing function determines how much of the undesired, aliased versions of the input
signal frequency response will appear in the output frequency Tesponse.
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1. 5 Review of A/D Conversion Techniques

The microelectronic (r)evolution that took place over the last four decades has affected many domains of
our daily life. It has absolutely left its footprints in the field of analog-to-digital conversion (ADC). Data
converters like ADCs form the interface between the analog world and the digital world and hence have to
cope with many adverse effects and limitations of the real world, such as component noise, clock jitter,
non-linear device characteristics, etc. This implies that no matter how complicated a system one devices,
the performance of ADCs will always be limited by a physical deficiency of an element or device, which is
assessed in terms of resolution and conversion rate [12,13]. To date, there are several existing analog-to-
digital conversion techniques, which can be categorized as flash converters (parallel structures), subranging
and successive converters (iterative structures), oversampling sigma-delta converters, time-interleaving and
the recent one which belongs to parallel ADC with filter banks known as hybrid quadrature mirror filter

bank(HQMF ADC) as well as hybrid filter bank (HFB ADC, the most recent one) .

1.5.1 Parallel Structures (Flash ADC)

A flash ADC is made up of two basic components, comparators and encoder. Flash ADC is the fastest
architecture available. Block diagram of this structure is shown in Fig. 1.12. The analog input signal
produced by sample and hold circuit is applied simultaneously across the entire bank of comparators. Fast
8-bit flash ADCs exist with sampling rates as high as 1.5GS/s, but it is much harder to find a 10-bit flash,
because the number of comparators goes up by a factor of 2 for every extra bit of resolution, at the same

time the comparator has to be twice as accurate [12,13, 25-27].

The key objective of a comparator is to make a decision whether or not an input voltage is larger than a
reference voltage. The comparator output is logic 1 or 0, depending upon the result of the comparison. In
order for a comparator output to be logic 1 or 0, the input must be sufficiently large to push it to one
direction or the other, towards a decision. The fact is there will be always a non-zero probability where the
input will be such that a comparator is unable to make a decision. When this happens, a metastable output
has occurred. This metastable occurs when a digital output of a comparator is ambiguous (neither a one nor
a zero), therefore defining output as metastable. This problem can be reduced by allowing more time for
regeneration. Gray-code encoding can also greatly improve this problem. Gray-code encoding allows only
one bit in the output to change at a time. The comparator outputs are first converted to gray-code encoding
and then later decoded to binary if desired. This problem which results in a metastable output is known as

metastability (here another problem occurs when a metastable output drives two distinct circuits. It is
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possible for one circuit to declare the input a "1" while the other circuit thinks it's a "0". This can create
major errors. To avoid this, only one circuit should sense a potentially metastable output). Since the
decoder only takes 1 or 0, in the case of metastable condition, the result can be catastrophic. Because the
decoder may decide that the input is closest to a reference that is far from the correct one. Consider the case
where an input is near the bottom-most reference voltage and a metastable condition occurs in the
comparator associated with that reference. The metastable output level from this comparator into a decoder
may result in the decoder decision that the input is nearest the top-most reference. Such output codes that
are far away and seemingly unrelated to the actual output code, are called sparkle codes. Normally, the
comparator outputs will be a thermometer code, such as 00011111. Errors may cause an output like
00010111 (i.e., there is a spurious zero in the result). This out of sequence "0" is called a sparkle. This may
be caused by imperfect input settling or comparator timing mismatch. The magnitude of the error can be
quite large. Modem converters employ an input track-and-hold in front of the ADC along with an encoding

technique that suppresses sparkle codes.

Flash ADCs are very prone to sporadic and erratic outputs which have two major sources. The first one is
the metastability and the second, thermometer-code bubbles. Mismatched comparator delays can tum a
logical 1 into O or vice versa, causing the appearance of bubbles in an otherwise normal thermometer code
(thermometer code is the code coming out of the comparators as shown in Fig. 1.12). The encoder unit
cannot detect this error; it will just generate an out-of-sequence code (output spark). These problems
however, can be greatly reduced or avoided. The main disadvantage of this approach is that it requires a
large number of comparators that are carefully matched and properly biased to ensure that the results are
linear. Since the number of comparators needed for an n-bit resolution ADC is equal to 2", this limits the
physical integration and input loading, keeping the maximum resolution fairly low. For example, a 4-bit

ADC requires 15 comparators, an 8-bit ADC requires 255 comparators, and a 16-bit ADC would require
65,535 comparators.
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Figure 1.12: n-bit Flash ADC

1.5.2 Iterative Structures (SAR ADC and Subranging ADC)

The aim of the iterative structures is to reduce the complexity of a parallel structure by converting at first
the signal using a data converter with a resolution of less than B bits, which is the final desired resolution.
The result of the first stage of converting the signal forms a number of the most significant bits (MSBs) of
the digitized signal and regenerates an analog signal that is subtracted from the input of this stage. This
residual signal is then quantized again and the entire process is repeated until the desired signal level of
precision is achieved [12, 13, 25, 26]. In iterative structure the process is carried out in senal rather than in

parallel, but it achieves the reduction in complexity by splitting the signal into MSB and least significant bit
(LSB) components.
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1.5.2.1 Successive Approximation ADC

The successive approximation ADC, pictured in Fig. 1.14, attempts to generate an analog signal that
closely approximates the analog input by iteratively refining the signal generated by the successive
approximation register (SAR) and DAC. SAR ADC is the choice for medium-to-high-resolution
applications with sample rate fewer than 5 Msps; they commonly range in resolution from 8-16 bits and
provide low power [27]. Fig. 1.13 shows the feasible resolution, and maximum sample rate of SAR ADCs.
A successive approximation ADC has a DAC, Track/Hold and SAR register with N-bit register in a single
circuit; it works by using a DAC and a comparator to perform a binary search to find the input voltage. A
sample and hold circuit (S&H) is employed to sample the analog input voltage and hold the sampled value
whilst the binary search is performed. The binary search starts with the MSB and works toward the LSB for
N-bit output resolution, this implies N comparisons are needed in the binary search, taking at least N clock
cycles. If the sampled analog voltage is greater than the output of the DAC, the logic one is the output, or
otherwise zero. In the SAR ADC there are two critical components, the comparator and the DAC, which
contributes in limiting the speed of an ADC. Thereafter DAC is required and must settle to within the
resolution of the overall converter, otherwise settling time contribute in limiting the speed of SAR ADCs,
also the comparator must resolve small differences in analog input voltage (Viy) and the Vpac within the
specified time (this implies that the comparator needs to be as accurate as the overall system). So the
requirements of a comparator are speed and accuracy. Moreover, the serial nature of SAR ADC limits the

speed to no more than a few Msps.
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Figure 1.13: the graph showing the range of the SAR [1]
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1.5.2.2 Subranging ADC

Subranging ADC combines the ideas of the Flash ADCs and Successive approximation, and sometimes
they are known as muiti-step or half-flash converters. Sub-ranging ADCs reduce the number of bits to be
converted into smaller groups, which are then run through a lower resolution flash converter. This approach
reduces the number of comparators and reduces the logic complexity, compared to a flash converter. The
tradeoff results in slower conversion speed compared to flash [4]. Subranging ADCs also implements the
iterative structure, but using two distinct Flash ADCs, each with B/2 bits of resolution (half Flash
converters). The description of operation can be simplified as follows: the analog signal is converted to the
digital domain using B/2-bit Flash ADC; the output of this Flash converter forms the B/2 MSBs of the
output signal. After the digital output of this converter is converted back to the analog domain using a B/2-
bit DAC, a difference is found by subtracting the output of the DAC from the original input. This
difference signal is scaled by a factor 27 and converted by a different ADC with B/2-bits of resolution.
This second ADC is used to form the LSBs at the output of the subranging structure. Again, like the SAR
ADCs, the settling time limits the speed of the Subranging converters for the first stage of ADC and the
subsequent DAC. In general, reducing the settling time degrades a data converter’s performance [13, 25,
26, 27]. Subranging ADC uses fewer comparators than parallel structures, this implies that subranging draw
less power, and it can attain higher resolution. Subranging ADCs can digitize at a speed of about 100
Msamples /s at 8-bit resolution. Subranging ADCs are in the same range as SAR ADCs. Block diagram of
Subranging ADC is shown in Fig. 1.15.
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Figure 1.15: Subranging ADC

1.5.3 Pipelined ADC

Pipeline ADCs consist of numerous consecutive stages, each containing a track/hold (T/H), a low-
resolution ADC and DAC, and a summing circuit that includes an interstage amplifier to provide gain. The
generic Pipelined architecture, shown below builds upon the Subranging architecture by linking together
multiple Subranging stages. For an N-stage Pipeline, each stage of the Pipeline will produce B/N bits where
B is the total number of quantization bits produced by the Pipeline architecture. Each stage has a B/N bit
ADC and DAC except for the last stage, which has only an ADC. One of the well known problems of Flash
ADC:s is that the number of comparators grows exponentially with the number of bits. The Flash ADC for

N-bits will need 2" -1 . This problem of Flash ADC is alleviated by pipelined ADCs, which will need

less number of comparators as compared to Flash ADC (i.e. pipelined ADCs will need the following

B
= B
number of comparators N(2V )+ (N —1) F) , which less than 2" —1. Fig. 1.16 illustrates the structure

of a pipeline ADC.
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Figure 1.16: Pipelined ADC

It is clear that the use of multiple stages can alleviate the exponential growth present in Flash topologies.
Pipeline enables potentially faster conversion while avoiding the exponential growth of comparators. In
pipeline architectures, the analog input 1s applied to the first stage in the chain, and ql bits are detected.
The analog residue is also generated and applied to the next stage. This procedure repeats up to the end of
the chain. The pipelined architecture offers a number of merits. First, the throughput rate is determined by
the speed of only one stage in the pipeline. Second, interstage residue amplification relaxes the precision
required of subsequent stages.

The main drawback of the conventional pipelined topology is the need for high precision in the interstage

SHAs, DACs, and substrators especially at the front-end.

1.5.4 Sigma-Delta Structure (Sigma-Delta ADC)

The basic component of Sigma-Delta is a modulator, which consists of the following: a loop filter, a 1-bit
quantizer, a summing node and a 1-bit DAC. The rest are for altering the data rate to appropriate rate. The
difference between Sigma-Delta ADC and DAC is that the DAC implements its loop filter in the digital

domain.
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Sigma-Delta ADC uses oversampling; (as will be explained later). Considering the fact that every doubling
of the sampling rate above the Nyquist rate a 3dB processing gain can be achieved, this can be shown by

looking at equation below [3,13].

2B
F.
SONR =3 2 || Z=
n N\ 2B, (1.17)

=6.02B+4.77-10logn +10log OSR dB

where B represents the quantization bits (number of bits), 1] is the ratio of the signal’s peak power to its

average power and OSR is the oversampling rate given as

OSR =22
2B (19

o

with £ 5o and BO being sampling frequency and bandwidth of input signal, respectively. Thus every

doubling of oversampling rate, which implies doubling of F,,, the SQNR will improve by 3dB. For

example, taking equation (1.17) and doubling OSR, we get

SONR = 6.02B +4.77—10logn +10log(2* OSR) dB

1.19
=6.02B+7.78—10logn +10log OSR dB - (19

Correlating (1.17) and (1.19), where in (1.19) the OSR is doubled (7.78-4.77 = 3.01 dB). This proves the

point that every doubling of OSR results in 3dB improvement.

The problem will arise when higher effective number of bits (ENOB) values has to be achieved for instance
12-bits or greater than 12-bits from a ]-bit quantizer. This implies that the input signal has to be
oversampled by a factor 6f over 4 million. For instance take WCDMA using bandwidths of SMHz, a 1-bit
data converter would have to sample at a rate of over 40 THz. This situation clearly shows that
oversampling, though it’s useful, but cannot provide adequate resolution. This provides two options that a
data converter can have either a high resolution or a high conversion rate. Sigma-Delta solves this problem

by using noise shaping technique.

Sigma-Delta conversion technology is based on noise shaping, decimation filtering, and oversampling.

Sigma-Delta is predominantly based on digital signal processing, hence the cost of implementation will be
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low and will continue to decrease. For Sigma-Delta conversion, since oversampling alone cannot provide
enough resolution, Sigma-Delta technique uses oversampling coupled with noise shaping which assist in
achieving high resolution [13]. The noise shaping properties of the Sigma-Delta converter is provided by
the transfer function of the modulator. Oversampling basically spreads the quantization noise power over a
bandwidth equal to the sampling frequency, which is much greater than the signal bandwidth. The
modulator behaves as the lowpass filter on the signal and as a highpass filter on the noise, hence shaping
the quantization noise in such a way that most of the energy will be above the signal bandwidth. The digital
filtering stage then attenuates the out-of-band quantization noise and the downsampling brings the sampled
signal to the Nyquist rate. The limitation of Sigma-delta converters is the complexity of the digital
circuitry, which comes from the fact that the hardware has to operate at the oversampled rate, much larger
than the maximum signal bandwidth. This limitation relegates or confines the converter to high-resolution,
but at the expense of very low frequency applications operating at the range of about 1M (see Figure 1.13).
The block diagram of first order Sigma-Delta ADC is shown in Fig 1.17. Moreover, the digital filtering
stage in Sigma-Delta converters results in long latency between the start of the sampling cycle and the first

valid digital output.

analog input m First-order digital output
> noise-shaping 1-Bit ADC

filter

1-Bit DAC unit delay

Figure 1.17: Sigma-Delta ADC (first order)

To show how the modulator shapes the quantization noise, consider the z-plane model of the first order

l E(z)
+
X(2) 1 . Y(z)
1-z"

comparator

Sigma-Delta modulator shown in Fig. 1.18

-1 |l

z7 e

Figure 1.18: The Z-plane model Sigma-Delta ADC
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It is assumed that the noise samples are uncorrelated. From the Fig.1.18, the Z-transform of the output is

given by

Y(z) = X(Z)[I——%J - Y(z)[

= X(z)+E(z)(1—z")

— j+E(Z)

(1.19)

where X (z) is the z-transform of the input signal, Y(z) is the z-transform of the bit stream output, E£(z) is

the z-transform of the quantization noise and (1-z"")is the noise transfer function. The equation (1.19)

above shows that the output transform is the same as the input transform plus the quantization noise,
modified by the noise transfer function. The noise transfer function is essentially the highpass filter with
zero at d.c. Its effect is to push the quantization noise energy into the higher frequency spectrum. For the
first-order SDM (Sigma-Delta Modulator), doubling the sampling rate increases the SNR (or SQNR) by
9dB, of which 6dB is attributable to the noise shaping and the other 3dB to the oversampling (this was
proved before for oversampling). The author of [13] showed that the improvement, which can be achieved

by oversampling in case of first order SDM is given by equation (1.20)

SNR

improvement LP

= (6N +3)OSR dB. (1.20)

The proof equation (1.20) can be shown by considering the following equation for SNR. It’s given in [13]

as follows

2N

SNR =10log(c)~10log(c)~10log| —=
2N +

1]+(2ON+10) log(OSR) (1.21)

where o is the input signal power, N represent the order and O': is the quantization noise power. Taking

the last term (20N +10) log (OSR) » then doubling the oversampling rate will result in the following

SNR, ,rovemen,, = (20N +10)log(20SR)
1.22
=(6.02N +3.01)dB. (122

Therefore, doubling the sampling rate will improve SNR by (6.02N +3.01) dB (i.e. for first-order SDM,
where N=1, then the gain will be, 9dB).This relationship shows that for 2™ order, there will be a gain of

15dB (where N represent the order of an SDM). Further reduction in quantization noise can be achieved by
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increasing the order of the noise transfer function (i.e. the integrator). This can be shown that for an Nth

order SDM the output transform is given by
Y(z)= X(2)+ E@)1-2")

In literature however, it is stated, that for N>3 the stability of the modulator cannot be guaranteed due to
large phase shifts. For such SDMs with order higher than two, special configurations are used to avoid
instability. One such arrangement is known as the MASH (which will not be discussed here). The graphs

below show the effect of oversampling and noise shaping techniques over a nyquist converter.

Nyquist converter quantization noise spectrum is shown in below

SONR=6.02B+1.7 dB

Quantization noise =

/___/ % ’
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2

Figure 1.19: The block diagram showing Nyquist converter quantization noise

Oversampled converter quantization noise spectrum and noise shaping effect is shown in Fig. 1.20 (C is the

oversampling ratio)
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Figure 1.20: The block diagram showing oversampled converter quantization noise spectrum and the

noise shaping effect

Table 1.1: The Comparison of Various Structures

Flash (Parallel) SAR (Iterative) Pipeline (Iterative) | Sigma-Delta
Factors to be Ultra-high speed Medium to high High speeds, few High resolution,
considered when when power resolution (8 to Msps to 100+ low to medium
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picking the ADC
for certain

application

consumption 1s not

primary concem.

16bit), SMsps and
under, low power,

small size.

Msps, 8-bits to 16-
bits, lower power
consumption than

flash.

speed, no precision
external
components,
simultaneous
50/60Hz rejection,
digital filter

reduces anti-

aliasing

requirements.
Conversion N bits - 2°N -] Binary search Small parallel Oversampling
method Comparators caps | algorithm, intemal | structure, each ADC, 5-Hz - 60Hz

increase by a

circuitry runs

stage works on one

rejection

factor of 2 for each | higher speed. to a few bits. programmable data
bit. output.
Conversion time Conversion Time Increases linearly Increases hinearly | Tradeoff between

does not change

with increased

with increased

data output rate

with increased resolution. resolution and noise free
resolution. resolution.
Resolution Component Component Component Component
matching typically | matching matching matching
limits resolution to | requirements requirements requirements
8-bits. double with every | double with every | double with every
bit increase in bit increase in bit increase in
resolution. resolution. resolution.
Disadvantages Sparkle codes / Speed limited to Parallelism Higher order (4th
metastability, high | ~SMsps. May increases order or higher) -
power require anti- throughput at the multibit ADC and

consumption, large

size, expensive.

aliasing filter.

expense of power

and latency.

multibit feedback
DAC.

Encoding method

Thermometer

Code Encoding

Successive

Approximation

Digital correction

logic

Over-sampling
modulator, digital

decimation filter.

Size

2N-1 comparators,
Die size and power
increases

exponentially with

resolution.

Die increases
linearly with
increase in

resolution.

Die increases
linearly with
Increase in

resolution.

Core die size will
not materially
change with
Increase in

resolution.
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1.6 Time-Interleave ADC

To increase the bandwidth of the A/D conversion, several A/D converters can be used in parallel. One ADC
scheme that achieves such high sampling rate is time-interleaved ADCs (TI ADCs) [34-37], for which a
number of converters, belonging to the categories above, work in parallel at a lower sampling rate. This

enables an overall high sampling rate. The principle of TI ADC is depicted diagrammatically in Fig. .21

Sampimg  mnput

clock signal
y I
T ADC, :
% ADC M
delays — — y
& T Y
; ADC, :

BV
ADC,,

Figure 1.21: General structure of TI-ADC system

In this scheme the ADCs are interleaved in time so that the effective sampling frequency is M times
higher if M ADCs are utilized. This kind of maneuvering, by exploiting the concept of parallelism,
reduces the demands of conversion speed compared to a single ADC. However, the sample-and hold circuit

must still be fast enough to track the signal that should be converted. In a TI A/D conversion each ADC

works at 1/ M of the desired sampling frequency fs . The ADC is generally interleaved in time so that the

k™ ADC takes samples at time instant (k + M )T, where T, is the sampling interval, which is defined as

the inverse of the sampling frequency. This is fulfilled by a delay line from the clock to each ADC, with

many ADCs in paralle] the sampling rate can be increased a lot. In other words, the TI ADC works as

follows: the input signal is connected to all ADCs and each ADC works with a sampling interval of M’ TS,
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where M is the number of ADCs in the converter array. The clock to k" ADC is delayed with kT, , this

gives an overall sampling interval of T . There is however, a serious problem that arises because of having

many ADCs. This problem is due to the sample-and hold circuit. To have a good signal quality the
requirement on TI ADC scheme is that the sample-and hold circuit must be fast enough to track the high
frequency parts of the input signal. Even if the sample-and hold is fast and good enough, the signal quality
will impair or deteriorate in TI ADC architecture. This is due to different offsets in the different ADCs, for
instance, the zero level is not the same for all converters. This problem causes the spurious harmonics n
the output. Another reason is errors in the delay lines to different ADCs; the signals will be non-uniformly

sampled.

The main drawback, however, is the limited dynamic range. This 1s due to channel mismatch errors, i.e.
time errors known as static jitter (delay times of the clock between different ADCs are not equal, this
means that the signal will be periodic but non-uniformly sampled), amplitude offset errors (the ground level
differs between the different ADCs, this implies that there is a constant amplitude offset in each ADC), and
gain errors (the gain from analog input to digital output, differs between the different ADCs ). The effect of
gain and offset errors in TI ADCs are analyzed in [38]. The timing errors are also studied in great details in
[39]. The design of integrated analog circuitry, for example conventional data converters, has come to a
stage where the performance of the implemented circuit is mostly limited by the errors introduced in
fabrication (if a good design has been made) and the design effort is merely concentrated on minimizing the
effect of such fabrication-induced errors. However, the minimization of the actual fabrication errors is
sometimes not enough to meet the increasing requirements. The invention of new schemes and structures
for data conversion is therefore necessary. Two such schemes for high-speed and high-resolution ADCs are
the HFB ADC and TI ADCs with mismatch error correction [9]. The work that has been performed in this
dissertation is designated to continuous-time hybrid filter bank CT HFB ADC.

1.7 Hybrid Filter Bank ADCs

High-speed, high-resolution analog-to-digital and digital-to-analog conversion is a critical technology in
many modern electronic systems, such as radar systems and digital receivers for wireless communications.
In general, high-speed, high-resolution converters enable wide bands of analog data to be converted to
digital form to be processed more accurately and efficiently than is possible in analog form. Systems can be
updated as requirements change and new standards arise by simply updating software to change the digital
signal processing. A high-performance converter would significantly reduce the cost, size and power

consumption of systems by eliminating much of the analog circuitry, while improving versatility and
performance [6, 13, 19, 18, 24, 25, 28, 30-32, 40].
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Using filter banks for analog-to-digital or digital-to-analog conversion is an unconventional application of
the filter bank architecture that improves the speed and the resolution of the conversion over the standard
time-interleaved array conversion technique [19]. In filter bank based converters, a discrete-time or analog
analysis filter bank 1s used together with a digital synthesis filter bank. Such filter banks are known as
hybrid filter banks (HFBs). The term hybrid is used because discrete-time or analog filters are used together
with the digital filters, forming a hybnid filter bank system. Filter bank-based ADC scheme give rise to two
classes known as hybrid discrete-time/digital filter banks (DT-HFB) and hybnd analog/digital filter banks
(CT-HFB). The latter will be the one considered over the DT-HFB. Since CT-HFB ADC is potentially
more suitable for high-speed analog-to-digital conversion. This is due to the fact that analog filters are more

suitable for high bandwidth signals than discrete-time filters [18].

1.7.1 Hybrid Discrete-Time/Digital Filter Bank ADCs (DT HFB ADCs)

The basic principle of an M-channel DT HFB ADC is shown diagrammatically in Fig. 1.22

X (m)

M

y(n)

I L R I U
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Analysis : _ ' Synthesis
filter bank ' . __ filter bank

Figure 1.22: Block diagram of an M-channel DT HFB ADC

The DT HFB ADC was first proposed by Petraglia and Mitra (1992) and was incorporated in [11] (1993).
The idea was further investigated by Velazquez in 1996, under a thesis title Hybrid Quadrature Mirror
Filter Bank Approach to A/D conversion in [2]. Then in 1997, a further investigation on hybrid filter banks
for analog/digital conversion was done in [19]. Recently, in 2002, further studies were performed and a

detail survey of filter bank A/D converter was given in [18, 24, 30-32]. In the DT HFB ADC, the analog
input signal x,(¢) is sampled at the input of a discrete-time analysis filter bank with filters ,(2). The

filter banks considered here are uniform-band that partitions the mput signal frequency band into M
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equally wide bands. Then the signal in each channel can be downsampled by a factor corresponding to the

signal bandwidth without any loss of information. The subband signals are then quantized before they are

upsampled by a factor of M and filtered through a digital synthesis filter bank with filters G,\,(Z).

Thereafter the output signal y(#)is obtained by adding the corresponding subband output signals. DT

HFB ADC has its advantages and disadvantages depending on the specification at hand.

DT HFB ADC has an obvious advantage that involves its realization. For instance, it 1s very easy and very
simple to realize a DT HFB ADC, since the design behind it, is exactly the same as for maximally
decimated filter banks, and the techniques for realizing the required discrete-time filter can be implemented
with higher accuracy than what usually can be achieved by integrated continuous-time filters. Another
advantage of DT HFB ADC is that the channel mismatch errors in terms of timing errors will not occur,
since one sampling operation is performed-as illustrated in Fig. 1.22. The other error caused by static gain
errors like aliasing will further be attenuated by filter banks.

The main drawback with the DT HFB ADC is that the sampling of the analog input signal, which is
intrinsic in discrete-time filter banks, need to be performed with a sampling rate corresponding to the full
bandwidth. This implies that any errors that are introduced during sampling operation will not be attenuated
by the filter banks since the effect of the combined filter banks corresponds to a delay or an allpass
function. Moreover, the maximum sampling rate of discrete-time filters is low and thus the DT HFB ADC
class is not suitable for very high sampling frequency A/D conversion. It can be useful however, to use this
scheme for lower sampling rates, but with higher requirements on the dynamic range. The disadvantages of
DT HFB ADC are vitally important to consider, if the specification of the required systems are known. For
instance, for our system SDR, the DT HFB ADC is not suitable for it, this is the reason why the major part
of this work is focused on CT HFB ADC. CT HFB ADC is described below.

1.7.2 Hybrid Analog/Digital Filter Bank ADCs (CT HFB ADCs)

In the design of a CT HFB ADC, it is always assumed that the input signal is strictly bandlimited

tola)| < /T, this implies that the Nyquist criterion for sampling with effective sampling frequency of

1/T without aliasing is met. Therefore, it is very possible to, in principle completely eliminate aliasing by
properly designing the filter banks (analysis and synthesis). The actual aliasing in the overall ADC will
thus be determined by the anti-aliasing filter that must precede the filter bank. The aliasing will then be
exactly equal to that of a single conventional ADC that uses the same anti-aliasing filter.

The principle of a CT HFB ADC is illustrated diagrammatically in Fig. 1.23.
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Figure 1.23: Block diagram of an M-channel CT HFB ADC

The main difference between the CT HFB ADC and DT HFB ADC is where the sampling operation takes
place. In the CT HFB ADC, the analog input signal is directly fed into an analog analysis filter bank with

filters H, (s). These are designed to be uniform-band and hence, each channel can be sampled at one

M" of the sampling frequency of the overall ADC. One important part to notice in this architecture is that
the sampling operation takes place at the output of the analysis filters. Thus, static gain and timing errors
that occur in the sampling process are attenuated by a combination of the filters of the analysis and
synthesis filter banks. Another aspect to note is that the sampling of the signal in the lowpass channel is a
lowpass sampling process. The sampling frequency in that channel is larger than, or equal to, twice the

highest component of the signal, therefore, the Nyquist criteria for lowpass sampling

27rfmmp,e =27 /(MT)2 Aw = 7 /(MT) (1.23)

is met, this condition is showed in [2]. In the remaining channels, bandpass signals are sampled. This is due

to the fact that the highest frequency components in each band,

2rk (MT), k=1,....M (1.24)

are integer multiples of the signal bandwidth A@ = 7 /(MT) and the sampling frequency in each channel
is larger than or equal to twice the signal bandwidth. Therefore the Nyquist condition for bandpass
sampling is also met. It is well known however, that with practical filters, a certain amount of aliasing will
inevitably occur during sampling in all channels. This aliasing is controlled in the filter design. After
sampling and quantization each subband signal is upsampled before filtered through a digital synthesis
filter bank. The important factor to note is that each converter works with a reduced sampling rate. One of

the reasons why CT HFB ADC was proposed over DT HFB ADC, is that analog filters are more suitable
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for high bandwidth signals than discrete-time filters. Hence, the CT HFB is potentially more suitable for
high-speed A/D conversion. Even though mismatch errors (gain and time-skew errors) will occur, the

introduced aliasing will be attenuated by filters.

There are other vitally important elements to consider when analyzing and designing the HFB ADC. In
order to properly design and understand HFB ADCs, a thorough analysis must be made. Important issues to
be investigated are frequency response, including distortion and aliasing, quantization noise, requirements
on the filters given certain requirements on the effective resolution, sensitivity analysis and reduction of
channel mismatch-induced aliasing by using filter banks. Another issue to consider when designing the
filter banks is a distortion function and several aliasing terms have to be optimized to meet some prescribed
characteristics. For instance in the case of, the DT HFBs, the design problem is in fact the same as for
purely digital maximally decimated filter banks. Whereas, it is possible for digital filter banks (and
therefore also DT HFBs) to achieve perfect reconstruction (PR), but it appears to be impossible for CT
HFBs if the analog filter bank is assumed to be realized using only lumped elements. If transmission lines
are used as components, it would be possible to find CT HFBs with PR. The design of the analog/digital
type is a more challenging task. The frequency responses of the analog filters, which are rational functions
in j@, need to be matched with the frequency responses of the digital filters, which are rational functions

Jeol . L . . L
of € in order to simultaneously minimize both distortion and aliasing

Again, in order to minimize the hardware cost of the analog parts, we propose to use the same concept of
asymmetric filter design procedures that was used in [10] and frequency response masking in the synthesis
filter banks, where the analog part is designed independently of the digital filters. By first designing the
analog filters, the complexity of these can be minimized, given that the frequency selective requirements
due to the dynamic performance requirements of the HFB ADC, are met. Then, with a fixed analysis filter
bank, the digital filters can be designed in order to meet the requirements on distortion and aliasing. Due to
the possibility to minimize the complexity of the analog or discrete-time filters and the reduction of the
number of design parameters, all of the HFB structures proposed in this work are asymmetric in the sense

that the analysis and synthesis filter banks have different complexities.

1.8 Dissertation Qutline

There are six chapters in this dissertation. In chapter 1, we introduced different available techniques for
designing A/D converters. We presented basic building blocks with terminology used in subsequent
chapters and gave a very brief introductory to software radio, stating the reason why we use the

requirements on ADC imposed by software radio applications.
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Chapter 2 is a literature survey on HFB. Firstly, we discussed an analysis of HFB ADCs that is essential for
understanding and designing hybrid filter banks; this analysis gave the correct frequency response
expression for CT HFBs. We also presented the frequency response of uniform DT HFB and CT HFB,

respecﬁ'vely. Lastly, we discussed the properties of the distortion and aliasing occurring in HFB.

In chapter 3, we reviewed the design of Hybrid filter banks, but only considering the CT HFB ADC, this
included the investigation on one of the fundamental aspect to the ADC performance, which is the noise
(quantization) in the filter bank based ADCs. The analysis of the ADC performance is done by comparing
the case of the conventional case with the multirate filter bank ADC, only concentrating on the numerical
values for typical design for CT HFB. In this chapter we also investigated the spurious free dynamic range

in the presence of static gain and time-skew errors.

In chapters 4 and 5, we focused on designing two channels of CT HFB ADC, one with the FIR synthesis
filter bank and the other with the IIR synthesis filters. The dissertation proposed three combinations: use of
IIR mode] filter and IIR masking filter, IIR model filter/FIR masking filter and FIR model filter/FIR
masking filter (presented in chapter 5). To show the advantages of our designs, we considered the cases of
designing the synthesis filter as one filter, either FIR or IIR. These two filters are used as base for

comparison with our proposed designs (the use of masking response filter).

Finally, chapter 6 concludes the dissertation, highlighting its findings and suggesting areas where the work
may be expanded upon. Main contributions of this dissertation include:

*» The use of frequency-response masking with asymmetric hybrid filter bank is proposed, to
mitigate or reduce the complexity of digital filters

% A thorough analysis of HFB ADC and a suitable structures and reliable design procedures for CT

HFB ADC utilizing FRM technique

The following publications have resulted from this work:

* Phakathi S. E. and Dawoud D. S., “Advanced Asymmetric Filter Bank Based ADC for Software
Defined Radio Applications Utilizing Frequency-Response Masking (FRM) Approach”, SATNAC
2004 [Southern African Telecommunication Networks and Applications Conference] 6 pages CD-
ROM. [Conference Proceedings]

e Dawoud D S and Phakathi S E, “Time-Interleaved Filter Bank A/D Converters”, MICSA 2003
[The Military Information and Communication Symposium of South Africa] 8 pages on CD-ROM
[Conference Proceedings].

* Dawoud D S and Phakathi S E, " Advanced Filter Bank based ADC for Software Defined Radio
Applications ", IEEE AFRICON 2004, Gaberone, Botswana, September 2004.
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CHAPTER 2

HYBRID FILTER BANKS

2.1 Hybrid Filter Bank Transfer Functions

One important aspect and also a very useful one when designing and analyzing filter banks in particular
hybrid filter banks (HFBs), is its frequency response. The Fourier transform of the output signal y(»n) of
the HFB can, in general, be formulated as the number of differently shifted replicas of the Fourier

transform of the input signal x”(t), in frequency, these are also multiplied by different frequency

dependent functions, which characterize the filter bank, these functions are known as distortion function

and aliasing functions.

When designing the filter banks, a distortion function and a number of aliasing terms are very important.
For instance, when using a discrete-time analysis filter bank, the design problem is in fact the same as for
purely digital maximally decimated filter banks. In this instance, it is therefore possible to directly use
expressions for the frequency response of the distortion function and aliasing terms of digital filter banks.
For the hybrid analogue/digital filter bank, it is not possible to do so because the Fourier transform of the
analogue filter is not periodic, and this fact was re-examined in [5, 6, 9, 10] and the corresponding equation
for this case was derived. The corresponding formulas for the discrete-time/digital case are given in this
chapter in order to give the clarity and point out the differences and similarities between DT HFB and CT
HFB.

2.1 Hybrid Uniform-Band Analog/Digital Filter Banks

The continuous-time hybrid filter bank ADC (CT HFB ADC) employs continuous-time analogue analysis
filters. H,(s) and a discrete-time digital Synthesis filters G, (z). In this type, an M-channel uniform-

band CT HFB ADC takes an input signal, which is an analog signal. The important part to notice is that for
CT HFB ADC the sampling occurs at the output of the analysis filters with a sampling frequency of

1

?=fsumple /M, where T, is defined as T, = MT . In this type of ADC, both the sampling and

s

quantizations are performed at the low rate f,, . /M . An M-channel uniform-band CT HFB ADC is

shown in Fig. 1.23. Again ignoring the quantizations, the Fourier transform of the output signal y(n) of

the filter bank in Fig 2.1 can be obtained as follows:
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M-l
Y(eja)T) — ZGk(eja)T)Xk(e]Ma)T)
k=0

2.1)

where

X (M= X,\. (&%)

- 7l 27l 22
Z (w ]_]HA[](‘) JW] @2

therefore equation (2.1) can be rewritten as

27l
Y(/T)=— lel (Jw)X,| jo- ]W] 23)
where
o 27l
Vl ]a))_ ZGk(ej T)Hk {Ja) ]MT] (2.4)

When designing hybrid CT HFB it is convenient to assume that the input signal is strictly bandlimited
toia)| < /T . Since the bandlimitation assumption is important, it is a necessary condition to show how

the frequency responses are affected by this assumption.

2.1.1 Bandlimitation [3, 4]

The Bandlimitation assumption affects the input signal as well as the analysis filters. This assumption
assumes that if the input signal is bandlimited to|a)| < 7/ T, then the bandlimited signal is defined as

follows:
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Xp(jo), |co| <7zlT

Xp(jo)= ‘wiZ%/T 2.5)

>

where X is the bandlimited signal, the analysis filters will then be defined as

H,(jw), ]a)|<7r/T

Hy (jw) =
w21 |2 7/T @6
hence, the output of the system is now given as
. 1 27l
_]CL)T _ . s
Y(e )—TZZ Ve (jo)Xg| jo ]_MT @.7)
=—00
where
M-1
1 ; 27l
Vo(jioy=— Y G, (e?“TH 0 — —]
Bl(] ) M kZ=O k( ) Bk (] J MT (2.8)

Then for CT HFB, it suffices to consider Y (e’“") in —7 < @T < 77 . The benefit here is that in this
region, only a finite number of terms in the summation of (2.7) needs to be considered since X, (jo)and

H ,, (j®) are bandlimited as in (2.5) and (2.6).
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Figure 2.1: [llustration of aliasing

For the sake of simplicity it is assumed that all H, (j@)and G,(e’*") are equal to one, then considering
(2.7), only X, (jw)is left in the summation over / which basically gives Fig. 2.1. We catered only for
M=2 and M =5 as illustrated in Fig.2.2 (From Fig. 2.1 we only need to include
[=—(M-1),..,M —1 terms, this holds true for arbitrary values of M , thus, in the interval

—7 £ wI £ 7, the terms that are beyond the lower and the upper bound are discarded, given as follows

2l /M +7m<—n and 27l/M —m <7, which are lower and upper bound, respectively).
Bandlimiting the signal changes equation (2.7), takes the form

1 M-

; 27l
Y e_/a)T —— .
(e’™) T

VB;(JW)XBKJW—J—} —rsal =7 2.9)
[=—(M-1) M1
The component Vi, (j@) from (2.9) is the frequency response of the distortion, term whereas the other

remaining terms ¥y, (j@) are the frequency responses of the aliasing components. Then for the sake of

simplicity we can just drop the subscript B from (2.9), then the frequency response expression becomes
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[N - 2l .
Y(e )=? Z V(jw)X, jo-j —r<wl <7 010
I==(M-1)
with V) expressed as follows,
M-1
. 1 il . 27l
V/(Ja))=ﬁZGk(€jw H, (]a)—ij @.11)
k=0

The bandlimitation assumption has some effect on the following conditions of perfect reconstruction (PR),
near perfect reconstruction {(NPR), perfect magnitude reconstruction (PMR), and near perfect magnitude
reconstruction (NPMR). This can be clarified more easily using equations (2.12) to (2.15). A system is said

to be a PR system if for an integer ¢ and non-zero constant %, the output signal is a scaled and delayed

version of the input signal, i.e. y(n) =kx(n—c). Thena PR CT HFB is only obtained only if:

V,(jw)=ke ™ =0
Vi(jo)=0, [#0 2.12)

A PMR case is obtained if the magnitude response of the distortion function is constant and the aliasing

function is zero, therefore the condition is written as:

V,(jo) =k, |oT|<7and1=0
V(jo)=0, [#0 2.13)
This implies that, as in this case, there is no magnitude distortion, though there is phase distortion. The
filter banks can also be designed in such a way that the PR and PMR are approximated. In the case of

approximated PR, we termed such filter banks as NPR filter bank and is obtained by considering the

following conditions.
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V,(jo)|=k, |oT|<zandl=0
arg[V,(jw)|~ wTc, 1=0
V,(jo)| =0, 1+0, |oT|<x

(2.14)

If the requirement on the approximately linear phase response of the distortion term is relaxed, a NPMR is

obtained, which can be written as

V,(joo)|~k, |oT|<zandl=0
V,(jw)| =0, 10, |oT|<x (2.15)

For CT HFB, there is one important comment to be made: it includes —(M —1),....M —1 terms of

aliasing, which is basically 2(M —1) aliasing terms. The reason is that the Fourier transform of analog
signals is not periodic, thus, we need to consider more terms. For comparison reasons hybrid uniform-band
discrete-time/digital filter banks class is described below, in order to show the difference between the
hybrid uniform-band analog/digital filter banks and hybrid uniform-band discrete-time/digital filter banks,
in terms of the aliasing terms that each need to include and to illustrate how bandlimitation condition alters

the equation of the CT HFB to have similar expression of distortion and aliasing function.

2.3 Hybrid Uniform-Band Discrete-Time/Digital Filter Banks

The M-channel uniform-band DT HFB ADC is shown in Fig. 1.22. The input signal for DT HFB ADC to

the filter bank is a discrete-time signal which, in practice, is obtained by sampling the analog signal x (1)

, 1
with the effective sampling frequency given by f. '—F. In DT HFB ADC, the sampling is thus

sample ™~

performed with full sampling frequency f,

sample » Whereas the quantizations occurring on ADCs in the Fig.

1
/M= F, where 7. = MT and T is the sampling period of the

s

1.22 takes place at the low rate f,

sample

output signal. Ignoring the quantizations, the Fourier transform of the output signal y(n) of the filter bank,

can be written as follows:
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M- _
Y(eij) — Z G/\. (eij)X,\, (ejMCUT)

(2.16)
k=0
where
Xk (ejM(UT) — Xk (ej(urs )
~ 1 MZ_:lX(ej((uTM—ZﬁI)/M VH (ej(wTM—Zﬁl)/M) 2.17)
v k
=0
then (2.1) can be written as
& T (WTM =271)I M
JoT N _ jo J(wTM =27
Y(e )—ﬁz V(e )X(e ) 218
=0
where
T 1 & T (MawT =271y M
17 )3 wl -27
V(e )= HZ G, (e’ )H (¢’ ) 2.19)

k=0

From equation (2.1.9), there are two components that are very important, the first one occurs when

V, (’T) known as the frequency response of the distortion term and the second one occurs when

V,(e’"),1 =0 known as the frequency responses of the aliasing terms. The first component corresponds

to the gain and phase of the filter bank, whereas the latter one corresponds to the aliasing errors in the filter
bank.

In literature there are also four cases that could be realized with DT-HFB ADC, which are perfect
reconstruction case, perfect magnitude reconstruction case, near perfect reconstruction case, and near
perfect magnitude reconstruction case.

A perfect reconstruction (PR) DT HFB is only obtained only if

V;(eij)zke—ijc’ I:O

V,(eT)=0, 1#0

(2.20)
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for an integer ¢ and non-zero constant X . In this case, the output signal is a scaled and delayed version of
the input signal, i.e. y(n)=kx(n—c). A PMR case is obtained if the magnitude response of the

distortion function is constant and the aliasing function is zero, therefore the condition is written as:

V(e =k, |oT|<zand1=0

V[(e/‘wT) =0, [#0 2.21)

this implies, in this case, that there is no magnitude distortion, but there is phase distortion. The filter banks
can also be designed in such a way that the PR and PMR are approximated. In this case, an approximated

PR is termed NPR and is obtained by considering the following conditions.

V(e N=k, 1=0, |oT|<z
arg[V, (ef‘”T):| ~ wlc
Vi(eM)|=0, [%0, |oT|<x

(2.22)

If the requirement on the approximately linear phase response of the distortion term is relaxed, a near

perfect magnitude reconstruction (NPMR) is obtained, which can be written as

V(e |~k 1=0, |oT|<x
yie ) o |

Vi(e)|~0, 120, |oT|<n (2.23)

Considering then (2.18 and 2.19) for DT HFB and (2.10 and 2.11) for CT HFB, one noticeable difference

has to do with the number of terms that need to be considered for both classes, i.e. for DT HFB we only

need M —1 terms, whereas for CT HFB we need 2(M —1)termsin the -7 < wT < 7. However, it is

sufficient to only include M terms for CT HFB also, this is due to the fact that X, (j@)and H, (jo)
are bandlimited as shown in subsection 2.2.1. Equation (2.9) can then be rewritten by introducing these two

terms X ;(jw) and H,, (jw), which we define as a sum of two terms as follows:

Xy(jo) = Xy (jo)+ X, (jo+ j27/T) (2.24)
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and
Hlsik(ja)):HBk(ja))+HBk(ja)+j27[/T) (2.25)

Considering (2.5) and (2.6) the following holds,

X,(jo)H, (jo+ j27/T)=0, Yo and k=0,1,..M -1 (2.26)
and

Hy, (jo)X,(jo+ j2r/T)=0, Vo and k=0,1,..M -1 2.27)
as a result,

X;(]a))st;k(]w) :Xg(ja))HBk(jw)+

X, o+ j27I TYH y (jo+ j27/T) (2:28)
then (2.9) becomes,
Y(ejwr)z%/:l VS (]a))XS (]a) ]%} ~r<wl<rm 2.30)
where
v, (Jo)= Z G (e i []co Jz_ﬂl] 2.31)
T .

Equations (2.24) to (2.28) are introduced to maneuver the frequency responses in such a way that we get
similar expression for distortion and aliasing function for both DT HFB and CT HFB, details are given in
[10]. Then looking (2.9) and (2.30), we see that the two are very similar, when introducing (2.24) and
(2.25). This offers a possibility to obtain similar expressions for the aliasing and distortion in both hybrid
analog/digital filter banks and hybrid discrete-time/digital filter banks.



2.4 Distortion and Aliasing in HFB

Considering the frequency response of the output signal, it is clear that it depends on the distortion function
V,_,(j@) and aliasing function ¥, (j@) . Hence, it is vitally important to consider them when designing
hybrid filter banks (HFBs). Equation (2.3) and (2.18), shows the dependence of the output signal on

V,_o(jw)and V,(jw) . The distortion function describes how the unshifted version of the input signal is

distorted as it propagates through the system. On the other hand, aliasing function V,(j@), determines

how much of the undesired, aliased versions of the input signal frequency response will appear in the
output frequency response.

JjoT

The requirement on combination of analysis filters H,(j@) and the synthesis filters G,(e’“" ) during the

design phase of HFBs is in such a way that the distortion function should have a small effect on desired

output signal, while at the same time, it is important to control the undesired shifted versions of the input

signal, the control part of the undesired shifted version is computed by aliasing function.

The main difference between the proposed scheme in this work, which is the continuous-time HFB and the
discrete-time HFB ADC, can be described quite easily, in terms of what have been included in the
summation as illustrated before in (2.10) and (2.18). In CT HFB, we require 2M —1 terms in total,
whereas in a DT HFB only M —1 terms are required in the frequency region. However, for each single
frequency, the number of contributing aliasing terms is only M for CT HFB as well as DT HFB. Fig 2.2
illustrates the properties of (2.3) and the characteristics of the distortion and aliasing for CT HFB. Fig 2.2
can be used also for the case of DT HFB; the difference will be on the number of terms in the summation of

the frequency response of the output signal.

The distortion term consists of the following H,(j@)G,(e’*"), since I =0 . This implies that such terms

will be the product of two passband responses for frequencies where the individual filters have their
passband and the product between two stopband responses elsewhere, except in transition regions, this is
shown in Fig 2.2 (i) and (ii). (Fig 2.2 (jii) is a shified version of the analog filter bank for [ =1, then the
aliasing term for / =1 is then obtained by taking the product of the magnitude response of Fig 2.2 (iii) and
(i) for every filter pair with index /, thereafter, the resulting result is shown in Fig 2.2 (iv) and (v), which

illustrates that for every / # 0, in the frequency band of interest, in the region @ =[0, 7/ T, there exist

) 27 i
always two [=1,,l, where the product H, [ jw—jﬁj G,(e’ T) have the overlapping transition

regions). The remaining M —2 products have at least a passband response overlapping a stopband

Tesponse or two overlapping stopbands. This is illustrated in Fig. 2.2 for /= 0,1. In [10] it is stated that in

o
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order to achieve small aliasing terms at the output of the hybrid filter bank ADC, the filter banks are to be
designed in such a way that the overlapping transition regions in Fig. 2.2 (iv) and (v) are cancelled out.

This implies that their magnitude responses are similar, but their phase responses differ by 180 degrees.

“Ho(].w)( IHI(/.(U)( IH.\I—I(_/'(‘))‘
>< >< ___________________ >< (1)
7[/IM 27’[‘/1MT (M—])?T/;V[T /T/IT w
Go(elw'/.)HG‘(emr){ G‘”_](e,w7')|
___________________ (i1)
ﬂ/lM 27Z/IMT (/M—l)ﬂ/l/l4T 72'/|T w

/ =
>|< | X W ....... ><— (1i1)

!l M 2 I MT (M =)/ MT z!T 0

B jo- 222
MT

G(ejmT)
° | (iv)
/I\ T T T
/M 2m/MT (M -Dz/mr /T @
) 2 of
‘H'[""‘L—r]hwe”)l
(v)
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1 1
Tl M 27 /I MT

M-DYz/MT *IT @

Figure 2.2;: Magnitude responses of the M -channel uniform band CT HFB (i) Analysis filter bank. (ii)
Synthesis filter bank. (iii) Shifted version of the analysis filter bank. (iv) The first overlapping transition

regions. (v) The second overlapping transition regions [1,2,3].
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2.5 Summary

Chapter 2 was a literature review on HFB. Firstly, we examined the importance of understanding the HFB
transfer functions and its usefulness in designing and analyzing filter banks.

We then reviewed the design of DT HFB ADC and CT HFB ADC and showed how they differ from each.
Thirdly we investigated how we can use same functions for aliasing and distortion for DT HFB and CT
HFB, by including the bandlimitation condition.

Finally, we discussed the properties of the distortion and aliasing occurring in HFB. This was also
illustrated in Fig. 2.1, in particular for CT HFB, how many terms do we need to include in order to use

similar aliasing function as for DT HFB.
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CHAPTER 3

DESIGN OF HYBRID FILTER BANKS

3.1 Design of Continuous-Time Hybrid Filter Banks

In 1992, the first reported HFB ADC in literature was of a DT HFB and was designed employing a
quadrature mirror filter bank known as QMF ADC [9]. This was followed by a thesis written by Velazquez
on Hybrid quadrature mirror filter bank ADC (HQMF ADC) [2] in 1994. Recently, in [6, 11] three schemes
were treated these including TI ADC, DT HFB ADC, and CT HFB ADC. For the DT HFB, the design
problem is quite simple, since the design is the same as for purely maximally decimated filter banks, (see
details on [6]).

The design of the CT HFB on the other hand is quite a challenging task. One of the reasons is that the

frequency response of the analog filters are rational functions in jw , which is required to be matched with

the frequency response of the digital filters, which are rational functions of e’“” . This matching is very
important and required in order to simultaneously minimize both distortion and aliasing.

Instead of designing the analog filters from digital prototypes as in [11], we design the system using design
procedures in [6], where the analog part is designed independently of the digital filters. This is
accomplished by first designing the analog filters, this way the complexity of these can be minimized,
given that the frequency selective requirement due to the dynamic performance requirements of the HFB
ADC are met. Then, with a fixed analysis filter bank, the digital filters can be designed in order to meet the
requirements on distortion and aliasing. With the analog filters designed and fixed, the digital filters
designed and optimized, by doing so, the minimization of the distortion and aliasing are achieved.

Another advantage of using this approach is that the complexity of optimization problem is reduced. Due to
the possibility to minimize the complexity of the analog filters and the reduction of the number of design
parameters.

All of the HFB structures proposed in this work are asymmetric as in [6], they are asymmetrical in the

sense that the analysis and synthesis filter banks have different complexities.

3.2 Noise in the Filter Bank Based ADCs

In this section, we consider noise in the filter bank due to quantization, in literature there are two schemes
that are treated, one is known as single rate and the other is multirate filter bank ADCs, here we only

consider the latter. A single-rate ADC differs from the multirate in the sense of how sampling rate is

48



defined, in single-rate ADC scheme, all the subconverters work at the same sampling rate as the desired
sampling rate, whereas in the multirate the converters work at a sampling rate which is M times lower than
that of the effective sampling rate. In multirate ADCs the subconverters work in lower data rate as
compared to single-rate ADCs. The purpose of this section is basically, to point out the difference between
the multirate filter bank ADCs and the conventional one, in terms of quantization noise considering the
narrowband signal as opposed to wideband signal. Different authors have worked on the effect of
guantization noise in ADCs that consist of parallel arrays of analog-to-digital converters (including

multirate ADCs), including Petraglia and Mitra (1991), Velazquez e. al. 1998 as well as in [10].

3.2.1 Conventional ADC

This subsection briefly gives A/D conversion and the quantization noise utilizing a conventional ADC. For
a conventional ADC an input signal is assumed to be strictly bandlimited according to the following

relation,

X,(jw)=0, |o|zz/T 3.1)

WO % ) o y()
t=nTl

Figure 3.1: Conventional ADC showing Sampling and Quantization

Equation (3.1) shows that the Nyquist criterion for sampling with the desired sampling frequency of 1/T
without aliasing is accomplished. A/D conversion consists of two important processes, namely sampling,

which is followed by quantization, the sampling and quantization processes are depicted in Fig. 3.1. The
sequence x(7) is found by first sampling the analog input signal uniformly at the time instance, for all

integers #1 as follows,

x(n) = x, (1)

n=..,-10,1,... (3.2)

t=nT,

where T is the sampling period. The Fourier transforms of x,(t) and x(n) are related to each other

according to Poisson’s summation formula as follows,
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_ 1 & 27k
X )==> X | jo—j—
G T~ J J T (3.3)

One important fact to mention is that the spectrum of a sampled signal is always periodic with the
periodicity of 277 . Hence, X (e’") has the same periodicity with respect to wT . This implies that it is

sufficient to only consider the interval —7 <@ < 7, and since the bandlimitation condition of (3.1) is

considered, the following relation holds,
(e ) T a(]a)’ ‘CL"] | =7 (3.4)

To do the analysis on the effect of the quantization, it is then customary to utilize the linear model of a

conventional ADC depicted in Fig. 3.2,

x,(t) ] x(n) o y(n)

t=nT

e(n)

Figure 3.2: Conventional ADC showing linear model of Fig. 3.1.

where e(n) is an error sequence that is modeled as stationary zero-mean white noise. The sequence x(n)

and e(n) are assumed to be uncorrelated. The effect of quantization is usually measured by considering
signal-to-noise ratio (SNR), which is given as:
_ 2 2
SNR =10log,, (o /o2) 3.5)
where 0 and O are variances of () and x(n), respectively. This means o and O are the

average noise power and signal power, respectively, provided the following assumption is made, that the

average values of e(#n)and x(n) are zero. Using Fig.3.2, the output sequence of the quantizer is given by
y(n) = x(n) + e(n) (3.6)
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The probability density function p(e)is assumed to have a uniform distribution, for the uniform quantizer

according to the following relation,

/0, |=<0/2
PO >0 G

where Q represents the quantization step as given by

_ ~(B-1)
O=X,2 (3.8)

with =X <x(n)< X, —Q and B representing the number of bits of the quantizer. The values of
X , which is known as full-scale (FS) level of the ADC, are determined in such a way that the overflow in

n’

the ADC does not occur. Hence, the variance of the error sequence e(#) can be defined as

O'e2 =Q2/12 (3.9)

3.2.2 Multirate Filter Bank ADC

In this subsection, we are considering an M-channel multirate filter bank based ADC, according to the
structure of CT HFB ADC with general quantizations. In this scheme the output sequence from the analysis
filters are sampled and quantized at lower rates (M times lower), i.e. fs /M | so as to attain the desired

sampling rate, upsamplers are utilized after quantization.
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jwl

In this scheme, the output signal Y (e’ ) has a periodicity of 27, with the input signal bandlimited

according to (3.1). Ignoring the quantizations, the frequency response of output signal is given as
M-l
; 1 Z 27xl
jCUT - . L el
[=—(M-1)

for \coTl < where

L 1E . 2al
Vz(/d)FﬁZ Gi(eij)Hi[Jw‘JWj (3.11)
i=0

For multirate filter bank ADC, to obtain a perfect reconstruction condition, the following should be true:

V. (jw)=ke’™ 1=0
V,(jw)=0, 1%0

for some constants £ and ¢ . For the sake of simplicity, we consider £ =1, and then to satisfy the perfect

reconstruction, the following should be satisfied

y | M _ '
gJeoT =H§Gi(eij)Hi (jo), |oT|<z (3.12)

Then again for simplicity, we take the analysis filters H,(s)and synthesis filters Gi(eja’r)as ideal

lowpass and bandpass filters with gain constants equal to one and M , respectively. This is depicted in Fig
3.3 and Fig.3.4.

|H,(jo)| |H,(jo) |H,,_(jo)

zMT)  272/(MT) M-Drzimry 7T o

Figure 3.3: Magnitude response for analysis filters in the multirate case
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Figure 3.4: Magnitude response for synthesis filters in the multirate case

The main difference in terms of magnitude response of synthesis filters of the multirate filter bank based

ADC, is that the gain is M times higher. This is due to the factor 1/ M in (3.12), in this case the aliasing

terms becomes zero, since we consider the case of perfect reconstruction.

Considering (3.6), and replacing the quantizers by the additive error sequences ¢,(r), where the error

. . . . 2
sequences are assumed to be stationary white noise uncorrelated to zero-mean and variances O, . In

equation (3.6), x(n)=x(nT) and e(n)is the total error due to each e;(n). However, the error
sequences e,(7) are propagated through a multirate system, as previously explained in [45]. For the case

of time-varying system, the noise analysis becomes too complicated. This is because the output of a time-
varying system is not stationary even if the input is stationary. Due to this fact, in [45] the synthesis filter

bank was represented using polyphase realization, as shown in Fig. 3.5.

xo(m) ; E xo(m) yo(m)
— M G (2) ] -
i : y(n)
x,(m) h : n (m) ¥, (m)
Dt G ()2 R —

T [6"®

Xyq-4() : i SR i)
St G, () —
Synthesis
ek

Figure 3.5: Synthesis filter bank with its corresponding polyphase representation
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The transfer function of the output y(7) is given by:

M-I
Y(z)=) zY (") (3.13)
k=0
where
Y(z)=G"(2)X(2) (3.14)
with X (z)and Y(z) defines as
X(2)=[X,(2) X,(2).. X, @] (3.15)
Y(z)=[Y(z) Y (2) ..}, ()] (3.16)

and

G (2) e Go,M_1 (2)
G») (2)= . :

G.17)
Gya0(2) Ghap1 (2)
the G, (z)'s are the polyphase components of G, (z) according to the following relation
M-l
— =J M
G ()= z7G, (") (3.18)
=0

since G”(z) describes a linear and time-invariant system, this implies that the outputs Yy, (m),
k=0,1,.....,M —1 are also stationary noise with zero mean. However, the variances of the errors in
Vi (m) (denoted by O'ZM ) are generally different, even when 0'02’_ are equal. The errors may also be
correlated. The total error e(#), at the output, will therefore generally not be stationary noise. The

variance o (1) of the total error is time-varying and periodic with the period of M . This is due to the

following fact:

2 N2
o, (nM +i) = o, (3.19)

we can then define the average variance as shown in [2]
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M-1

@ N .
Considering Fig.3.4, z |g,(n)| can be written as

n=—o

S [g () = iHG (") doT =M

substituting (3.22) in to (3.21), we get

2 (& 2
(O-e )av = z O-ei
i=0

(3.20)

(321)

(3.22)

(3.23)

An altemnative to (3.21) is to use a paraunitary matrix for G’ (z) as in [9, 45]. Hence, all the variances of

2
¥, (m) are equal. Then there is no need to compute (O- e )av using (3.21). For general cases however

(3.21) method is very useful. One important measure again, is to check the output quantization noise

variance for both narrow band signal and wideband signal. This assists in determining if the output

guantization noise variance is the same as the conventional ADC. The variance of the error sequence e(n)

of the conventional ADC is given by (3.9). Then for narrow band signal the following is assumed

X, =X, and B, =B, and for wide band signal X , =X /M and B =B.
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In the case of case for narrow band signal, we consider an input signal, which is sinusoidal signal, where

the amplitude is X,,, this implies the overflow will not occur. Whereas for wide band, the input signal is

assumed to be gaussian and the input range is assumed to be in this range |: » X :’ Assuming that the

subconverters in the system occur with equal probabilities, the following relation holds,

\/— X, INM /2

"0' V ~o‘ e /2
Y. J. 2 J. (3.24)
v x =X, INM Vo, -

Equation (3.24) show us the fact that the filters remove noise power according to

o,=0,/M (3.25)

where the input ranges are scaled with a factor 1/+/M . For wide band signal the quantizations can be

defined as

O =X 275D
!

pl

(5 (3.26)
=X, 2/ IM =0/IM

The variance of ¢,(7) then becomes,

yaY;
. . . 2
substituting (3.27) into (3.21), the variance of (O-e )av 1s found to be

M-l
2 _ 2 _ 2
()0 = ,Z=o: o, =07 /12 (3.28)

This shows that the noise variance of the wide band signal is equal to that of a conventional ADC, see (3.9).

For a narrow band signal, the quantizations can be written as

0 =X,2%"

(8- 3.29
=X, 2 =0 (3:29)
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then the variance of €,(7n) becomes

2 A2
O, = Q" /12 (3.30)
2
substituting (3.27) into (3.21), the variance of (O-e )av is found to be

M-
2 _ 2 2
(O-e )av - Z O = MQ /12 (3.31)
i=0
Equation (3.31), implies that the noise variance is M times higher than that of a conventional ADC.

3.3 Channel Mismatch error and Spurious Free Dynamic Range

The filters in the hybrid filter bank (HFB) isolate the converters in the array from each other, which makes
the HFB ADC concept more effective as opposed to time-interleave ADC (TI ADC). The drawback with
the interleaved structure is that, due to the manufacturing process, all the ADCs are not identical and
mismatch errors are introduced into the system. Three kinds of mismatch errors are introduced:
s Time errors (static jitter)
The delay times of the clock between the different ADCs are not equal. This means that the signal
will be periodically, but non-uniformly sampled.
> Amplitude offset errors
The ground level differs between the different ADCs. This means that there is a constant
amplitude offset in each ADC.
< Gain errors
The gain, from analog input to digital output, differs between the different ADCs.
In the HFB structures, filters in HFB attenuate the effect of gain and phase mismatches, which severely
limit the resolution in TI ADCs. In [9] it is shown that filters do not attenuate the effect of DC-offset errors.
The simulations in [9] showed that the HFB ADC architectures attenuate gain, phase errors by 21 [dB].
Furthermore, in the HFB (with 30 [dB] stopband attenuation) than in the time-interleaving system. In

literature, two measures for resolution are used to analyze the performance of the system, which 1s spurious
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free dynamic range (SFDR?), and total spurious distortion (TSD*). The definition of SFDR and TSD are
given mathematically as the footnote. The reasons for using SFDR and TSD instead of SNR and THD are
given in details in [9). Major results and analysis of the effects of gain and phase mismatch errors,
respectively, were also presented [9]. Recently in [44], only SFDR was used for numerical analysis for a
typical filter bank design. In this dissertation, only the numerical analysis is considered for a typical filter
bank design with slightly different values from [44]. Considering the equations that were derived in both
[9, 44] for SFDR. It is easy to note that the derived equations are not similar. [n [9] the equations given are

for calculating the minimum SFDR that could be obtained based on the stopband attenuation. Furthermore,
E {x} which denotes the expected value of random variable x (X could be either gain tolerance error or

phase tolerance error) as well as for the typical SFDR, on the other hand in [44], the SFDR is computed for
both passband and stopband, details are shown later in this section, for the later case. However, the
equations derived in [9, 44] are valuable since they give the information about how we can design the filter
bank that could give desired SFDR and TSD, depending on the specification of the application at hand. In
this section, the only derivation that would be considered is the one presented in [44], since they are more
relevant to our work and since the conditions considered are for approximated PR as opposed to PR
conditions, (details for PR cases are given in [9]). Gain, phase delay, and DC offset error model of an ADC

is diagrammatically given as shown in Fig. 3.6

(b)

Figure 3.6: (a) ADC, (b) model of an ADC

—— E “desired signal |2}
max (E {lundesired signal| })
E\|desired signall
 rsp o {| esired signal| }

> (E { |lundesired signal ‘2 })
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. iod )
where A[ (e"") =(1+ a,(a)))e jeod (@) and a,(®)’ is a gain error, b, is a dc-offset error, and

d, (@)° is a phase delay error, details on each of these error is given in [9]. The above model of an ADC

does not consider errors such as ADC quantization errors, and ADC harmonic distortion errors. This is
because quantization and harmonic distortion errors are not limiting errors in both time-interleaving and
HFB systems. The derived equations in [9] are based on the model illustrated in Fig. 3.6, and are given

below for SEDR and TSD, considering only typical HFB ADC designs,

1
SFDR =———
¥p E{&2}2(5S)2 (3.32a)
ISD, = :
tvp (M—l)E{&Z}Z(és)z (3.32b)

where equations (3.32a) and (3.32b) are for computing the SFDR and TSD with gain mismatch error and
S, and & are stopband and gain error, respectively. Equations (3.32¢) and (3.32d) are for calculating

SFDR and TSD with phase mismatch error.

1
SFDR,, = ﬂzE{éz}z(é-s)z (3.320)
TSD,, = !
Ty —1)E{&2}2(5s)2 : (3.32d)

The equations (3.32a-d) were all derived based on the traditional perfect reconstruction conditions, which
simply states that the output signal is a scaled, delayed version of the input signal. In fact, equations (3.32a-
d) are the first equations derived for HFB ADC system in [9], and they were published in 1997. Previously,
it was shown in [19 ,44] that it is possible for digital filter banks including discrete-time HFBs (DT HFBs)
to achieve a PR and PMR, but it appears to be impossible for CT HFBs, if analog filter bank is assumed to

® where a,(w) is the frequency-dependent gain error and
® d,(w) is the frequency-dependent phase delay error. The periodicity of the ADC transfer function

A,(€’”) can be shown explicitly using the mod function as follows:

A4,(’) = (1+a,(w mod 27))e ™/ (#mot 2m)d(wmed 2m)
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be realized utilizing only lumped elements. On the other hand, if the transmission lines are used as
components it would be possible to obtain CT HFBs with PR and PMR, since in this work we are
considering approximated PMR, i.e. we are considering the conditions utilized in [44] for lumped element
assumption. Moreover, it was also stated that if the processing unit between the analysis and synthesis filter
bank is not lossless, it is unnecessary to impose the filter bank not to introduce any errors at all. This has
been shown in literature that introducing small errors in the filter bank can significantly reduce arithmetic
complexity. In this work, NPMR is considered, this implies that, in terms of the magnitude distortion and
aliasing functions, they would approximate one and zero, respectively. Therefore, equations (3.32a-d)
would not be relevant to our filter bank design, in other words, in this work the procedures used in [44] will

be used to determine the bounds on SFDR for typical CT HFB designs.

In [44], the following errors gain and time-skew errors in HFB ADCs are considered. The bound on SFDR
is very important in filter bank design for HFB ADC systems, since the specification of the filters in the
filter bank based ADC can be determined easily, so that a certain requirement on SFDR of the converter is

met, provided the maximum gain and time-skew error magnitudes are given.

The gain and time-skew error model used in this dissertation is the same as in [44]. Considering that
quantization characteristics of the ADCs normally exhibit different gain as function of input signal.

Therefore, ignoring quantization noise does not have any impact. The model for the quantization in each

channel, i.e. channel / can be given as

AI = 1+Aa, (3.33)

where Ag, is a small static gain error and where A] includes gain errors as well as the ones that are

introduced in the sampling circuitry. Time-skew errors on the other side come from deterministic errors in
the sampling instants of the sampling circuitry. The main difference between the TI systems and HFB
systems, in terms of the sampling, is that for TI-ADCs the sampling instants are distributed uniformliy in
time. This implies that each converter in TI ADC architecture works with samples taken at uniformly
delayed instants, whereas in the HFB ADC architecture, all channels are sampled simultaneously. Ignoring
random sampling time uncertainty due to noise in the sampling switches, the sampling instants in TI ADC
and HFB ADC will deviate to some extent from ideal ones. Hence, the sampling instants will be

periodically non-uniformly distributed in time. This can be illustrated as shown in Fig. 3.7 for only M =2

for simplicity, wheret, = IT + At, .
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(a)

x,()

(®)

x,(0)

I . ! : AT +t, t
! 1 2T +t, 1 4T +1¢,
0 ! 2T+ll

Figure 3.7: (a) uniform sampling and (b) periodic non-uniform sampling.

The time-skew error can be either modeled by delaying the signals incident to the samplers or by skewing

the sampling instants. The mode] used here is

C (jw)=e" (3.34)
where Af, are small static time-shifts of the signals in channel [ before sampling. Considering the gain

and time-skew error models, the input and output relation can be easily derived, the steps for such
derivations is shown below.

When designing the hybrid filter bank the bandlimitation assumption should always be considered. Another
important note is that, if the filter bank has a PR, this implies that the actual aliasing in the overall ADC 1s
determined by the anti-aliasing filter that must precede the filter bank. Thus, the aliasing is identical to that
of a conventional ADC that utilizes the same anti-aliasing filter. However, this is not the case for our
system, due to the presence of channel errors. This implies that the output signal will be somewhat
distorted. Taking into consideration the error model of gain and time-skew errors and ignoring

quantization. The frequency response of input and output relations becomes:
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/fuT Z G (e_/(uT /41X ( _[IV/!UT

= 'Z G, (") 4, X, (") (3.39)
1 2y . 27r Zﬁr}
MT .-mX [ g MT} '[Jw ’ MT] [J St

It was shown in chapter 2 subsection 2.2 that r € [-(M —1),M —1] and T €[-7, 7], with (3.33)

and (3.34), (3.35), Y(€’*") can be restructured and be given as

1 ¥ 27y
Y/ )== (o)X, | jo-j—
F ZM V.(jw) t,{J ]MT] (3.36)
where
g o
V,(jw)= MZH (Jw J—]G( e’ )(1+Aq)e (3.37)
1=0

If we ignore gain and time-skew errors, equation (3.37) becomes equation (2.11). Considering the usual

way of designing the CT HFB (this is given below)

1—50$|V(ja>)|s1+50, 7| =0
8, |r|=1...,M-1 G39)

this means that the magnitude of the output signal frequency response is deviated from the magnitude of the

input signal frequency response with less than 50 and the magnitude of the aliasing terms also deviates

with less than 5, One of the known ways 1n literature that could be used to expand (3.35), which is the

time-skew error model, is to use the Taylor series expansion. Then (3.37) can be rewritten as:
V.(joy=—> H, (]0’ J —}3 (e )1 +c(Aa,, AL))) (3.39)
where c(Aaq,,At,) is defined as
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27l ’
c(Aa,, Aty = Aa,+(1+Aa)Z {[ T—-ﬁ]—T—} (3.40)

n=l

Expanding (3.39), it can be rewritten as

5 2 il
V.(jo)=— ZH [Ja) ]W]G/(e" D+
1 . 2wy jwT (341
—>» H - j— e’ e(Aa,, At
M /[]a) JMTJG/( )e(Aa, /))

Therefore this expansion of (3.41) illustrates that Vr (]60) can be defined in terms of (2.11) as follows,

V(jo)=V.( 'a))+LAfH [ - EJG (e’ e(Aa,, AL))
AJw) =V, M~ ) ]MT ; 18 (3.42)

where V_(jw) is exactly (2.11) as shown in (3.43)

_ 1= , 2rr o
Vr(Jw):HZH’(]w_]W};’(eJ r) (3.43)
[=0

Based on the above derivation of V; ( ] 60) , the bounds on V, ( ] (0) can also be derived. In this work,

the considered CT HFB divides the frequency range of the input signal uniformly; we do not consider the

octave case. Since the magnitude responses of the filters are very important in the design of HFB, they are

also part of the equations of the bounds on , this is required in order to be able to derive the

bounds on the minimum SFRD. First of all, let us introduce A, which is defined in terms of the Taylor

expansion represented by (3.40) as follows,
A, =|c(Aa,,At,)|, [=0,....M-1 (3.43)

Ignoring all terms above of order two, A, can be now defined as

2 1/2
A <A = (|Aa,|max +q(r))

(3.44)

where g(r) is given by,
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q(r)= 5 (3.45)

1 4= . 2xr s
even this term - Z ey (e )e(Aa), AL)) | in (3.42). Tt can be
=0

bounded in terms of A as follows:

M-1
}ﬁ H, [Jw 12—”—’}3 (@ Ye(Aa,,

{=0
] Mo _ 2y ol
Armax H L HI (]w =J Wkl (e'l )C(Aal’ Atl )) (3.45)
= rmaxD(a)T’ r)

where A is defined in (3.44). The values of D(wT,r) depends on r. For instance, if » =0 this
means, we are left with the unshifted version of H,(j®). This gives information about the passband

frequencies, i.e. D(wT,0)illustrates that for any passband frequency there is one term, for which the

filters H,(jw) and G (e’*") have their passbands simultaneously and, hence the maximum value of

their product can be given as

aX{‘Hz (Jo)G, (e"“’T)’} —1=9, (3.47)

where @I € of passband and /=0,...,M —1. The other M —1 terms have also their stopband

simultaneously. Thus, if ¥ =0, we have

0 max

D(wT,0) < (1+ 8, +(M —1)81)A,,.. (3.48)

where 55 is the stopband ripple of the filters.
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Then, for transition band it’s slightly different because it involves two terms from D(@T,0) for which

the filters, H,(jw) and G,(e’*") have transition bands simultaneously. The maximum value of the sum

of their product is given as
max {|H,(j@)G, (e’ )|+ |H,(j@)G ()| 1=, (3.49)

where [,i=0,...,M —1, i#[ and @T € of transition band. The other M —2 terms have also their

stopband simultaneously. Thus, if 7 =0, we have
A ex D(@T ,0) < (1468, + (M =2)5]) A (3.50)

(3.49) and (3.50) means that for any passband frequency there will be two terms, which are product of a

passband and a stopband response, while the other M —2 terms will be the products of two stopband

responses. Thus,
A, D(@T,F) < (26,(1+6,) +(M -2)5)A, . 3.51)

where @] € of passband and &, is the passband ripple of the filters. Again for any frequency in the
transition band there are two terms in D(@T,7) (for which it is for » # Q), this implies that the shifted

version of H,(jw) and G,(e’*") have the transition bands simultaneously and the maximum value can

be computed by the following relation

[ 27y : \
Hjo- 227G e+
max < r‘l
) 2y . ol
E [ Jw-ﬁT—J\H,Uw)G,.(ef | .

=5,

where [,i=0,...,M ~1, i#/ and @l € of transition band, while the other M —2 terms

simultaneously have their stopbands. Thus,
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A, D(OT, ) S (A48, + (M =2)8))A, 1 (3.53)

X

~

Using triangle inequality, considering (3.39) to (3..53), for V., then applying triangle inequality, the

following holds,

Vf‘

~A, o D(@T,r) < \V,(jw)‘ < +4, o D(@T 1) (3.54)

| r imin min

(3.54) implies that II},\ can, then be bounded according to

1-6,- & <[, (jo)| <1+ 8, + &, [r]=0

‘I}r(]a))|35l+§r, |r|:1’”_.’M_1 (3.55)

for every angular frequency @, where fo , & in (3.55) can be defined explicitly for passband and

transition band as in (3.56) which is for ¥ =0 and (3.57) is for ¥ # 0

&, =(1+6,+(M -1)5;)A oT € passband

&or = (146, +(M =2)57)A

Omax (3 56)
wT € transtion band '

Onmax

¢, =(26,(1+6,)+(M - 2)HA, 1o T € passband

3.57
E =(1+68,+(M-2)SH)A, ., T € transtion band 37

where &,,0,, 8, are given by (3.47), (3.49), (3.52), respectively, and J, and J, are the stopband and

passband ripples of the filters, respectively. Using (3.55) to (3.57), the lower bounds on the SFDR of hybrid
filter bank ADCs can be obtained for passband and transition band frequencies. Minimum SFDR for HFB

ADC:s, for passband can be found as follows,
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V(o))
7, (o]

Z 1_50 _gVO,J
5l+§rp

min{

1 00.05 SFDR

max{

(3.58)

and the minimum SFDR for HFB ADCs, for transition band can be obtained as

min { I},=0(ja))‘}
7o)}

> 1—50_50/
5l+§rl

1 OO.OSSFDR >

max{ (3.59)

to illustrate the numerical approximated values, we only consider to a first order the SFDR expressions,

which can for HFB ADC can be approximated as

7, (o)}
max {|I7,(ja))|}

> 1_6‘0 —AOmax
C 5, +26,A

min
1 O0.0SSFDR {

(3.60)

rmax

Equation (3.60) is for passband case and (3.61) is for the transition band case.

min{

Vr:O (]a))‘}
max {|I7r(ja))|}

2 1_ 50 - AOmax
o0,+A

1 00.05 SFDR >

(3.61)

rmax

Table 3.1 gives typical design case for a hybrid filter bank system.
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Table 3.1: Numerical values for typical CT HFB Designs

parameter Case A Case B Case C Case D
M 2 2 2 2
5, 0.05 0.05 0.05 0.05
5, 0.00011 0.00011 0.00011 0.00011
0, 0.0012 0.0012 0.0012 0.0012
d, 0.0012 0.0012 0.0012 0.0012
5, 0.0012 0.0012 0.0012 0.0012
’ At ’ (T 0.0029 0.0029 0.0029 0.0029
LY
|Aa | 0.018 0.018 0.018 0.018
! |max
S 0.01 0.01 0.01 0.005
<
o, 0.01 0.02 0.03155 0.01
SFDR [dB] | >31.161679 | >31.161679 | > 31.161679 | > 31.161679
SFDR,[dB] | >63.488657 | >58.271861 | > 54.626383 | > 63.488659

The numerical values in table 3.1 illustrate that as we decrease the stopband ripple of the filters, the
increase SFDR (denoted in the table 3.1 as SFDR ) is achieved at the passband frequencies by utilizing
the HFB ADCs, whereas at the crossover point in the transition band the worst case SFDR (denoted in the
table 3.1 as SFDR) is the same. In order to decrease effect of mismatch errors in general systems,

incorporating parallel ADCs, tuning, offline or online can be done. This has significant advantage, since for
TI ADCs, tuning needs to be performed in the whole frequency band of interest, whereas for HFB ADCs,
tuning is only required at some few frequency points in the transition regions, only if the improvement in
SFDR is sufficient in passband regions. Moreover, in the HFB ADCs, the sampling in the channels takes
place simultaneously, which has a significant advantage in comparison to TI ADCs system, which requires
the generation of uniformly distributed sampling instants. This fact implies that the HFB ADC system will
always have smaller sampling instant errors, thus, achieving smaller time-skew errors in HFB ADCs as

compared to T ADCs. Case D in table 3.1 is for our specification.

3.4 Summary

We discussed in this chapter efficient design procedures for CT HFB. Thereafter we investigated different
methods that were used previously in literature to match the frequency response of analog filters with the
digital ones. This matching if it is not done properly, would cause the complexity of the filters in terms of
the order of analog filter to becomes too high and unacceptable. We also discussed the noise in the filter

bank due to quantization, considering the case of multirate filter bank ADC, in comparison to conventional
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ADC. Lastly, we discussed the types of mismatch errors, and showed that they are attenuated in HFB ADC.
We derived then and showed how we can attain lower bound of SFDR of HFB ADCs for passband and
transition band frequencies. We concluded the chapter by presenting the numerical values for typical design
of CT HFB. In the subsequent chapters we will present our proposed system. The conclusions of chapter 4
together with the conclusions of chapter 5 are presented in a table form at the section that gives the

summary of results. Since chapter 4 forms the basis of comparison for our proposed system.
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CHAPTER 4

PROPOSED HYBRID ANALOG/DIGITAL FILTER BANKS
STRUCTURES FOR SDR

Hybrid analog/digital multirate filter bank incorporates an analysis filter bank and a synthesis filter bank. In
our case however, the analysis filter bank is analog filters and the synthesis filter bank is discrete time. The
two-channel hybrid analog/digital filter bank ADC is shown in Fig. 4.1. This filter bank finds applications
in high-speed and high-resolution analog-to-digital converters. This scheme is a generalization of time-
interleaved ADCs, where the utilization of filter banks is to reduce the distortion, mainly caused by gain
and time-skew mismatch errors [9, 10, 19, 44, 45]. In this dissertation the analog filters are to be
implemented using lumped elements as in [10]. When using such analog filters, it is not known at this point
in time how to achieve PR and PMR. There are also no known literature, which deals with analog filters
utilizing lumped elements that achieve PR and PMR. Therefore, in this work, we are considering
approximated PMR. According to [10] there is no reason to use exact PR and PMR filter banks, since the
desired frequency response of the analog filters cannot be implemented exactly. In addition to that, we
cannot rely on the design procedures of digital filter banks as shown in chapter 2. In the case of CT HFB
ADC, only a few publications dealing with hybrid analog/digital filter banks exist. This causes a lot of
difficulties in deriving efficient design procedures. Some of the design techniques, such as the ones given
in [9], results in analog filters of much higher order and complexity than necessary. This is because the
analog filters are designed after the digital filters have been optimized and fixed. It is shown in [10] that
this will cause problems, since it is very difficult to implement wide band analog filters with high accuracy,
especially for high order filters. Design approaches where the synthesis filters are designed after analysis
filters have been designed and fixed, have been addressed in [9], however, only approximated PR filter
banks were considered. This results in digital synthesis filters of higher order and complexity than
necessary if the specifications of an application at hand allow phase distortion. This was also addressed in
[10] in detail. The authors of [10] concluded that digital filters designed by using non-linear optimization
methods straightforwardly, may cause problems. In particular, it may be difficult to find good solutions in
terms of small distortion and aliasing since locally optimal solutions can be obtained that are far from the
global optimal solutions. Recently, a case of approximated PMR was published but it suffered the problem
of having digital filters of higher order. Moreover, the proposed approximated PMR in [10] didn’t consider
the case where the filters have sharp roll-off; this resulits in digital synthesis filters of higher order again.

From the above discussion, it is clear that there is a need for new filter banks and design techniques for

hybrid analog/digital filter banks. In this section we are considering a conventional two-channel hybrid

analog/digital filter bank, for approximately PMR (or near PMR) which is denoted in literature as NPMR.
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In the next chapter, the proposed structures based on FRM are presented, which deals with the problem of

reducing the order of digital filter bank as well as its complexity in general.

In our work, as in [10], the filter bank design is performed by first optimizing the analog and then with the
analysis filters fixed, optimizing the digital synthesis filters. By designing the analysis filters and synthesis
filters separately, it is possible to obtain analysis filters of very low order and corﬁplexity, which is the
method followed in this work. This way of designing the analysis and synthesis filters separately produces
low overall complexity. In this work the analysis filters are equiripple filters. In [10], it is stated that for
approximated PMR hybrid analog/digital filter banks, the synthesis filters can be designed using linear
programming, which ensures optimal synthesis filters. We follow however another design procedure when
designing and optimizing the synthesis filters, the procedure we are using will be explained in detail under

filter bank design 1n subsequent sections.

4.1 Two-Channel Hybrid Analog and Digital (FIR) Filter Bank

For two-channel hybrid analog/digital filter banks, it is assumed that the input signal is bandlimited to

|a>‘ < /T . This simply means that the Nyquist criterion for sampling with effective sampling frequency

of 1/7 without aliasing is accomplished.

---------------- x,(k)
)
H(s) -~ 7| apc tm b Gy(2)
50 | ; ; ()
— A ! . o+
' L xk) ' :
: ' :
H,(s) ;;7:7.”—— ADC tM B~ G(2) B
~Analysis filter " Synthesis filter
banks banks

Figure 4.1: Two-channel hybrid analog/digital filter bank ADC

Ignoring the quantizations, the frequency responses of the input and output signals of M -channel filter

bank is given as follows:

4.1
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M-l
. 1 ; ) 2l
V/(]a))=ﬁZGk(€JwT)Hk [JCU—J—MTJ (4.2)
k=0

For two-channel (M = 2) filter bank as shown in Fig. 4.1, the input and output signals of the filter bank

are then given as

%Uw)X(jw)+V1(jw)X[jw—J§}

Y(eij) - -

N Cl)TE[O,ﬂ'] (43)

where

. Ho(Ga)Goe!®Ty+ Hy(jo)Gy(e/?T)
Vo) = : o

Ho(fw—j;)Go(ef“’T)+Hluw—j§)61<ef“ﬂ">
nijo)= > (4.5)

The functions V(j@) and V,(j®) are distortion and aliasing frequency responses, respectively.

A perfect magnitude reconstruction (PMR) case is obtained if the magnitude response of the distortion
function is constant and the aliasing function is zero as shown in equation (2.6), therefore the condition is

written as
V,(jo)| =k, |eT|<xz
V(jo)=0, |oT|<z (4.6)

PMR filter bank is possible with discrete-time HFB, but it is not yet known how this (PMR filter bank) can
be accomplished or achieved for continuous-time HFB, when the analog analysis filter bank are
implemented using lumped elements. Therefore, approximated PMR or NPMR has a different condition for
distortion function as shown in equation (4.7), provided the requirement on the approximately linear phase

response of the distortion term is relaxed, then 2a NPMR is obtained according to

V,(o)|~k, |oT|<x
V(o) =0, |oT|<n 4.7
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This section introduces CT HFBs, and thoroughly gives some expressions for the frequency responses

which are very useful in the filter design. The analysis filters, as well as the synthesis filters, follows similar

design procedures as in [10].

4.1.1 Analysis Filters
Let us express the transfer functions of the analog lowpass and highpass analysis filters as follows

_ A(8) + A4 (5)

H,(s) R H,(s)=M

> (4.8)

where A, (s) and A4 (s) are stable all-pass filters with orders denoted by N,, and N, . The order of
H,(jw) and H,(j®) is then given by N =N ,+N,, , where H (jw) and H (jw) has real-
valued polynomial coefficients each. Moreover, one of N,, and N, is always odd and the other always

even, which simply means N is odd. The transfer functions of A,(s) and A4, (s)can then be expressed

as follows:
% (=s- 5,)

O )

, k=0,] (4.9)

Letting the analog filters be expressible as a sum and difference of two all-pass filters is not a severe
restriction, since, it is known that the standard approximations i.e. Elliptic, Chebyshev in odd-order case

can be expressed in this way. In fact, all analog filters with odd characteristics function, can be written in

this way [10, 46]. The frequency responses of H (j®) and H,(jw) can then be given as:

j ‘Do(w)+q>1(w)J
Ho(ja)):e HOR(C())

j[ CDO(a))+CD](a))J

(4.10)

Hi(jow)= je Hig (@)

where H (@) and H, () are real-valued functions, and can be given as follows
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(Do(a))_(bl(a))]

2

d)o(a))—(b,(a))j (4.11)
2

Hyp (@)= cos[

H,R(a))=sin[

where @, (@) and @, (w) represent the phase responses of 4,(s) and 4, (s), respectively.

4.1.2 Synthesis Filters

Let us express the transfer functions of the analog lowpass and highpass synthesis filters as follows

Go(eij) - 21:«] (eij)Fo(eij)
G (&) =2F, ("R (") (12

where in general for approximated PR, the filter F, (€“")is an N, th order non-linear phase finite-
impulse response (FIR) filter and F,(e’*") and F;(e’*") are N th order linear phase FIR filters. The
basic role of Fal(ejwr)is to equalize the phase distortion, hence, it is known as the phase equalizer,
whereas E,(ej("T) and F,(ejwr) are normally used to shape the magnitude response. The frequency

response of F,(e’") and F,(e’*") can then be given as

[ NgaT
Fo@y=e \ 2 JRpar
o(e’™ )=e or (@T)
[ NroT
—j| —E£— (4.13)

Fe®y=je \ % JRp(al)

where F,,(@T) and F\ (T are zero-phase frequency responses, respectively and can be written as
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(Np=1)12 .
Fop(@T) = ; 2hy, (n,NF)coan+5}gTj
(Np=1)/2 . | e
Fip(al) = Z 2h, (”,NF)SIHE[H+E}0T]
n=0

with hfo(n,NF) = hFo[(NF —1)/2—-n] and hF' (n,N;)= hF. [(Ns~1)/2—n], respectively. The

- '
frequency response of £, (e’”") can be written as

Fog(e/T) = e/ ®er(T)

joT
Feq (e )‘ (4.15)

where (@T) are the magnitude and phase response of Feq(ef “T'), respectively.

ey

F,(e"")| and @
Equation (4.12) is a general case for designing for approximated PR. Since we are working on

approximated PMR in this work, F, (¢’") must be taken as F, (") =1, by doing so NMPR can

eq

easily be achieved. In such case, equation (4.12) becomes,

Go(eij) — 21_70(ejw7')
G,(e"T) = 2F;(e") (@.16)

for NPMR HFB class.

4.1.3 Distortion and Aliasing

With analysis and synthesis filters as given in (4.8) to (4.14) in the previous subsections, the distortion and

aliasing function can be given as

j[ Dy (w)+d, (w)‘NFWT]
hUo = W)
[ ®y(~7 /Ty (w0-7/T)-NpwT
. (4.17)
Vi(jo) =e[ 2 ]Vm(w)
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where V(@) and V(@) are real functions, derived as follows

Vor(@) = Hp (@) Fyp (0T ) = H (o) z (@)
Vig(@)=H(0—7/T)F (o)

(4.18)
—H (0-7/T)F(aT)

Due to our class of filter bank, which is NPMR CT HFB, and taking (4.7) into consideration, we can

consider ¥y (w)and ¥, (w)instead of Vy(jw)and V,(j@). This implies that if, for example,

‘Vo R(a))|and lVl «(@)], approximate one and zero, respectively, so do |V0(a))\ and |V,(a))| . Therefore,

from (4.17), we get the following

Vo(jo)| = V@), V()| =]Vir(@)| (4.19)

4.2 Filter Bank Design

4.2.1 Design of the Analog Analysis Filters

In our case the requirements on H,(j®) and H,(j®) in terms of frequency selectivity, passband and
stopband attenuations are normally set by the desired ADC performance. Since H  (j@) and H (jw)are
designed by taking the sum and the difference of two stable all-pass filters 4,(s) and 4 (s) as mentioned

in previous subsection, it is enough to just design either H,(j®) or H (j@). However, the chosen one
must be designed in such a way that both filters satisfy their respective requirements, i.e. the two

filters H,(jw)and H,(j®) should be complementary filters. This means that the absolute value of the

sum of H(jw) and H,(jw) frequency response equals one, i.e.

[Ho(e") + H,(e™)| =1 40)

Furthermore, since low filter order is of high priority, the filters used in filter bank design are equiripple

filters. For analysis filter bank, the specifications of H(j@) and H (j®) are as follows
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1-82 <|H,(jo)| <1, wel0,7/T-w]

H,(jo)| <82, welw,z/T) 4.21)

and

l—éfS‘H,(ja))rsl, welw,7/T]

|H1(ja))|2 <52, wel0,7/T-0] (4.22)

The approximation problem of finding suitable or reasonable H,(j®) and H (j®) can be solved in

various methods. One method is to use standard tabulated filters with suitable passband and stopband

attenuation which could be done easily using MATLAB. Then, if there is a requirement of finding a fiiter
that would achieve transmission zero pair at, for instance *j7 /T a frequency transformation can be

performed to achieve such condition.

4.2.2 Design of the Digital Synthesis Filters

For synthesis filters, let’s suppose the following specifications of distortion VO( Jjw)and aliasing terms

Vo),

1-6,s|,(o) <1+6, we[07/T]
\Vl(jco)|2 <94, we(0,7/T] (4.23)

The synthesis filters F,(e’*") and F,(e’*" ) are then optimized or designed in such a way that distortion
Vo(jw)and aliesing terms V] (jw) meet the requirements of (4.23). To optimize Fy(e’*’) and

F,(ejwr) , the relations given by (4.19) are considered, which restates the specifications of (4.23), since

NPMR is considered. Thus, (4.23) becomes

1-6, V(@) <146, ol €[0,7]
-8, <V (@T)< 5, oT €[0,7] (4.24)
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Therefore, if V,(@T) and V(@I )satisfy equation (4.24), then |V0 )

and ‘V,(ej"ﬂ')‘ are also

satisfying (4.24). The filters Fy(e’“") and F;(e’") can for a given filter order, be easily designed such

that the distortion and aliasing functions satisfy (4.24). This can be achieved by solving the following linear

programming (LP) problem
minimize 77y,

subject to

N
10/ 5y + Zn,R, (Lo T)R (1w, T) <1
=0

N
10 5y — Zle (& T)Ry(l, 0, T) < 1
1=0

N
/s Z’?IRl (LR (L, T) <0 (4.25)
1=0

N
NN+l — Z’?IRl L, o T)Ry(l,nT)<0
=0

where all 7,'s 1=0,1,...,N +1 are free unknown parameters, and with R,(/,,T) and Ry(l,w,T) given

by

cos , 0gls——

2

_m{¢dm;®mm} N;HQSN (4.26)

((Do(a))—d)l(a))] N-1
Ry, T)= 2

Cm(¢“w—nﬂj;¢mw—ﬂﬂj N-1
2

_ﬁm[®dw—ﬂﬂﬁg®ﬂw—ﬂﬂﬁ} N+l 4.27)
2

], 0</<
R3(l,(0kT)=
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The above expressions for LP problem are the special case that occurs when there are no requirements on
the phase response of the distortion function. The linear programming in (4.25) can be efficiently solved
with the help of simplex method, which is implemented in MATLAB’s optimization toolbox by linprog.m.
In general, the problem in (4.25) must be solved a number of times, with increasing or decreasing values of
N in order to find the minimum-order filter that satisfies (4.25). Another altemative method to LP is to
utilize the well-known techniques such as the windowing method and the frequency-sampling method- the
details of these techniques are given in [2, 3, 4]. However, they also have some minor disadvantages. A
major problem is a lack of precise control of the crtical frequencies, such as cut off frequencies of
stopband and passband. In other words, these techniques, in particular windowing method, do not permit
individual control over the approximation errors in different bands. For many applications, better filters
result from a mimimax strategy (minimization of the maximum error). Such designs can be achieved
utilizing algorithmic techniques. In this work we consider a particular effective and widely used
algorithmic procedure for the design of FIR filters with a generalized linear phase. It is convenient first to
consider the design of a zero-phase filter, i.e. A [n]=h,[-n], the corresponding frequency response is
given then by
N/2

A, (efa’) = h [0]+ Zzhk[n]cos(a)n) (4.28)

n=I

A casual system can thereafter be obtained from #,[n] by delaying it by N/2samples. The resulting

system has impulse response
h{n] = h,[n—N/2]=hN —n] (4.29)

and a frequency response
@ j —joN/2
H(e!?) = 44(e/*)e™ (4.30)

Let’s consider the case of a lowpass filter with a real function A (e’”), where zero is to be approximated
in the band @, <|w|<7z with a maximum absolute error of &,, and unity is approximated in the band
0<|o|<w, with a maximum absolute error 6 ( @, and w, denote stopband edge frequency and

passband edge frequency, respectively). An algorithmic technique for designing a filter to meet these

specification for lowpass filter must, in effect, systematically vary the (N/2+1) unconstrained impulse

response values & [n], where 0<n < N/2 . Design algorithms have been developed in literature e.g. [4]
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(see chapter 7 section 7.4 for details). In this work we consider only the Parks-McClean algonithm, the
details of this algorithm can be found at [2, 3, 4]. Basically, Parks-McClean algorithm is based on
reformulating the filter design problem as a problem in polynomial approximation. The term cos(wn) in

(4.28) can be expressed as a sum of powers of cos(®) in the form of

cos(wn)=T,(cosw) where T, (x) is an n'" -order polynomial given as
T,(x)=cos(n cos™! X) (4.31)

where 7, (x) is a Chebyshev polynomial. Equation (4.28) can then be expressed as an I — order

polynomial in cos(w), namely,

L
A4, (/)= Z a;(cos w) (4.32)
1=0

where ¢;'s are constants that are related to 4, [n], the values of the impulse response with the substitution

x=cosw,and L =N/2.We can express (4.32) as

A (e?”) =P(x)|

xX=CoS® (4.33)
where P(x) is the ['" ~ order polynomial
L
_ /
P(x)= Z“lx (4.34)
=0

The key to gaining control over @, and w; is to fix them at their desired values and let 6, and &, vary.

To formalize the approximation problem let us define an approximation error function
E(w) =W (w)[H4(e’”) - 4,(e’?)] (4.35)

where the weighting function W(w) incorporates the approximation error parameters into the design

process. In this design technique, the error function E{w), the weighting function W(w), the desired
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frequency response H,(e’®) are defined only over closed subintervals of 0 <w < 7. The approximating

function 4,(e’”) is not constrained in the transition region(s), and it may take any shape necessary to

achieve the desired response in the other subintervals. Assume as an example, we want to obtain an

approximation for a lowpass filter, i.e.

<w<
1, O_a)_a)p

H,(e/?) =
a(e™) 0, o,swsr (4.36)

the weighting function allows us to weight the approximation error differently in the different

approximation intervals. For the lowpass filter approximation problem, the weighting function is

6,16, 0<w<w,

W(w) = (4.37)

, o,<wsrx

with this weighting, the maximum weighted absolute approximation error is & =&, in both bands. The
criterion utilized in this procedure is known as Minimax or Chebyshev criterion, where within the
frequency intervals of interest, that is the passband and stopband. We seek a frequency response A ()

that minimizes the maximum weighted approximation error of equation (4.35), stated more formally, the

best approximation is to be found in the sense of

min (max \E(a))|)
(B [n}0<n<N 12} \ weF

where F is the closed subset of 0<w <7 suchthat 0<w<w, and w; < w <« . This algorithmic design

utilizes alternation theorem (details in [4]). The alternation theorem gives necessary and sufficient
conditions on the error for optimality in the Chebyshev or minimax sense. In this work, instead of using LP
as in [10], we are using this altemnative approach (as explained above). Standard MATLAB functions are

used from the filter design toolbox to optimize the filters used in our system.

4.3 Design Example

In this section, we demonstrate by means of a design example the proposed filter banks. This example
considers the design of a two-channel NPMR CT hybrid filter bank. We start by designing the analysis
filters to meet (4.21) and (4.22). The specifications of the analysis filters in terms of the stopband edge
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frequency and stopband attenuation is @, =0.5017/7 and 6, =001, where the transition width is

A =0.002 . The specifications are satisfied by using a seventeenth-order filter pair. The magnitude response
of the analysis filters are shown in Fig. 4.4. With the analysis filters fixed, the synthesis filters are

optimized by using the method described in section 4.2 under Design of the digital Synthesis Filters with
F, (") =1, so that the distortion and aliasing satisfy the conditions for the NPMR filter bank design.

The specifications are satisfied using a filter pair of order N =1945. The magnitude responses of the
synthesis filters are shown in Fig. 4.4 and the resulting magnitude responses of the distortion and aliasing

functions are shown in Fig. 4.5.
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Figure 4.2: Magnitude responses of the Lowpass (top) and Highpass (bottom) of analog analysis filters
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Figure 4.4: Magnitude responses of the analog analysis filters (top) and digital synthesis filters (bottom)
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Figure 4.5: Magnitude responses of the distortion function (top) and aliasing function (bottom)

4.4 Two-Channel Hybrid Analog and Digital (IIR) Filter Bank

This section introduces another class of two-channel NMPR HFB that uses [IR synthesis filter bank. It
utilizes the same analysis filter bank as the previous one in section 4.1 but uses IIR synthesis filters instead
of FIR for the synthesis filter bank. Utilizing IIR filters instead of FIR, is another way of reducing the
computational complexity. The transfer functions of the analysis filter are exactly the same as in section

4.1. We consider the same equations from 4.8 till 4.11 for analysis filter bank.

4.4.1 Synthesis Filters
Let’s express the transfer functions of the digital lowpass and highpass synthesis filters as follows

FZ),, (eja)T)

B F, (")
FD (ejwl') ?

G,(e’") = :
0 Fo(e’) (4.42)

G(e’") =

where Fy (e’7),F, (e’")and F,(e’*")can be represented as
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F,(e”T) :Z"“fo(k)e—jwrk’ F(e™T) :z"fl(k)e-jwrk

ND
T - joTk (4.43)
Fo(e’ )= ZfD(k)e e
k=0
In (4.43) the numerator polynomial order denoted as NV, is always odd, and f (k) and f,(k)are
symmetric and antisymmetric, respectively, i.e.  f, (k)= fo(N, —k) and f(k)=—f(N,6 —k),
k=0,1,...,N,. The frequency response of F,(e’”’) , F(e’”) and F, (e’ )can therefore be
represented as
[ N,oT
‘T - 2
Fo(e/™ ) =e For(al)
[ N,oT
il . 2
(/)= je Fip(a@T)

: : : (4.44)

where @ (@T') is the phase response of F, (e’ and F,(wT) and F, (wT) are the real-valued

zero-phase functions as given in [2].

4.4.2 Distortion and Aliasing

With analysis and synthesis filters as given in (4.40) to (4.44) in the previous subsections, the distortion and

aliasing function can be given as

(Do (@)+P,(@)-N, T
. / [ 2 ~ (wT)]
Vy(jo)=e Vor(@)
| .{%(w—nmwl (@mn TNyl g, (am] (4.45)
V(o) =e Vel )

where V(@) and V|, (@) are real functions, which can be expressed as follows
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F,.(«T) Frp (o)

=H et = H () o T

Vor(@) on(a))\FD(e/wr)i (w)iFD(e./w )‘
Fop(@T)
Vie(@)=Hy(w—7/T) { P

! g ’FD(Q ) (4.46)

F (o)
- — /Ty —=
HlR(w 7 )!FD(emr)

Due to our class of filter bank, which is NPMR HFB, and taking (4.7) into consideration, we can consider

V. (@)and V, (@) instead of V,(jw)and V;(j@). This implies that if, for example, VOR(a))land

|Vl R (a))| , approximates one and zero, respectively, so do |V0(a))| and |Vl (a))i . Therefore from (4.46), we

obtain the following

[V, ()| =|Vor(@)

. @) =|Ve(@) (4.47)

4.5 Filter Bank Design

4.5.1 Design of the digital Synthesis Filters

The design of the analog analysis filters is exactly the same as in section 4.2. For synthesis filters let’s

assume the following specifications of distortion ¥, (@) and aliasing terms V| (@)

1-6, <Vop(@l) <1, T €[0,7]
5, <Vp(@T)< 5, ol e[0,7] 434)

If Vy,(@T) and V| (T ) satisfy equation (4.34), then |V° (ejmr)| and IVl (ej’”T)| are also satisfied.

In this work, instead of using linear programming (LP) and non-linear programming (NLP) as in [5], we
use recently developed IIR Halfband filters, details of the design of these IIR Halfband filter is given in
[47-51]. This is due to the limitations with the use of standard MATLAB functions like ellip.m, which
comes from the fact that, this function is based on the Jacobi elliptic sn function given as follows in
MATLAB, [sn,cn,dn]=ellipj(U,M), where M is a parameter 0 <M <1 and U is a real argument. The
function ellipj (U, M) is accurate to eps = 2.220446049250313e-016 in MATLAB. Then for larger

stopband attenuation, ellipj.m returns an. error because some parameters may become too small in the
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optimization routines, and the argument U becomes a complex number. Hence, that 1s the reason we are

using the design procedure given in [47-51].

4.6 Design Example

In this section, we demonstrate by means of a design example, the proposed filter bank. This example
considers the design of a two-channel NPMR CT hybrid filter bank with the IIR synthesis filters.
First, a seventeenth-order power complementary analog filters pair is designed with minimized and equal

stopband attenuation and with stopband edges at @, =0.5017/7 and stopband attenuation &, = 0.01,

where the transition width is A=0.002. To design and optimize the 1IR synthesis filters, we used a
different approach. Instead of using design approach available on MATLAB for discrete-time IIR filters,
which resulted with high orders of the numerator and denominator polynomials, yielding the lowest overall
complexity, turned out to be 17, we used efficient IIR halfband filters as mentioned before. With such
efficient halfband filters we obtained the magnitude response of synthesis filters as shown in Fig 4.7. The
orders of the numerator and denominator polynomials, yielding the lowest overall complexity, turned out to
be 9 for the lowpass filter and 8 for the highpass filter. The magnitude responses of the synthesis filters are
shown in Fig. 4.7 and the resulting magnitude responses of the distortion and aliasing functions are shown

in Fig. 4.8.
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Figure 4.6: Magnitude responses of the Lowpass (top) and Highpass (bottom) of digital synthesis filters
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CHAPTER S

FREQUENCY-RESPONSE MASKING APPROACH (FRM)
TECHNIQUE

The multirate approach is normally used to improve the computational efficiency of digital filters. In this
chapter, the basics of the FRM approach are described in detail. Firstly the simple case when the filter is
restricted to be a narrow-banded is described, and then the more general case for arbitrary bandwidth
design, which is used in our design procedures. For multirate systems half-band filters are of particular

importance, in the proposed system, halfband filters are used for two-channels.

Digital filters with sharp transition bands are difficult and sometimes impossible to implement using
conventional structures. Finite-impulse response (FIR) filters are well known to have good properties, like
stability and possibility to have exact linear-phase. However, there is one major drawback, namely a
rapidly increasing filter order for filters with narrow transition band. The filter order can be estimated using

the formula

N=q/(o,T -w,T) (5.1)

where @, T is the passband edge, @,T is the stopband edge of the filter, and ¢ is a constant depending

on the tenth logarithm of the square root of the stopband and passband ripples

5 —20log(,/(8,6,)~13
=7

- 14.6 ©-2)

Equation (5.1) implies that the filter order N is inversely proportional to the width of the transition band.
Therefore, for filter specifications with sharp cutoff, the cost of a regular FIR filter might be very
expensive. One solution to this problem is to use the FRM approach. The application of the frequency-
response masking technique for implementing a sharp FIR with arbitrary bandwidth was first introduced in
Lim (1986) for FIR filters. The aim of the approach was to reduce the complexity of the FIR filter. FRM

technique was later extended to recursive filters in Johansson and Wanhammar (1997, 2000), respectively.

5.1 Narrow-Band Filter Design

The principle of 2 narrow-band filter design utilizing the FRM technique is shown in Fig. 5.2. and the

structure is illustrated in Fig. 5.1. G(z") and G, (z) are known in literature as periodic model filter and
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masking filter, respectively. According to Fig. 5.1, G(z") is modified to have a periodicity of
27/ M instead of 2z . This is similar to inserting M —1 zeros between the impulse response values

of g(n), resulting in the transfer function G(z") . The images produced by G(z") are eliminated by

the masking filter. For the lowpass filter the masking filter is lowpass, for the bandpass the masking filter is

bandpass and for the narrow-band filter the transfer function is expressed in the form [11, 12, 52]

H(z)= G(ZM )G, (2) (5.3)

x(n) y(n)
—G(z") G, (z) —

Y

Figure 5.1: Block diagram of narrow-band filter design utilizing the FRM technique

Typical magnitude response of a narrow-band filter design is illustrated in Fig. 5.2. The overall filter
represented by equation (5.3) is restricted to have a narrow-band bandwidth. For instance, for a lowpass

filter, the stopband edges is restricted as
a)xT <rn/M (54)

Fig. 5.2 shows a method of deriving sharp filters from filters with much wider transition bands. This simple
FRM approach suffers a serious difficulty, while replacing every delay in G(z) by M delays, which
reduces the transition width by a factor of M , the passband bandwidth is also reduced by the same factor.
it is thus only suitable for narrow-band design. It can also be illustrated that the interpolated FIR (IFIR) is a

special case of this FRM technique where the frequency response of the interpolator belongs to the same

category as that of Fig. 5.2(c) [12, 52].
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Figure 5.2 Frequency response masking technique; for narrow-band filter design

5.2 Arbitrary Bandwidth Filter Design

It 1s necessary to first discuss the concept of complementary filters, in order to explain the principle of
obtaining an arbitrary bandwidth filter design. Taking the complement of a transfer function can be easily

shown using systems with a real frequency response. Fig. 5.3 illustrates a structure whose inner system,

with transfer function H (€’”), is used to form a complementary transfer function [2, 4, 6, 11, 12, 52].

X(2) . Y(2)
. ;[_Z.

H(z)

Y

Figure 5.3: Block diagram illustrating complementary concept

Doing the analysis of Fig.5.3, the following is always true
Y(e’*)=[1-H(e'")]- X ()
— Hc(ejw) . X(ejw) (5.5)
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Therefore, the complementary transfer function is
H () =[1-H(*)]

This means, it is the 1’s complement of the transfer function H(ejw). Complementing can be used to

derive a new transfer function from an old transfer function. This process will be used in explaining the

design of arbitrary bandwidth design utilizing FRM technique. The following is then true, two
filters G(z) and Gr(z) are said to be complementary only if the absolute sum of their frequency response

equals one,
G(e™)+G.(e")|=1

To present the principle of FRM approach for arbitrary case, Fig. 5.4 is used. Lim (1986) introduced a more
general FRM technique based on the structure shown in Fig.5.4, which can handle filters with any
bandwidth. The basic idea is to compose the overall filter using several subfilters with very low orders,
namely, model filter, which is a bandedge shaping filter, its complementary and two masking filters. In this

structure a complementary filter in the second branch of the structure is included. This-complementary

filter can be derived using Fig. 5.3 as shown in equation (5.5). GC(ZM) is known as complementary

periodic model filter and G(z"') as periodic model filter. G, (z)and G, (z) are called masking filters.

!
\ 4

G(z") G,(z)

¥(n)

Y

G.("

¢

G..(2)

Figure 5.4 General structure of the FRM approach

The transfer function of the overall filter can be expressed as

H(z)=G(z")G,,(2) + G.(z")G,. () 56)

where G_(z") is the complementary of G(z" ) and G, (z)and G, (z) are masking filters. The filters

G, (2)and G, (z)are actually masking out the wanted images of the periodic model filter. Typical

magnitude responses for model, periodic model, masking filters and overall filters are illustrated in Fig. 5.5

(a, b, ¢, d). The choice of model filter is dependent on the authors, based on the application they have at the

hand. For the proposed system in this dissertation, the model filter G(z) is a halfband filter as well as

G,(z) . Replacing each delay in the model filter G(z) and its complementary filter pair by M delays,
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periodic model filters are obtained respectively, as shown in Fig. 5.5(b). The boundary frequencies for the
masking filters and the overall filters are indicated in Fig. 5.5(c and d). The overall filter is obtained by

adding the outputs of the first and the second branch of Fig. 5.4.
Fig. 5.5 (c) illustrates the case when Gino(2) determines the transition band, this case is referred to as Case

/ and Fig. 5.5(d) shows the case when G (2) determines the transition band, this case is referred to as

Case 2. Table-I and Table-II show the boundary frequencies for Case / and for Case 2.

TABLE 5.1: CASE 1: BOUNDARY FREQUENCIES

FILTER o, o,
G, (2) Qkr+aw,;T)/IM Qk+D7r~w,;T)I M
Gne(2) k7~ cTY/ M Rkr+a T)/M
H(z) Qkn+w,oT)I M (k7 +w, cT)I M

TABLE 5.2: CASE 2: BOUNDARY FREQUENCIES

FILTER o, ,
G, (2) Qk-Drz+ o, ;T)/ M Qkz-w, T/ M
G, (2) k-, ;T)/ M Qkz -, ;T)I M
H(z) Qkz -, ;T)/ M Qkr+aw, ;T)I M

In Tables 5.1 and 5.2, @ ) and @, denote passband and stopband edges and  is a constant given

i - M @, ;
27

(5.7)

for Case 1, and for Case 2 by

(5.8)
In the filter design problem, @, and @, are always given and k, M, @ 6> @ must be determined. For

M there is no known closed form of analytic expression for finding the optimum M [52]. However, a

good choice of M can still be obtained by simply estimating the filter complexity for each value and then
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finally choose the M , which corresponds to the lowest estimate (or which gives the minimum overall

complexity).

For proper filter design, the group delay of the masking filters must always be equal. In case if they are not
equal, leading delays must be added to the masking filter that has less length in comparison to the other
masking filter, to equalize their group delays. Another important point note 1s that the lengths of masking

filters must be either both even or both odd. To avoid the half sample delays, i.e. if the delay is given as

X
Z , X can be anything depending on the choice of the complementary filter, (# —1)M must be even.

The transition width of the overall filter can then be chosen to equal one of the transition bands of either

periodic model filter or periodic complementary filter. Choosing the case which will give the minimum

overall complexity for @ » and @, and M , only one of Fig. 5.5(c) or (d), however, not both Fig. 5.5(c) and

(d) will yield a set of @ and @, satisfying the constraint & <7,

(@ \G(ef’”"') G.(e"")
T - T
[ @, T T
G o)
) ¢
| | } oT
to |HE )
______________________ iGm e 2k+Yr-w, T
Gute) \
T T T T
/'
) p ‘\Z 7T oT
M 2kr+w, ;T kr+w, T
M y: — ‘

T wl
Ak-Y7r+w,,T \
2kr-w. T

M
2kr-w, T M
M

Figure 5.5: Illustration of magnitude responses in the FRM
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Complementary filter choices depend on the choice of authors, for instance, G,(Z) can be selected as one

of the following

G.(2)=2" "D _g(z) 59)
G.(z)=G(-2) (5.10)
G.(z)= z_M(NG—l)/2 -G(2) (5.11)

In [11] a lot of information is given about the choice of a complementary filter. The important note to
extract from [11] is the following; for filter bank design the case where G(z)and G,(z)are power
complementary is favorable property and this can be show easily by using (5.10). For instance, N. |

which is the order of G(z), can either be chosen as even or odd. In the case that it is even, the following is

true:
‘G(eja)T)+Gc(eij)\z1 (5.12)

and in the case that it is odd:

‘G(e"“’r)‘z +‘Gc(ejwr)\2 ~1 (5.13)

(5.13) is preferred in filter bank design, due to its desired power complementary property.

5.3 Proposed HFB Structures for SDR Utilizing FRM

In this section we are using the FRM technique to implement the FIR synthesis filters. This is a class of
two-channel NMPR HFB class with FIR synthesis filter bank synthesized using frequency-response
masking (FRM) technique. This class utilizes same analysis filter bank as in section 4.1 and 4.2. The
synthesis filters are designed using similar halfband filters as in section 4.2 and McClellan-Parks-Rabiner’s
algorithm is widely used in the design of the masking filters.

When designing linear-phase FIR filters, the most common approach to determine the filter coefficients

h(n), 1s to employ the McClellan-Parks-Rabiner’s (MPR) algorithm. Instead of the filter coefficients, the

extreme frequencies are optimized (the frequencies corresponding to the largest deviations from the desired
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function). This algorithm is very efficient from the complexity point of view, but has some restrictions
regarding the optimization constraints compared to the more general linear programming (LP). The MPR
algorithm gives the equiripple solution, which means that all ripples in a passband or stopband have the
same size and that the solution is a global optimum for a given filter order and specification.

In the frequency-response masking (FRM) approach, the transfer function of the overall filter can be given

asin [12, 52]

H(z) = G(z")G,,(2) + G.(z)G e (2) (5.14)

FRM technique was first introduced as a means to reduce the arithmetic complexity of linear-phase FIR

filters with narrow transition bands. In this case, G(z)and G,(z)are even-order linear-phase filters of
equal delays and form a complementary filter pair, whereas both G, (z) and G, (z) are either even or odd-
order linear-phase filters of equal delays. These filters can be utilized directly to generate the synthesis
filters in the proposed filter bank scheme.

The configuration illustrated by Fig. 4.1 is taken as the conventional case as was explained in chapter 4, in
this section instead of using Gy(z), lowpass filter and G(z), highpass filter as in Fig 4.1, we are
synthesizing these filter ( Gy(z) and G,(z)) utilizing FRM technique. In other words, G,(z)is designed or
synthesized by the structure given by Fig. 5.4, as well as G,(z) . In simple terms we can say H(z)is an
equivalent filter to either G,(z) and G,(z), provided the overall filter H(z)is designed to be either

lowpass or highpass.

5.4 Proposed Filter Banks for Two-Channel Hybrid Analog and Digital (FIR FRM)
Filter Bank

This section gives some expressions for the frequency responses which are very useful in the filter design,
the analysis filter as well as the synthesis filters of the proposed filter banks, where the analysis and
synthesis filters are generated, based on the use of the frequency-response masking technique. This
proposed class utilizes same analysis filter bank as the previous one in section 4.1. The transfer functions of
the analysis filter are exactly the same as in section 4.1. We consider the same equations from 4.8 till 4.11

for analysis filter bank.

5.4.1 Synthesis Filters

The design of the synthesis filters corresponding to Fig. 4.1 are given in details in section 4.1. In this

subsection we present the case where the synthesis filters are synthesized using FRM. It is necessary to first
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give the equation of the conventional case as shown in section 4.1. Since we are considering the NPMR

HFB, the corresponding equations for Fig.4.1 are given as

Go(eja)T) — 2F;)(ej(o7‘)
Gl(eij)zzE(ej(uT) (5.18)

jT

Then instead of G,(e’”) as in (5.18), we synthesize this lowpass filter by replacing 2Fo(ejwr) of

(5.18) with (5.14), which can be written as

Go(ej(uT) — H(ejm?')
= G(ejruMT)Gm(eij) + Gc(ej(uMT)G

mc¢

(ej(uT) (319)
where G(e’”), and G_(e’”") are model and complementary model filters, respectively and

G, (e’ “Ty, and G,. (/") are masking filters. The frequency response of model, complementary and

masking filters can be written as

. NGCOT
G/ y=e \ 2 JGp(aT)
[ NgaT
T _ =J T
G.(e/? )= je F.p(al)
[ Ng, oT
T K
Gpe?® H=e Gyr (@T)
| Ncma’T (5.20)
ol T2
Gpe(e/ ) =e Ger(@T)

where G (@T), Gi(@T), G, (wT),and G,_,(wT) represent the zero-phase frequency response of
Gy, G, "), G,(e’"), and G,. (€”"), respectively.

** N, denotes the order of G(e’“")

% N, isthe order of G, (e’"")
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To obtain G, (e’”) would be trivial because, we don’t need to change the model filter and
complementary filter, we are only required to change the masking filters from lowpass to highpass. In other

words, we change G, (") and G__(e’"") to be highpass filters, then we end up with a

mc

corresponding highpass filter to Go(ej"’r). Given the passband and stopband edges of the model filter

G(e’"), denoted here by @, .T and @, ;T , respectively

2kx+a, T T 2k +a, ;T

o, = o > (5.21)
wL.Tz%L;S'_GT, o, =M—;4M (5.22)

where (5.21) is for Case 1 design and (5.22) Case 2 design. The transition band of the model filter

G(e’”") and complementary model filter G, (e’*" ) always include 7 /2 since these filters are to be

approximately power complementary. ft is thus practical to let the sum of the passband and stopband edges
for these filters, as well as for the analysis and synthesis filters, to be equal to 7. This implies the

following

ol+ol =0, +0, T=1 (5.23)

In this work, M and subfilters are selected to satisfy the following rules:
< M isan odd integer, since #M /2=27xkt /2. This gives M =k +1 and M =k —1 for
Case | and Case 2, respectively. This can easily be deduced from (5.21) and (5.22).

< The model and its complementary filter, G(e’“"), G, (e’") are of even order N, and linear
phase FIR filters, with G, (e’*") being related to G(e’") as G_(z) = G(~z)

% The masking filters G, (¢’*”) and G,,.(€’°") can be of even order N, .. and linear phase FIR

filters or sometimes odd.

5.4.2 Distortion and Aliasing

With analysis and synthesis filters as given in (5.15) to (5.20) in the previous subsections, the distortion and

aliasing function can be given as
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Dy (@)+ P (0)=2(MNgwT +NgwT)
J

Vy(jo) ! 2 b @

Oy (w-/TY+® (w-7/ T)-2(MNgwT+NgwT
J

E ! ] (5.24)
Vijw)=e Vir(@)

where V(@) and V(@) are real functions. To obtain the real function of the distortion and aliasing as
in (5.24), let’s take masking filters in (5.19), which are lowpass filters given as G, () and

G,. (e’"), and introduce a new subscript for clarity /m and /mc instead of mand mc , which stands

for lowpass masking filters, i.e.

G, (e")=G,, ("), G, (e)=G,, Cadd (5.25)

mc

We can now denote the highpass masking filters as
JoT N\ _ JjoT JjoT N _ JjoT
Gm (e ) - Ghm (e )’ Gmc (e, ) - Ghmc (e ) (526)

and write the real function of V(j@) and V,(jw) as

Voe(@) = Hop(@)[G(M TG, (aT) + G (MT)G,, (7)) -
H o (@)[G(MaT)G,,(@T) + G, (MaT)G,, (T)]
(5.25)
V(@) = Hop(@~ 7/ T)G(M TG, (@T) + G.(M0T)G,, (0T)]
- H o(@ -7/ T)[G(MaT)G,,(@T) + G.(MaT)G,,(wT)]

Due to our class of filter bank, which is NPMR HFB, and taking (4.7) into consideration, we can consider

Vor(@)and ¥4 (@) instead of ¥,(jw)and ¥,(jw). This implies that if [V, (@)|and |V}, (®)|, say

they approximate one and zero, respectively, so do 'Vo (a))| and |Vl (a))l . Therefore, from (4.17), we obtain

the following:

|V;)(Ja))| = |V0R(a))

s MG@) =) (5.26)
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5.5 Filter Bank Design

Design of the analog analysis filters in this proposed class (as delineated in section 5.4) utilizes same
analysis filter bank as in section 4.1. The transfer functions of the analysis filter are exactly the same as in

section 4.1. We consider the same equations from 4.8 till 4.11 for analysis filter bank.

Design of the digital Synthesis Filters
For synthesis filters, let the specification of G, (e’ ) be

1-0,<|Gy(¢")| <146, T €[0,0,T]

\Go(e.inﬂ')\ <6, ol e [a)xT,rr] (5.27)

with @ T and @,T satisfying the frequency symmetry condition, i.e. @,T +w T = 7 . Furthermore, the

magnitude of the distortion and aliasing is to meet

1-6y <|Vprjw)| <1
-6 < [r(jo)| < 6 (5-28)

Then to meet the above specifications, we optimize G(e’*”) as follows

1-08,4 <|G(e")|<1+6,4, oTe [0,0,,T]

,G(e""r)l <8, wTe [a)x‘GT,ﬂ] (5.29)
with
il 2 i 2
1-6, <[GE™)| +|G.(e"")| <1+6,, wTe [0.0,,T] (5.30)
according to Fig. 5.6, and G, (¢’“") to meet the following criteria:
T
16,5, <|G. (") <1465, aTe[0,m,, T]
(5.31)

G| <6, aTe[o, T.x]
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with a)(_GmT and a)s.cmT given by

a)c’Gm T - a)ST

20k + D7 — w5 6T (5.32)
a)S,Gm = L

and

2k -1z -, 6T
a)C,Gm = L

(5.33)
o, I'=oT

for Case 1 and Case 2 designs, respectively.

5.6 Design Example

In this section, we demonstrate by means of a design example the properties and advantages of the
proposed filter banks. This example considers the design of a two-channel NPMR filter bank with the FIR
FRM synthesis filters. To design and optimize the FIR synthesis filters synthesized using FRM technique,
we use a different approach. Instead of using design approach available on MATLAB for designing and
optimizing FIR filters, we again use halfband filters as explained in section 5.2. These halfband filters are
more efficient than using standard remez.m from MATLAB. We considered the following specifications:

stopband edges at @, =0.501z /T and stopband attenuation §, = 0.01, and transition width is A =0.002,

according to (5.27) to (5.31). In order to reduce the computational complexity, we optimized the model
filter and masking filters simultaneously. The orders of the FIR masking filters are roughly inversely
proportional to their transition width. Therefore, as M increases (see (5.14) for M ), the complexity of the
model filter decreases, roughly, linearly with M whereas that of masking filters increases. Generally, the
trend is that the overall complexity will therefore reach a minimum for a certain value of M that needs not
be M =1]. Utilizing these filters, we thus obtained an increased speed as well as a reduced complexity. We
used the proposed structure with M =15, and as a consequence, a Case 2 design. The overali filter length
is N =269, with the order of model filter N =143, masking filters having the order of N =63 each (we
used two masking filters). The magnitude responses of the synthesis filters are shown in Fig. 5.7, and the

resulting magnitude responses of the distortion and aliasing functions are shown in Fig. 5.8.
As a comparison, using instead a regular linear-phase FIR (conventional linear-phase FIR, M =1) filter,

the required order is estimated to be 1945, this order resulted from using halfband filters. However, if

standard linear-phase FIR filters other than halfband FIR filters, the required order goes above 1945 .
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Figure 5.6: Magnitude responses of the Lowpass (top) and Highpass (bottom) of digital synthesis filters
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Figure 5.7: Magnitude responses of the analog analysis filters (top) and digital synthesis filters
(bottom)
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Figure 5.8: Magnitude responses of the distortion function (top) and aliasing function (bottom)

5.7 Proposed Hybrid Filter Banks for Two-Channel Hybrid Analog and Digital (IIR
FRM) Class

This section introduces another class of two-channel NMPR HFB class with IIR synthesis filter bank
utilizing FRM technique. It utilizes same analysis filter bank as the previous one in section 5.3 but uses [IR
synthesis filters instead of FIR filter as in previous section. Utilizing IIR filters instead of FIR is another

way of reducing the computational complexity.

A combination of a complementary filter pair and a properly designed pair of masking filters may result in
a digital filter with an arbitrary bandwidth. Let us first recapitulate on the concept of complementary IIR
filter, (details given in section 5.2). Two IIR filters are said to be power complementary if their square

magnitudes satisfy the relation

G +[G.(2)f =1 (5.34)

The complimentary filter pair is then obtained if the parallel connection of two all-pass networks is utilized.
The complementary filter pair G(z) and G,.(z) can easily be represented as a sum or difference of two all-

pass functions as follows;
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G- DG ) G@D-GiE)

> > (5.35)

where G,(z) and G(z)are all-pass functions determined by the poles of G(z), the all-pass
implementation of the complementary filter pair is shown in Fig. 5.9. If G(z)is a lowpass filter, then Fig.

5.9 implies that G, (z) is a highpass filter.

1/2 G(z)
-+ Gy(2)
- Gl(z) _
SRR 12 %@

Figure 5.9: All-pass configuration of the power complementary IR filter pair

In the frequency-response masking (FRM) approach, the transfer function of the overall filter is given by
(see section 5.2 & 5.2)

H(z)=G(z")G,(2)+G,(2")G,.(2) (5.36)

where G(z) and G,(z) are referred to as the model filter and complementary model filter, respectively.

The filters G,,(z) and G,,.(z) are referred to as the masking filters which extract one or several passbands

of the periodic model filter G(z™ ) and periodic complementary model filter G, (zM ). The structure of the

FRM technique for IIR FRM is illustrated in Fig. 5.5. For a lowpass filter, typical magnitude responses for

the model, masking and overall filters, are as shown in Fig. 5.5. The transition band of H(z) can be chosen

to be one of the transition bands provided by either G(zM Yor G, (M ). The FRM technique was first
introduced as a means to reduce the arithmetic complexity of linear-phase FIR filters with narrow transition
bands. In this case, the model filters are power complementary IIR filters being realizable as a parallel
connection of two all-pass filters as in Fig. 5.4, whereas both G, (z)and G, (z)are either even or odd-
order linear-phase FIR filters of equal delays. These filters can be utilized directly to generate the synthesis

filters in the proposed filter bank scheme to be considered in the following section. Fig. 5.10 illustrates the

realization structure that implements the FRM expressed by equation (5.36)
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Figure 5.10: Block diagram of IIR filter synthesized utilizing the FRM technique

Then, the structure from Fig. 5.7 can be re-arranged in the following manner. Utilizing (5.35), the overall

transfer function (5.36) can be given as:

_ Gz +Gi(z")

H(z) .

Go(z") - Gy(z™)
2

G, (2)+ Gpe(2) (5.37)

5.7.1 Analysis Filters

The transfer functions of the analysis filter are exactly the same as in 5.4, then letting the analog filters be
expressible as a sum and difference of two all-pass filters is not a severe restriction, since standard
approximations 1.e. Elliptic, Chebyshev in odd-order case can be expressed in this way. In fact, all analog
filters with odd characteristics function can be written in this way. The transfer functions of the analysis

filter are exactly the same as in section 4.1. We consider the same equations from 4.8 till 4.11 for analysis
filter bank.

5.7.2 Synthesis Filters

In this subsection we present the case where the synthesis filters are synthesized using FRM based on
(5.37). It is necessary to first give the equation of the conventional case as shown is section 4.1. Since we

consider the NPMR HFB, the corresponding equations for Fig.5.8 are given as:

Gy(e/*) = 2F, (")
G,(e") = 2F (") 6.40)
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instead of G,(e’ “TY as in (5.40), we synthesize this lowpass filter by replacing 2Fo(e"wr) of (5.40)

with (5.37), which can be written as

G”Ro (ej(uT) — H(ej(uT)

. . . . 5.41
— G(e/(uz\lT)Gln(eij)+Gc(ejwMT)Gmc(eij) ( )

where

G“(e.iw,\rr) + G] (e/w.\/T) and G (ej{uT) _ Gn(e/m,\r/') _ G] (elm\fT)

5 are a periodic model filter and
2

G(e /w,\/'/') -

complementary periodic model filter, respectively and G, (e”"), and G, (e’") are masking filters.

Again, to obtain the highpass of G”Ro(ej mT) is very trivial because, we don’t need to change the model
filter and complementary filter. We only change the masking filters, which were lowpass filters for

G ro(€’") i.e.in (5.41), we just change G, (e”") and G, (¢’") to be highpass filters, then we end

me

up with a corresponding highpass filter to G, (e’“T). Given the passband and stopband edges of the

model filter G(e’®"), denoted here by @, ;T and @, ;T , respectively, ( see Fig. 5.4).

2kn+aw, ;T 2kr+ o, ;T
ol =—=— ol =——"7r"— (5.42)
M M
2kr -, ;T 2kr-a, ;T
DS = o =———— (5:43)
M M

where (5.42) is for Case | design and (5.43) Case 2 design. The transition band of the model filter
G(e’") and complementary model filter G.(e’*")always include 7 /2 since these filters are to be

approximately power complementary. Thus, it is practical to let the sum of the passband and stopband
edges for these filters as well as for the analysis and synthesis filters to be equal to 7. This implies the

following:
ol+ol=0T+0 T=7 (5.44)

In this work to be able to compare the different techniques, M and subfilters are selected here to satisfy

the same rules considered with FIR i.e.:

®,

% M isan odd integer, since zZM /2 =27k + 7 /2. This gives M =k+1 and M =k —1for
Case I and Case 2, respectively. This can easily be deduced from (5.42) and (5.43).
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&% The model and its complementary filter, G(ejwr),G((ejmT) are even order N, and
complementary IIR filters, with G.(e’*") being related to G(e’") as G.(z) = G(~z)

jel

% The masking filters G, (e’") and G, (e’”") can be of even order N; and linear phase FIR

filters or odd.

5.7.3 Distortion and Aliasing

With analysis and synthesis filters as given in (5.40) to (5.44) in the previous subsections, the distortion and

aljasing function can be exactly as in section 5.4. Where

Go(@MD) +G@MT) 1y - Gal@MD) = Gi(@MT)

G(wMT) = 3 5

Due to our class of filter bank, which is NPMR HFB, and taking (4.7) into consideration, we can consider

V,e(@)and V,,(w)instead of ¥, (jw)and ¥ (j@). This implies that if IVOR(a))Iand IVlR(a))I’ say ,

approximates one and zero, respectively, so do |V:)(a))| and |Vl (a))| . Therefore from (4.17), we obtain the

following

Vo) =Vor(@), ()| = V(@) (5.45)

5.8 Filter Bank Design

5.8.1 Design of the Analog Analysis Filters

One of the ways of determining the requirements on H (j®) and H (jw) in terms of frequency
selectivity, passband and stopband attenuations, is normally set by the desired ADC performance. Since

H,(jw) and H, (jw)are designed by taking the sum and the difference of two stable all-pass filters
4,(s) and A4 (s) (as mentioned in previous subsection). It then suffices just to design either H,(j®) or
H,(jw) . However, the chosen one must be designed in such a way that both filters satisfy their respective
requirements, i.e. a satisfying condition, which states that two filters H,( j@)and H,(j®) should be

complementary filters, this means that the absolute sum of H,(j®) and H,(jw) frequency ‘response
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equals one, according to the relation (4.20). Furthermore, since low filter order is of high priority, the filters

used in filter bank design are equiripple filters. For analysis filter bank, the specifications of H,(jw) and

H,(jw) here are as in subsection 4.1.2 under design of the analog analysis filters.

5.8.2 Design of the Digital Synthesis Filters

In this work, again, instead of using linear programming (LP) and non-linear programming (NLP), we use

joT

recently developed halfband filters to design Gz, (™") and Gy, (€’"), details of the design of these

Halfband filter is given in [53-62]. In this subsection we are using elliptic minimal Q factors (EMQF)
filters in FRM technique. There are several reason to consider EMQF filters:

< An EMQF filter exactly satisfies the passband and stopband relations required for model and
complementary filters [54, 56, 61].

°,
D

An EMQF transfer function can be efficiently implemented utilizing wave lattice digital filters
(WDF’s), or generally, structures consisting of two all-pass networks in parallel [60].

*
(X4

Multiplierless IIR filters can be designed using EMQF transfer functions and all-pass
implementations.

The limitations with the use of standard MATLAB functions like ellip.m come from the fact that, this
function is based on the Jacobi elliptic sn function given as follows in MATLAB, [sn,cn,dn]=ellipj(U,M),
where M is a parameter 0 <M <1 and U is a real argument. The function ellipj (U, M) is accurate to

eps = 2.220446049250313e-016 in MATLAB. Then for larger stopband attenuation ellipj.m returns an

error because some parameters may become too small in the optimization routines, and the argument U
becomes a complex number.
jw

JjoT

The passband ripple G(e’“") is the stopband ripple of G, (e

) and vice versa, this is due to the fact

that they are power complementary. Furthermore, the frequency-response masking technique is based on
the power complementary filter pair. Another remarkable advantage of the EMQF transfer function is that,
it’s an analytical solution for FRM technique for IIR filters. Furthermore, it was shown in [60] that the most
sensitive coefficients in the lattice WDF can be directly controlled by filter parameters, i.e. (f,, f;,a,,a,) .
This way, a half of the multiplier coefficients can be implemented without quantization leaving the filter
characternistics strictly elliptic. The EQMF filters have two important properties [53]:

e  The square magnitude response has equal ripples in the passband and stopband.

e  The passband attenuation is very small.

Let the specification of G, (€’ then be
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1=6, <|G e ()| <146, T €[0,0,T]

|GIIR0 (ejwr){ <9d,, awle [a)ST, 72'] (5.46)

with a)CT and w,T satisfying the frequency symmetry condition, i.e. @ T+, T =z . Furthermore, the

magnitude of the distortion and aliasing is to meet

1-6, <|[Vpr(jw)| <1
-6, <R (@) <6 G470

To meet the above specifications, we then optimize G(e’*") as follows

1-6,, <|G(e")|<1+ 8,5, ol €[0,0,,T |

. 5.48
G(e")|< 6,6, T e[@,T,7] 49
with
2 2
1-6, <|G(e’ N +G.e")| <1+, ol €[0,0,,T | (5.49)
according to Fig. 5.4,and G, (€’") to meet the following criteria:
1-6,, < }Gm (e’ )‘ <1+6,,, ol e [O, a)c,GmT:I
) 5.50
|G(e""r)|£§s‘6, a)Te[a) ) T,7l':| 0
with a)c.G,,,T and @, ; T given by
a)C,GmT = Ct)sT
o T= 2(k+1)7z—a)s)GT 5.51)

>~ L

and
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2k-Dr—a, T
a)c,Gm = L

(5.52)
w6 T =aT

for Case I and Case 2 designs, respectively.

5.9 Design Example

In this section, we demonstrate by means of a design example the properties and advantages of the
proposed filter banks. This example considers the design of a two-channel NPMR filter bank with the IIR
FRM synthesis filters. To design and optimize the IIR synthesis filters synthesized using FRM technique,
we use a different approach, instead of using design approach available on MATLAB for designing and
optimizing FIR filters, we again use EMQF halfband filters as explained above under section titled Design
of the Digital Synthesis Filters. These halfband filters are more efficient than using standard ellip.m from
MATLAB and standard halfband filters available in MATLAB. We consider the following specifications:

stopband edges at @, =0.501z/T and stopband attenuation §, = 0.01, and transition width is A =0.002,

according to (5.46) to (5.50). In order to reduce the computational complexity, we optimized the model
filter and masking filters simultaneously. The orders of the IIR masking filters are roughly inversely
proportional to their transition width. Therefore, as M increases (see (5.14) for M ), the complexity of the
model filter decreases, roughly linearly with A whereas that of masking filters increases. Generally, the
trend is that the overall complexity will therefore reach a minimum for a certain value of M that need not
be M =1. Utilizing these filters, we thus obtain an increased speed as well as a reduced complexity. We
use the proposed structure with M =21, and as a consequence, a Case 2 design. The overall filter length is
N =188, with the FIR masking filters of order N =90 each (note, we have two masking filters). With such
efficient EMQF halfband filters we obtained the magnitude response of synthesis filters as shown in Fig.
5.12. The orders of the numerator and denominator polynomials, yielding the lowest overall complexity,
turned out to be 9 for the lowpass filter and 8 for the highpass filter. The magnitude responses of the

synthesis filters are shown in Fig. 5.12, and the resulting magnitude responses of the distortion and aliasing

functions are shown in Fig. 5.13.
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Figure 5.12: Magnitude responses of the analog analysis filters (top) and digital synthesis filters
(bottom)
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Figure 5.13: Magnitude responses of the distortion function (top) and aliasing function (bottom)

As a comparison, using FIR masking filter instead, the required order is estimated to N =188, this order
resulted from using a FIR masking filters. However, if IIR masking filters are used other than FIR masking
filters, the required overall filter length becomes N =27. With the orders of the numerator and
denominator polynomials (of model, and IIR masking filters), yielding the lowest overall complexity,
turned out to be 9 for the lowpass filter and 8for the highpass filter. The magnitude responses of the
synthesis filters are shown in Fig. 5.15 and the resulting magnitude responses of the distortion and aliasing

functions are shown in Fig. 5.16.
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Figure 5.14: Magnitude responses of the Lowpass (top) and Highpass (bottom) of digital synthesis filters
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5.10 Summary

In our proposed system we considered from chapter 4 to chapter 5 the same specification(s), with the
exception of the parameter M | as clearly indicated in table 5.1. For #/, there is no closed form analytic
expression for finding optimum A . However, a good choice can be obtained by estimating the filter
complexity for each M and then selecting A which corresponds to the lowest estimate. We found that for
our specifications, for FIR FRM the good choice can be obtained when # =15, whereas for IIR FRM ,
M =21 the distortion and aliasing for all cases listed in table 5.1, distortion is approximately one and
aliasing is approximately zero. From the table it is clear that FIR FRM case is the preferable case, since the
order of the conventional case was reduced from 1945 to 269. This is a huge improvement; this surely

shows that the FRM technique is effective and efficient.

Table 5.3: Summary of the results

TECHNIQUE ORDER OF THE ORDER OF MASKING | OVERALL M
MODEL FILTER FILTERS EACH FILTER ORDER

Conventional FIR 1945 1

FIR FRM (with FIR 143 63 269 15

masking Filters)

Conventional IIR 17 1

[IR FRM (with FIR 9 90 188 21

masking filters)

IIR FRM (with IIR 9 9 27 21

masking filters)
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CHAPTER 6

DISCUSSIONS AND CONCLUSIONS

This dissertation was concerned with the use of frequency-response masking technique in designing A/D
converter for any industrial application that requires ADC that has very high performance, i.e. high
resolution (greater than 14-bits of resolution) at the same time attaining high sampling rate over 100 MSa/s.
In this dissertation, we use the specification that SDR imposes on A/D conversion, which covers the worst
case scenario, but the designed ADC is not limited to SDR applications only, requirements imposed by
future wideband communication systems is inclusive. Moreover, this dissertation uses the concept of
asymmetric filter bank based techniques for alleviating mismatch errors in the proposed system, which is
CT HFB ADC. The filter banks are mainly used in our system to attenuate the aliasing introduced by
channel mismatch errors.

One of the main problems we encountered is that there exist very few papers dealing with CT HFB, for
instance there is only one paper that deals with NPMR filter bank system. This implies that it’s quite
difficult to do comparisons for NPMR CT HFB system at the moment with other available systems, 1.e. DT
HFB’s. However, our system showed great potential, since we include the condition that was left out in the
available paper, which deals with NPMR CT HFB. The condition can be stated as follows: for HFB based
ADCs, the filters should have a sharp frequency response roll-off so that the transition regions are as
narrow as possible and maximum stopband attenuation. Hence minimum spurious free dynamic range
(SFDR) is achieved across as much of the band as possible. If this condition is left out, asymmetric HFB
will achieve reasonable results. But if it’s embraced the synthesis filter bank complexity becomes too high
and sometimes unacceptably high. This implies that there is a need for good design procedures that will
reduce the complexity of synthesis filter bank, at the same time retaining low order for analysis filter bank.
In this dissertation, we combat the problem by using frequency-response masking technique to reduce the
complexity of the synthesis filters, which resulted due to the mentioned condition. The objective is then to
find good design procedures that will offer reasonable results, even in the case of filters having a sharp
frequency response roll-off. The work presented in this dissertation is only designated to continuous-time
hybrid analog/digital filter bank (CT-HFB).

The filter bank design is performed by first optimizing the analysis filters and then design, with the analysis
filters fixed, optimizing the digital synthesis filters. By designing the analysis and synthesis filters
separately, it is possible to obtain analysis filters of very low order and complexity.

In chapter 1, we reviewed different available techniques for designing A/D converters, gave details
(motivation) for doing this work, basic building blocks with terminology used in subsequent chapters, an
introduction to software radio stating the reason why we use the requirements on ADC imposed by
software radio applications. In chapter 2, the dissertation gives a thorough analysis of HFB ADCs that is

essential for understanding and designing hybrid filter banks, reason for giving such analysis is because
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there are very few publications on CT HFB. This analysis gives the correct frequency response expression

for CT HFBs. Distortion and aliasing is also investigated in this chapter.

In chapter 3, we focused on the design of Hybrid filter banks, but only dedicated on CT HFB ADC, we
investigated one of the fundamental aspects to the ADC performance, which is the noise (quantization) in
the filter bank based ADCs, comparing the case of the conventional case with the multirate filter bank
ADC. This has recently been done in [10], we extended that analysis for our case based on our
specifications, we focused on the numerical values for typical design for CT HFB, the spurious free
dynamic range was investigated in the presence of static gain and time-skew errors, the results showed that
our system achieves a better SFDR, this implies that as we consider the case where we use sharp frequency
response roll-off filters, the SFDR is improving. Therefore, we concluded that FRM technique is one of the
efficient techniques that produces filters with very sparse coefficients and so the resulting filter has very
low complexity and CT HFB ADC is one of the potential ADC for any application that requires high
performance ADC.

In this dissertation, five different classes of near perfect magnitude reconstruction (NPMR) continuous-time
Hybnd filter banks (CT HFBs) are proposed. In each of the five cases, two filter banks are designed;
analysis filter bank and synthesis filter bank. Since the systems are hybrid, continuous time [IR filter are
used to implement the analysis filter bank and digital filters are used for the synthesis filter bank. To
optimize the system, we use a new technique, known as frequency response masking (FRM), to design the
synthesis filter bank. In this technique, the sharp roll-off characteristics can be achieved while keeping the
complexity of the filter within practical range, by splitting the filter into two filters in cascade; model filter
with relaxed roll-off characteristics followed by a masking filter.

One of the main factors controlling the overall complexity of the filter is the way of designing the model

filter and that of designing the masking filter.

In chapter 4 and 5, we focused on designing two-channels of CT HFB ADC, one with the FIR synthesis
filter bank and the other with the IIR synthesis filters. The dissertation proposed three combinations: use of
IR model filter and IIR masking filter, IIR model filter/FIR masking filter and FIR model filter/FIR
masking filter (presented in chapter 5). To show the advantages of our designs, we consider the cases of
designing the synthesis filter as one filter, either FIR or HIR. These two filters are used as basis for
comparison to our proposed designs (the use of masking response filter).
The results showed the following;:

< Asymmetric hybrid filter banks alone are not sufficient for filters with sharp frequency response

roll-off, especially for IIR/FIR class.
¢ All classes that utilize FRM in their synthesis filter banks gave a good performance in general as

compared to conventional classes, such as the reduction of the order of filters.
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<» [IR/IIR FRM gave better performance compared to IIR/FIR FRM.

<+ Comparing [IR/IIR FRM using FIR masking filters and [IR/IIR FRM using IIR masking filters,
the later gave better performance (the performance is in general measured in terms of reduced
filter order).

% All classes that use the FRM approach have a very low complexity, in terms of reduced filter
order. Our target was to design a system with the following overall chafacteristics: pass band
ripple of -0.01 dB, stop band minimum attenuation of — 40 dB and of response roll-off of 0.002.

Qur calculations showed that the order of the conventional IIR/FIR filter that achieves such
characteristics is about N =2000. Using the FRM technique, the order N reduced to
about N =269, N =188 for IIR/FIR and IIR/IIR classes, respectively, this shows that the

technique is very effective in reducing the filter complexity.

%+ The magnitude distortion and the aliasing noise are calculated for each design proposal and
compared with the theoretical values. The comparisons show that all our proposals result in
approximately PMR (Perfect Magnitude Reconstruction).

In conclusion, we can say that our proposal of using frequency-response masking technique to design the
synthesis filter bank can reduce to a large extent the complexity of the system. The design of the system as
a whole is simplified by designing the synthesis filter bank separately from the design of the analysis filter
bank. In this case each bank is optimized separately. This implies that for SDR applications we are
proposing the use of the continuous-time HFB ADC (CT HFB ADC) structure utilizing FRM for digital

filters.

6. 1 Future Research Direction

Our research work or investigation and results throw open several interesting issues for future research. We
have shown that CT HFB ADC is one of the potential high performance A/D conversion techniques and is
possible to use it for any industrial application that requires high resolution and at the same time achieving
high sampling rate. We have shown that with sharp roll-off characteristics on filters better SEDR can be
achieved in the presence of static gain and time-skew errors. However, we need further research on coming
up with an efficient transformation to have more than two channels for CT HFB systems approximating
either PR or PMR. This problem is stili difficult to combat but with diligent work on devising equivalent
transformation like cosine modulation which works perfectly for DT HFB systems but doesn’t work for CT
HFB system approximating PR or PMR. Since CT HFB system uses analog and digital filters, unlike DT
HFB system which uses only discrete-time filters for both analysis and synthesis. Furthermore, efficient
design procedures are still needed for CT HFB systems in cases where only IIR filters are used, i.e.
IIR/IIRFRM class with IIR masking filters. Lastly, further work may include an analysis of the overall
responses for the analysis and synthesis filter bank pairs with and without frequency masking (part of this

was done by comparing the structures in chapter 4 and chapter 5, but it was somehow beyond the scope of

our analysis.)
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