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ABSTRACT

Flood estimation can be classified into two categories, i.e. flood prediction and flood
forecasting. Flood prediction is used for the estimation of design floods, which are
floods associated with a degree of risk of being equalled or exceeded. Predictions are
needed for the design and construction of infrastructure that are at risk to flowing water.
Flood forecasting is used for the estimation of flood flows from an impending and/or
occurring rainfall event (i.e. the estimation of the magnitude of future flood flows with
reference to a specific time in the future). These are needed by catchment and disaster
managers for the mitigation of flood damage. The estimation of flood magnitudes for
flood forecasting requires the specific knowledge of prevailing surface conditions which
are associated with the processes of rainfall conversion into flood runoff. In order to
best achieve this, a distributed model (in order to exploit remotely sensed data and
capture the spatial scale of the phenomenon) is used to continuously update the
surface conditions that are important in this conversion process.

This dissertation focuses on both flood estimation categories. In the first part of the
dissertation, attention is given to the improvement of two simple event-based design
flood prediction methods currently in use by design practitioners, namely the regional
maximum flood (RMF) and the rational formula (RF) by comparison with statistically
modelled historical flood data. The second part of the dissertation lays the theoretical
and practical foundation for the implementation of a fully distributed physically-based
rainfall-runoff model for real-time flood forecasting in South Africa. The TOPKAPI
model was chosen for this purpose. This aspect of the research involved assimilating
the literature on the model, testing the model and gathering and preparing of the input
data required by the model for its eventual application in the Liebenbergsviei
catchment. The practical application of the model is left for a follow-up study.
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PREFACE

The research presented in this dissertation is divided into two parts, i.e. design flood
prediction in the first part and real-time flood-forecasting in the second part. Although
both parts of this research generally fall under the banner of flood hydrology, they are
conceptually different. The reason for choosing essentially different topics for this
research was based primarily on the source of funding, which was provided by the

Eastern Centre of Transport Development.

The first part of this research focuses on flood prediction for the estimation of design
floods. Design floods are floods associated with a degree of risk of being equalled or
exceeded. It was the intention of this study to provide a useful guide or modification of
established flood prediction methods that could be directly used by practitioners
charged with the design of structures that are at risk to flowing water. Structures such
as dams, river bridges, roads and floodplain developments are a few types of the
structures that fall into this category. It is evident that this aspect of the research has a
direct influence on the transport sector, where design floods are used for road and
bridge design. The research conducted in this first part resulted in two publications of
which Chapters 2, 3 and 4 are the focus.

It was found that the first part of this research was not enough for a stand-alone
masters dissertation and at the same time there was a pressing need to examine the
efficacy of a candidate distributed rainfall-runoff model for flood-forecasting purposes.
Flood-forecasting is the estimation of the magnitude of future flood flows with reference
to a specific time in the future and is used for the mitigation of damage caused by
floods. Thus it was decided in this research to also focus on this aspect of flood
hydrology, and this forms the focal point of the second part of this dissertation
{Chapters 5, 6 and 7). The first part is essentially “looking back”, through the review of
established flood prediction methods. The second part is essentially “looking forward”
to hydrclogy in the 21 century in order to investigate the use of advanced
computational capabilities to seamlessly integrate the various inputs from remote
sensing techniques and spatial data towards distributed rainfall-runcff modelling.
Although there is no direct contribution to the transport sector from the second part of
this research, the mitigation of flood damage (social and economic) through the use of
flood-forecasting techniques does have an indirect influence on this sector.

-xv_



CHAPTER 1

1. INTRODUCTION

Flood estimation can be broadly classified into two categories, i.e. design flood
prediction and flood-forecasting. Design flood prediction, as understood in this
research, is concerned with the estimation of the magnitude of flood events and the
probability of those flood events being equalied or exceeded. These estimates are
needed for the planning and design of engineering projects that are at risk to flood
water. Catastrophic floods have a huge economic, social and environmental impact
and thus reliable design flood prediction is a subject of great importance. However,
consistent estimates of design floods remain a current challenge in hydrology
{Smithers and Schulze, 2001). '

Flood-forecasting, as opposed to prediction, means the estimation of flow conditions at
a specific time in the future; prediction is the estimation of future conditions without a
reference to a specific time (Lettenmaier and Wood, 1992). Flood-forecasting is thus
the estimation of expected future flood flows and the precision or uncertainty
associated with the forecast. Forecasts are needed for improved warnings and
operational decisions for the mitigation of flood damage. More formally, flood-
forecasting involves the provision of reliable, intelligible forecasts of flood flows with
long forecast lead-times (which is catchment dependent but generally greater than 12
hours) and explicit error bounds, made available at frequent intervals to hydrological
operators, decision makers and disaster managers {(Pegram, 2003b).

Flood forecasting is an essential tool for catchment and disaster managers for the
provision of accurate and reliable forecasts of future flood flows for the mitigation of
flood damage. In order to achieve this, the forecasts need to be delivered with a
sufficient lead-time so that any mitigation operations may be implemented. To
maximise lead-time, precipitation information is needed in real-time, or forecasted
ahead of time, to take advantage of the delay it takes the precipitation to reach the
point of interest on the stream or channel from where it falls on the ground. To this end,
a rainfall-runoff model is needed to simulate the process that occurs in converting
precipitation into flood runoff.




CHAPTER 1: introduction

1.1 Approaches to design flood prediction

There are three primary approaches to design flood prediction: empirical, deterministic
and probabilistic. The approach that is used depends largely on the historical data
(namely precipitation and streamflow records) that are available at the site. To a lesser
extent site-specific considerations, such as catchment size and the nature of the design
project, also dictate the method that should be used. However, owing to the uncertainty
in flood predictions, no method should be used in isclation and all three approaches
should be used where possible (Gorgens, 2002).

An empirical approach attempts to predict the flood peak based on catchment and
regional characteristics only. This method is used if the catchment is ungauged and
there exists no historic precipitation and streamflow data. Thus, this method uses
regional characteristics and some descriptor of catchment morphometry (such as
catchment area) to predict flood magnitudes. Based on previous calibrations at other
sites, a probability of exceedence {or return period} can usually be associated with this
estimate. One such approach used in South Africa is the regional maximum flood
(RMF) method developed by Kovacs (1988).

Deterministic methods attempt to replicate all the factors involved in flood production,
i.e. in the conversion of rainfall into flood runoff. These methods require historic
precipitation in order to estimate the design storm associated with a given exceedence
probability. Through the simplification of the rainfall-runoff process, deterministic
methods then convert the design storm into the design flood of supposedly the same
exceedence probability {ignoring the effects of joint probability). This approach ¢an also
be used on ungauged catchments (where no precipitation and streamflow records
exist) if suitable regional techniques can be used to predict the design storm for that
location. Methods such as the rational formula (Mulvaney, 1850) and the SCS method
(Soil Conservation Service, 1972) are examples of commonly used deterministic
methods for small to medium sized catchments. Both these methods have since been
updated to suit local conditions, for the rational formula by Alexander (2002) and
Pegram {2003a), and for the SCS method by Schmidt and Schulze (1987a and 1987b)
and Schmidt et al. (1987).

The probabilistic (or statistical) approach bases its flood peak estimate for a given
catchment on the fitting of the most appropriate probability distribution to fiood records
from the catchment. The reasoning behind the concept of a statistical approach is that
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floods can be viewed as a random process and as such can be described by a
probability distribution. Distributions such as the Log-Normal (LN) Distribution, the Log-
Pearson-ill (LPIIl) Distribution and the General Extreme Value (GEV) Distribution are
commonly used to model flood frequencies. The runhydrograph method of Hiemstra
and Francis (1979) was one such attempt to calibrate a statistical method for design
flood estimation in South Africa. A probabilistic approach, theoretically, is the most
consistent approach to estimate design floods provided that the site of interest be at or
near a flow gauge (which is seidom the case) and a long and reliable flow record exists

from that gauge (Gérgens, 2002).

In the estimation of design floods, both the empirical and the deterministic approaches
endeavour to behave in a probabilistic manner, i.e. to predict a flood magnitude with an
associated probability of exceedence. This point is not clearly obvious, since the
traditional application of a deterministic method, such as the rational formula for
example, attempts to reproduce a historic event, i.e. a flood flow from a given set of
rainfall and catchment conditions (storm patterns, ground cover conditions, antecedent
moisture conditions, etc.). In a probabilistic sense, all the variables of the rational

formula would need to be associated with a probability of exceedence in order to derive
| a flood flow of the same exceedence probability (again ignoring the effects of joint
probability). Thus, a probabilistic approach to the empirical and deterministic methods
is used fo estimalte the magnitude of the peak discharge from a site for a given
probability of exceedence. This peak should be equivalent to a discharge estimated
from a frequency analysis of flood records if a long and representative record were

available at that site.

1.2. Approaches to flood-forecasting

Forecasting of flood flows usually falls within the realm of short-term forecasts, where
the forecast lead-times are less than seven days (Lettenmaier and Wood, 1992). The
forecast lead-time is the time interval for which the forecast is made and ranges from a
few hours to a few days, depending on the type of forecast model used and the size of
the catchment. As the lead-time increases and the area reduces, the accuracy of the
forecast usually decreases, where the accuracy refers to the difference between the
amount forecast and the actual amount that occurs. Long-term forecasts are typically
meteorologically based and are issued usually by weather services with lead-times of
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up to several months. They are more often used for the management of water
resources and are based on seasonal behaviour and global trends of climate change.

There are various components of the flood-generation process, within the realm of
short-term flood-forecasting, for which forecasts can be made. The forecasis for each
component are associated with different levels of forecast accuracy and forecast lead-
time. In this study these components were categorized according to the discipline into
which they fall, namely meteorologic, hydrologic and hydraulic, which coarsely describe
the water in the atmosphere, over the land and in the channel respectively. The
approach that is usually used depends on the intended application of the forecast

information.

Meteorologic forecasts are (from the hydrologic view point) concerned with the
prediction of precipitation information ahead of its time. This is achieved through the
use of quantitative precipitation forecasts (QPF) based on numerical weather prediction
systems (Barthclmes and Teodini, 2003). The forecast precipitation information is
coupled with a rainfall-runoff model in order to transform the rainfall into runoff. In this
instance, the greatest forecast lead-time is achieved and can be as much as four days
in advance, but the accuracy of the forecast is diminished. This type of forecast is
usually referred to as medium-range flood-forecasting on account of the lead-time

achieved,.

Hydrologic forecasts are concerned with the simulation of the rainfall-runoff process in
real time, i.e. as it happens. These forecasts use real-time observations of precipitation
from rain gauges, weather radar and satellite observations (or a combination of these)
coupled with a rainfall-runoff model. The forecast lead-time is extended to the time it
takes the precipitation to cover the distance between the area where it falls and the
problem site on the stream channel (Bartholmes and Todini, 2003). The forecast lead-
time is thus dependent on the size of the catchment and its response time; the latter
variable is a function of the catchment's physical characteristics such as slope, soil,
geology and landcover. Real-time flood-forecasting is associated with greater forecast
accuracy than medium-range flood-forecasting.

Hydraulic forecasts involve the inference of river level (or discharge) at a downstream
section/station on the basis of stage {or discharge) at a point upstream (Reed, 1984).
This is achieved through flood routing and provides the most precise forecast available
with the lowest associated forecast uncertainty. However, forecast lead-times are
limited to the travel times of the flood-wave in a channel (Bartholmes and Todini, 2003).

-4-
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1.3. Objectives of dissertation

In the first part of this dissertation (Chapters 2, 3 and 4), two simple event-based flood
prediction methods, which are currently used by design practitioners, are investigated.
These are the regional maximum flood (RMF) and rational formufa methods. The goal
of this aspect of the research is to assist designers in using these methods by
investigating issues related to the application of these methods.

The RMF (Kovads, 1988) is an empirically derived upper limit flood peak that can
reasonably be expected at a given site. It predicts the regional “maximum” flood that
can be expected from a given site based only on the site’'s caichment area and
location. The advantages of this empirical method is its ease of use as it deals directly
with the variable of interest, namely the flood peak discharge, and its avoidance of the

assumptions involved in transforming rainfall inputs into flood outputs.

A disadvantage of the RMF is that a return period cannot reliably be associated with its
peak estimate. Although Kovaés (1988 19) estimated the return period to be greater
than 200-years, others such as Gdrgens (2002) suggest that the return period of the
RMF is actually much larger than 200-years. Thus the return period of the RMF was
assessed in this study as part of the research into flood-prediction methods. This was
accomplished by comparing flood magnitudes determined from the RMF method with
statistically modelled floods, of known return period, for the same catchments.
Furthermore, the dependence of empirical methods (such as the RMF) on catchment
area as the main independent parameter of flood computation was also investigated.
This was accomplished by calibrating empirical formulae on other morphometric
variables of the landscape including catchment area and comparing these models with

formulae calibrated on catchment area only.

The rational formula is possibly the most widely used method for predicting design
floods from design storms for urban catchments and small (<15km?) rural catchments,
despite its criticism regarding its over-simplification of complex hydrological processes.
One of the main criticisms of the rational formula regards the difficulty faced by
practitioners in the probabilistic estimation of the runoff coefficient of the formula. With
this in mind, a calibration of this variable, on statistically derived design flood peak and
volume pairs for catchments in South Africa, was investigated in this research. The
runhydrograph method of Hiemstra and Francis (1979) was used to derive the design
flood peak and volume pairs for the calibration. The significance of this calibration to
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designers is tested by attempting to extend the cafibrated variables to ungauaged
catchments. This latter aspect is also investigated in this research in an effort to

validate the calibrated coefficients.

In the second part of this dissertation {Chapters 5, 6 and 7) the focus is shifted to flood
forecasting, namely in the assessment of the efficacy of a candidate rainfall-runoff
model for the simulation of catchment hydrology. The simulation of catchment
hydrology can be performed at various time and spatial scales. However, in order to
exploit the type and quality of data currently available, models for real-time flood-
forecasting need to be physically based and distributed. Thus the chosen model for this
aspect of the research is one such model and is the TOPKAPI model of Liu and Todini
(2002). |

Since this model is novel to South Africa, this aspect of the research firstly involved the
assimilation of disparate sources of literature on the model and the systematic
combination of this information into a coherent whole for presentation as a candidate
rainfall-runoff model for flood-forecasting purposes. After dissecting and resolving
issues that were not clearly obvious from the literature, the model was then tested in a
generic environment and the input data required by the model for its eventual
application in the Liebenbergsviei catchment was gathered and prepared. The practical
application of the model is left for a follow-up study. The goal of this part of the
research is o lay the theoretical and practical foundation for the implementation of a
fully distributed physically-based rainfall-runoff model for real-time flood-forecasting in
South Africa.

1.4. Overview of chapters

= Chapter 2. Introduces the primary concepts of design flood prediction and the
theory of three prediction methods, two of which are reviewed in Chapters 3
and 4 respectively.

= Chapter 3. Provides a review of the empirically-based regional maximum flood
{RMF) method (Kovaés, 1988) by estimating a return period associated with its
peak discharge and by examining the effect of the inclusion of additional
geomorphological parameters in the area-based empirical equation.
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* Chapter 4. Provides a review of the rational formula method of flood prediction
by calibrating the runoff coefficient of the formula on characteristic past flood
peak and volume pairs of the runhydrograph method (Hiemstra and Francis,
1979).

= Chapter 5. Introduces the theory and concepts associated with flood-forecasting
through the use of distributed rainfall-runoff models in simulating catchment

hydrology.

»  Chapter 6: Provides a comprehensive description of the candidate distributed
rainfall-runoff model chosen for this study, namely the TOPKAPI model, by
synthesizing and dissecting the literature on the model.

= Chapter 7. Describes the preparatory work that was performed in gathering and
manipulating the input data (for the Liebenbergsviei catchment) required by the
model as well as the test application of the model in generic circumstances to

confirm the model's operations.

« Chapter 8 Provides a review of the investigations carried out in this research,
an appraisal of the value added by it and the points of departure for follow-up

studies.

1.5. Chapter summary

It is hoped that that the research presented in this dissertation has made the following
contributions to the engineering and hydrologic community. Firstly, with regard to the
review of simple event-based flood prediction methods, it was discovered that the
magnitude of the regional maximum flood (RMF) closely approximates a statistically
derived 200-year flood. Thus in a design situation, it was felt that to ascribe a 200-year
return period to the RMF would be reasonable. It was also found that the use of
catchment area, as the sole landscape parameter of an empirical model, provided the
best predictions of floods (based on the data used) when compared to empirical
models utilising other measures of the landscape as independent variables. Thus the
use of cafchment area as the sole independent variable in calibrating empirical
equations proved to be most practical (as it was easiest to quantify) and efficient for the
purposes of floed estimation. Secondly, with regard to the calibration of the rational
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formula’s runoff coefficient (¢), it was discovered that tabulated values of ¢ from Chow
et al. (1988: 498) proved reasonable for use in design checks of large catchments as

well as small.

In the second part of this dissertation, the contribution made by this study was firstly in
the introduction, analysis and explanation of a chosen rainfall-runoff model for flood
forecasting purposes, i.e. the TOPKAPI model. This involved an intensive dissection of
disparate sources of literature on the model and the systematic combination of this
information as a coherent whole. Secondly, the input data required for the mode! was
gathered and prepared through a geographical information system (GIS) and a test
application was performed to verify the models operations. The research carried out
here identified and resolved certain issues with regard to the models practical
application. Issues such as the generation of TOPKAP! specific input were explained,
the setup of the model's operations and the running of the model were performed.
Since this model is novel to South Africa, the contribution made by this aspect of the
research is the essential first step in laying the foundation for the models actual
implementation, which is to be achieved in a follow up study.




CHAPTER 2

2. DESIGN FLOOD PREDICTION

This chapter is intended to briefly introduce the theory of three design flood prediction
methods, namely the regional maximum flood (RMF), the rational formula and the
runhydrograph method. The shortcomings of the former two methods are also
discussed in preparation for the review of these methods in Chapters 3 and 4
respectively. These reviews formed the basis of two journal articles towards this
research, namely Pegram and Parak (2004) and Parak and Pegram (2006). These

articles are attached in Appendices A and B respectively.

2.1. The regional maximum flood (RMF) method

The RMF (Kovacés, 1988} is based on the use of the Francou-Rodier (Francou and
Rodier, 1967) equation (Eq. 2-1) to define flood peak envelope curves. Kovaés (1988)
used this equation, together with 519 observed flood peaks from catchments in
Southern Africa, to delimit hydrologically homogeneous regions. When these peaks
were plotted against catchment area for each of the regions, it was discovered for
catchments larger than 100km? that the plots defined an upper limit of expected flood
peaks for a given region. The Francou-Rodier equation is given as:

A 1-0.1K
=10°¢| =— 2-1
o-to() .

where Q is the flood peak in m%s, A is the catchment area in km? and K is a regional
factor (dimensionless) which is indicative of the flood magnitude potential of the area,
shown in Fig. 2-1. K accounts for the influences of variations in rainfall (intensity, area
and duration) and catchment characteristics (such as geology, land-form, vegetation
cover, etc) in flood production. The RMF for a particular site is then computed from Eq.
2-1 based on the knowledge of the size of the catchment (area) and its location (to

determine its regional K-value).
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It should be noted at this juncture, that the “secret” to the success of the RMF is the
careful way in which Kovac¢s chose the regions to group the flood data. He did this by
examining the actual K-value (determined from Eq. 2-1) for each of the flood peaks
used in his study. Regional boundaries of K were delimited by considerations of
individual K-values within the region, the number and accuracy of the data in a
particular area, existing boundaries, maximum recorded 3 day storm rainfall,
topography, catchment orientation with respect to dominant storm generating weather
systems, general soil permeability, main drainage network and the location of large
dams situated upstream from the gauging sites (Kovacés, 1988: 9). Of these
considerations, individual K-values were evidently the most important and the regions
were traced based on this. In areas of high flood magnitude potential, a difference in K
of 0.2 between adjacent regions was allowed for and a difference of 0.6 in areas of low

flood magnitude potential.
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Figure 2-1. Map of Southern Africa indicating the Maximum Flood Peak regions and
their associated K-values (Kovacs, 1988).

A disadvantage of the RMF method is that it does not clearly embody a design flood,
i.e. a return period cannot easily be associated with its peak estimate. Kovaés himself

w0
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estimates the return period to be greater than 200 years (Kovads, 1988: 19). He
attempted to rectify this situation by modelling all the observed flood peaks of a
particular K-region as a statistical sample. He used the sum of all the individual
representative periods N (length of records at the gauges) of the peaks in that region
as being equivalent to the overall recurrence interval of the particular K-region (station-
year concept). Where the representative period of a flood was not known, Kovacds did
not allow this to exceed 200 years and a provisional N-value was estimated based on
the assumption that the ratio of the 200-year peak to RMF, Q,/RMF, was 0.65. He
then estimated ratios of the 50-, 100- and 200-year recurrence interval floods to the
RMF for each region.

However, Gorgens (2002) states that, “statistically speaking” Kovaés’ (1988) method of
determining the recurrence intervals was too simplistic. In reviewing Kovacs' method,
Gorgens recommends that the 50-, 100- and 200-year ratios “may need to be factored
down by 0.7, 0.8 and 0.9 respectively”. This implies that the RMF peaks have return
periods that are actually much larger than 200-years, as opposed to the original
estimation of Kovacs. As such Gorgens suggests that the RMF method of Kovacs
should be seen as the conservative or upper limit flood estimate in each recurrence

interval.

Thus, the estimation of a return period which can reliably be associated with the RMF's
peak estimate was, inter alia, investigated in this research. In order to accomplish this,
floods determined from the RMF method were coaxially plotted with historical floods
modelled with a statistical distribution (the GEV Distribution in this instance) from the
same catchment. The flood records used were annual peaks from 130 catchments
across South Africa and were actually a subset of the data set used by Kovaés (1988)
in his study. The lengths of record of the data set used in this study ranged from 9 to 76
years. This investigation is explained in Chapter 3 and formed part of a journal article
(Pegram and Parak, 2004), included in Appendix A.

The RMF method, like many other empirical methods, relies on catchment area as the
independent variable in its flood estimate. However, one might expect other
parameters of the fluvial landscape to play just as important a role in flood estimates
and hence flood response. Flood geomorphologists, such as Horton (1932; 1945) and
Strahler (1952; 1964) and many others since have been interested in relating flood
discharges to physical measures of the landscape (morphometry). They identified
parameters of the fluvial landscape which intuitively would correlate well with flood

-11 -



CHAPTER 2: Design flood prediction

discharge. Linear parameters (such as stream orders and stream lengths), areal
parameters (such as catchment area, catchment shape and drainage density} and
relief parameters {such as catchment relief, catchment slope, channel slope and
ruggedness number) are some of the physical measures that have been identified as
significantly affecting flood response. Instinctively, one can expect a multi-variable
relationship between flood discharge and catchment morphometry to exist because a
catchment is effectively “an open system trying to achieve a state of equilibrium”
(Strahler, 1964). Precipitation and energy are inputs to the system and soil {eroded
material) and excess precipitation leave the system through the catchment outlet.
Within this system an energy transformation takes place converting potential energy of
elevation into kinetic energy where erosion and transportation processes result in the
formation of topographic characteristics. Thus it is evident that floods, and the
landscape through which they drain, form a mutual relationship and ultimately
catchment morphometry should reflect the long-term effects of this energy conversion

phenomenon.

Thus, in addition to the estimation of a return period that could be associated with
RMF-based estimates, research towards determining if landscape parameters,
together with calchment area, improved the prediction of flood peaks in empirically
based models was also conducted. This part of the investigation also formed part of the
journal article Pegram and Parak (2004} which is included in Appendix A. This

investigation is explained in Chapter 3.

2.2. The rational formula method

The rational formula was first proposed by the Irish engineer Mulvaney (1850) and has
possibly become the best known and most widely used method for the determination of
peak flood flows from rainfall events. It has survived numerous criticisms regarding its
over-simplification of the complex hydrological processes of flood production but
nonetheless is perhaps the most favoured method used by practitioners for peak flood
estimation. The rational formula owes its popularity to the fact that it is easy to
understand and simple to use. The peak flood flow due to a rainfall event on a

catchment, determined from the rational formula, is expressed (in S/ units) as:

Q.. = CiA/3.6 (2-2)

-12 -
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where Qgr is the flood peak in m%s, ¢ is the runoff coefficient, which (in the traditional
deterministic approach) is defined as the proportion of precipitation that contributes to
runoff, i is the storm rainfall intensity in mm/hr and A is the catchment area in km”.

The criticisms concerning the rational formula, in the form shown above, are not
unfounded and the use of this method carries valid cautions that are based on the
following assumptions built into the formula (which are not always explicit in its
presentation):

«  The maximum rate of runoff from a catchment is achieved when the duration of
rainfall is equal to the time of concentration (7;) of the catchment, which is
defined as the time taken for the outflow from a catchment to reach near
equilibrium due to rainfall uniformly spread in space and time.

* The spatial and temporal characteristics of rainfall are consequently ignored
and the storm rainfall, as input into the formula, is assumed to be a rectangular
pulse of duration T, deposited in lumped form on the catchmenit (i.e. there is no
routing component implicit in the formula).

» The effects of joint probability are ignored and it is assumed that a 7T-year
recurrence interval storm will produce a flood of the same recurrence interval, if
the catchment is at 'average’ conditions. This assumption is shared by most
deterministic methods. However, it was shown by Gray (1973), in comparing
the recurrence intervals of large historical storms and their resulting flood
peaks, that the means of the two sets of recurrence intervals were closely
matched, thus removing the necessity for the account of joint probability in
deterministic methods.

The rational formula was previously limited in its application in South Africa to small
catchments less than 15km? in size (HRU, 1972) and it was only to be used as a check
method, i.e. it was not to be used in isolation. It was also noted that sound engineering
experience and judgment was required for its use. However, work that has since been
done, locally by Alexander (2002) and Pegram (2003a), and abroad in Australia
{Institute of Engineers Australia, 1987), has shown that these cautions were too
conservative and its use may well be extended beyond small catchments.

As stated in Section 1.1, a probabilistic approach to the rational formula is needed for
the estimation of design floods. In this case, the variables ¢ and 7 (the runoff coefficient
and rainfall intensity respectively) of the formula need to be associated with a
probability of exceedence. Pilgrim and Cordery (1992) have stated that the design

-13-
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situation is exactly suited to the probabilistic approach of the rational formula and has
little similarity with the deterministic rational formula, and so the criticisms associated
with the deterministic approach are not necessarily valid for the probabilistic design
case. Alexander (1990) stated that as the catchment size increases the value of ¢
becomes more probabilistic than deterministic in its derivation. The probabilistic
approach to the rational formula has the same form as Eq. 2-2 but is defined more

specifically as:

Qy, = CofirryAI3.6 (2-3)

(TY(7c.T)

where Q) is the flood peak in m%s of recurrence interval (Rl) T-years, ¢, is the runoff
coefficient for a T-year event, jr,n is the T-year storm rainfall intensity in mm/hr of
duration equal to the time of concentration T, (hours) of the catchment and A is the

catchment area in km?>.

In this approach, the value of ¢y purports to transform a T-year design storm i, 5, of
duration T, into a 7-year flood peak Qq for a catchment of area A. The variable iy, n
can be determined, for a particular site, from suitable Intensity-Duration-Frequency
(IDF) relationships of design-storms. However, the estimation of the runoff coefficient
¢ remains the main source of uncertainty in the probabilistic application of the rational
formula. [t is the least precise variable of the rational formula, in spite of it being
bounded in the interval (0; 1), and suggests that a fixed ratio of peak runoff rate to
rainfall rate exists for the site, which in reality is not the case (Chow et al., 1988: 497). It
is the estimation of the design runoff coefficient of the rational formula that forms the
main focus of a review of this method (see Chapter 4). To this end, this research
investigated the calibration of the runoff coefficient, on past flood peak and flood
volume pairs for a number of catchments in South Africa, to assist with its
determination. The calibration of runoff coefficients on past floods is also the practice
that was adopted in Australia (Institute of Engineers Australia, 1987) where it was
shown that the use of calibrated coefficients in a probabilistic approach to the rational
formula could consistently provide flood estimates for catchments up to 250km?. In this
dissertation, the “data set” of runhydrographs (see Section 2.3.} produced by Hiemstra
and Francis (1979) was used to calibrate the coefficients in order to investigate the
probabilistic approach of the rational formula for selected catchments in South Africa.

-14 -



CHAPTER 2: Design flood prediction

In South African practice, the idea of calibrating the rational formula's runoff coefficient
is not new. Alexander (2002) proposed a new standardised regional flood estimation
technique called the standard design flood (SDF). This method is essentially a
probabilistic approach to the rational formula, as advocated by Alexander (1990),
utifizing calibrated runoff coefficients. The SDF method is based on the calibration of
the runoff coefficient against design floods determined from a frequency analysis, using
the LOG-Pearson-lll (LPII) distribution, of recorded events from a number of
catchments in South Africa. According to Alexander (2002), the SDF can be applied to
all sizes of catchments in South Africa, ranging in size from 10km? to 40 000kmZ.
Alexander has also suggested a standard design hydrograph for the SDF with a fixed
triangular shape that has a rising limb equal to the time of concentration of the
catchment T, and a falling limb equal to 27T, i.e. an effective time base-length of 37..
This idealized hydrograph is the same as that proposed by Rooseboom et al., (1981)
where it was noted that the runoff volume is greater than the proportionate part of the
storm rainfall that runs off during the time of concentration.

In an independent test, the average ratio of Alexander’s 50-year SDF flood peak to the
50-year LPINI flood peak was found to be approximately 210% (Gdrgens, 2002).
Alexander's method was designed {o be purposefully conservative and he states that
the over-estimates fall within the range of uncertainties associated within all design
flood procedures. However, Gorgens (2002) states that although the cost and
implications associated with a conscious over-design in terms of a bridge/culvert is
relatively minor, by contrast it is not acceptable for dam spillway design, where the cost
of the spillway is a significant component of the total dam cost. An average over-
estimate of 200% might render some projects infeasible. As such, Gorgens
recommends that the SDF should be seen as a conservative approach similar to that of

the regional maximum flood (RMF) method.

Conscious of this, the approach adopted in this investigation was slightly different in
that the calibration of the runoff coefficients was performed on past flood peak and
volume pairs (as offered by the runhydrograph method). It was anticipated that this
would yield coefficients that could, in a design situation, describe a complete design
flood hydrograph (peak, volume and time base-length). The methodology and results of
this investigation are described in Chapter 4 while the theory behind the runhydrograph
method is explained in Section 2.3. This particular investigation formed the basis for a
journal article (Parak and Pegram, 2006) which is included in Appendix B.

-15-
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2.3. The runhydrograph method

The runhydrograph method was developed by Hiemstra and Francis (1979) and was
based on earlier work by Hiemstra (1972, 1973 and 1974), Hiemstra et al. (1976) and
Francis {1979). It is based on the joint probability analysis of same-event flood peak
and flood volume pairs of recorded data from 43 catchments in South Africa (see Table
A1l in Parak and Pegram (2006) included in Appendix B). Hiemstra and Francis
discovered that the natural logarithms of the flood peak and its corresponding volume
were approximately normally distributed and well correlated, with a cross-correlation
coefficient with mean 0.78 and standard deviation 0.12 (a relatively narrow range

whose mode is 0.85).

Fig. 2-2 (from Hiemstra and Francis, 1979: 14) shows the natural logarithms of the
recorded flood peak and volume pairs plotted together with the contours of equal
probability density of a standardized bivariate normal probability density function {with a
cross-correfation coefficient of 0.85). The correlation of the peak-volume pairs can be
seen from Fig. 2-2 in that the plotted peak-volume pairs cluster around the 45° line in
an elliptical shape. Also shown in Fig. 2-2 (in the positive quadrant) are 10- and 100-
year return period exceedence probability contours (bold lines). The contours describe
the joint probability of flood peak and flood volume exceedence. The dashed lines
intersecting on the 100-year exceedence contour include an area in which the bivariate
probability density function integrates to 0.01. Thus, on average, 1% of the
observations will lie within this area, and within other areas of bivariate exceedence

similarly defined on the 100-year contour.

It is further evident from Fig. 2-2 that the exceedence contours are able to produce
“families” of hydrographs (peak-volume pairs) of equal probability of jointly being
exceeded, but of varying shape. These families can range from the marginal peak
{associated with any volume), to the “most likely” joint peak and volume pair through to
the marginal volume, each with an equal probability of joint exceedence. However, it
can also be seen from Fig. 2-2 that the plotted peak-volume pairs are very well
correlated. If the cross-correlation coefficient approaches unity, the minor axis of the
ellipse reduces to zero. Thus, although more than one combination of a peak-volume
pair exists that has the same probability of jointly being exceeded, the most likely
(modal) pair will be found at the intersection of the 45° line on the exceedence contour

(the point where the probability density is highest).
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equal density
lines

quadrant includes
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Figure 2-2. A standard bivariate normal probability density function, with a cross
correlation coefficient of 0.85, plotted with log-transformed observed flood peak-
volume pairs in probability space (from Hiemstra and Francis, 1979: 14). The
bold lines in the positive quadrant are the 10- and 100-year return period joint-
exceedence contours. The dashed lines include a quadrant to the upper right,
which on average will include 1% of the observations.

Fig. 2-3 shows the application of the runhydrograph method as suggested by Hiemstra

and Francis (1979) for design flood peak and volume estimation (for a cross-correlation

coefficient of 0.85). The numbers listed on the top right of Fig. 2-3 are the standardized

ordinates of the peak-volume exceedence contours for the selected recurrence

intervals. They describe the joint exceedence of the most likely peak-volume pair

(corresponding to line #1) through to the exceedence of the marginal peak

(corresponding to the vertical axis to the left of line #6). However, it is unlikely that a

peak-volume pair will occur on lines 4, 5 and 6 for this relatively high correlation, and

as stated above, the most likely (modal) pair will be found at the intersection of the 45°

line and the exceedence contour.
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Figure 2-3. Joint flood peak and flood volume exceedence contours, in probability
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CHAPTER 2: Design flood prediction

The reason for choosing the runhydrograph as the data set against which to calibrate
the runoff coefficients towards a probabilistic approach of the rational formula (see
Section 2.2.), is that the runhydrograph method summarises for a given catchment the
family of characteristic peak and volume discharges for a given recurrence interval.
This method was based on the frequency analyses by Hiemstra and Francis (1979} of
all rare hydrographs (which were carefully screened for reliability} in a continuous
stream flow record. Furthermore, these hydrographs were analysed independently of
rainfall input and catchment characteristics. Despite its apparent merit, this method is
unfortunately seldom used in design situations. However, it was felt that this set of
statistics would be valid to use for cafibration of the rational formula’'s runoff coefficient
for this research and the modal peak-volume pair was chosen for this purpose in order
to limit the number of variables. The details of this investigation are explained in
Chapter 4 and are sourced from Parak and Pegram (2008}, which is included in
Appendix B.

2.4. Chapter summary

Chapter 2 introduced the three approaches of design flood prediction, i.e. empirical,
deterministic and probabilistic, and three methods used to this end. Common difficulties
with two of the methods, namely the RMF and the rational formula methods, were also
discussed. These methods are reviewed in the Chapters 3 and 4 with the intention of
resolving these matters, namely:
* The association of a return period with the RMF.
* The addition of landscape parameters in improving empirically derived flood
peak estimates.
» The calibration of the rational formula’s runoff coefficient on runhydrograph
floods towards a probabilistic implementation of this method.
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CHAPTER 3

3. A REVIEW OF THE REGIONAL MAXIMUM FLCOD (RMF)

Chapter 2 introduced the RMF method of flood prediction. The RMF (Kovacs, 1988) is
an empirically derived upper limit flood peak that can reasonably be expected at a
given site. This flood is computed from an empirical equation, the Francou-Rodijer
equation (Francou and Rodier, 1967), based on the size of the catchment (area) and
on the caltchment’s location (a regional value that is indicative of the site’s flood
magnitude potential). It was further discussed in Chapter 2 that, in a design sftuation,
one is not able fo easily associate an exceedence probability with RMF-based flood
estimates. Kovacs (1988) estimated the return period of the RMF to be in the order of,
but greater than, 200 years (Kovacs, 1988: 19). However Gorgens (2002), in his review
of this matter, stated that the return period of the RMF is much larger than 200 years.
Thus, this method tends to be used by practitioners as an upper limit flood estimate.

This chapter describes the investigation info the estimation of a return period which
could be associated with the RMF-based flood estimate by simultaneously plotting the
floods determined from this method with probabilistically modelled floods for the same
calchments. Furthermore, this chapter also examines the extension of empirically
based methods (as a function of cafchment area only) through the inclusion of other
measures of the fluvial landscape. This was assessed by calibrating an empitical
equation for a catchment on landscape parameters. The equation was then validated
by comparing it with probabilistically modelled floods for the same catchments. Central
to both investigations is the use of flood records, which were statistically modelied
using the General Extreme Value (GEV) Distribution.

The study described here formed the core of a journal article (Pegram and Parak,
2004). This article also deftails additional investigations that were carried out in this
study concerning issues related to flood prediction, of which Chapter 3 is a summary of
the main outcomes. The atticle is included in its entirety in Appendix A.
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CHAPTER 3: A review of the regional maximum flood (RMF)

3.1. Methodology and resuits
3.1.1. Flood record modelling

The flood record database consisted of annual flood peaks from 130 catchments
across South Africa. This data was a subset of the actual records used by Kovacds in
the construction of the RMF curves (Kovaés, 1988) and had lengths of record ranging
from 9 to 76 years. This data set, although old (final year of record was 1988), provided
the starting point for this study. The return period associated with each annual peak
was computed using the Weibull plotting position (Weibull, 1939). This method was
used as it is considered as being more conservative than the Cunnane plotting position
(Cunnane, 1978); the Weibull plotting position associates a shorter return period with
its highest ranked flood than the Cunnane plotting position. The Weibull plotting

position is expressed as:

_N+1
r

T (3-1)

where T is the return period (in years), N is the length of record (in years) and r is the
rank of the flood peak; r = 7 for the largest peak.

Using Eq. 3-1, the return period associated with each annual peak of a catchment was
computed. Following the work of De Michele and Salvadori (2002) and Kjeldsen et al.
(2002), the probability distribution of these peaks was assumed to follow a Generalized
Extrerme Value (GEV) Distribution {Jenkinson, 1955). This distribution has the following
form:

Q =u+oy; (3-2)

where Qris the T-year return period flood peak estimate, xand ¢ are shift and scaling
parameters respectively and yr is the GEV reduced variate corresponding to a 7-year

)]

return period, i.e.
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CHAPTER 3: A review of the regional maximum flood (RMF)

where k is a shape parameter and 7T is the return period. When & = 7, the GEV
Distribution reduces to the Extreme Value Type 1 (EV1) Distribution (Gumbel, 1941).

The GEV Distribution was fitted to the observed peaks, by using the return period T
computed using Eq. 3-1 to calculate the reduced variate yr, and by fitting the rest of the
variables (shift, scaling and shape) by minimizing the sum of the squares of the
differences between the observed and the modelled peaks. Although the probability
distribution could have been fitted directly to the peaks, using the method of
moments or the method of maximum likelihood (instead of using a plotting position
to estimate the peaks’ probability value), the method adopted in this investigation
was thought to be simpler yet still valid.

This model of the flood data formed the basis with which to carry out the investigations
described. Some of these data and their distribution fits are presented in Table A1 {Part
3} in Pegram and Parak (2004} included in Appendix A.

3.1.2. Return period of the RMF

The RMF was estimated for 57 catchments for which both annual flood peak data were
available and modelled as explained in Section 3.1.1, and where the regional K-values
were obtained from Kovaés (1988). These were 15 catchments for Region 4.6, 30
catchments for Region 5 and 12 catchments for Region 5.2. The delineation of the
regions is shown in Fig. 2-1 (Kovacs, 1988). The method employed in this investigation
was to coaxially plot the 50-, 100- and 200-year probabilistically modelled floods with
that from the RMF (corresponding to the same regions and catchments). These were
plotted against catchment area as the independent variable as shown in Fig. 3-1. Since
the return periods of the modelled floods were known, the return period of the RMF
could then be visually estimated. The results for Regions 5.2, 5 and 4.6 are shown in
Figs. 3-1, 3-2 and 3-3 respectively, where the 200-, 100- and 50-year probabilisticalty
modelled flood magnitudes (Qzg, Qo0 and Qso) are represented by the thin solid line,
the dashed line and the doited line respectively. The RMF-based floods (Qgrue) are
represented by the thick solid lines.
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Figure 3-1. Determination of the return period associated with the RMF for Region 5.2.
The bold line is the RMF estimate (defined by the Francou-Rodier equation)
and the thin lines (dotied, dashed and solid} are trend-lines fitted to the 50-,
100- and 200-year floods estimated from a probabilistic analysis of recorded
annual peaks for catchments in Region 5.2,
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Figure 3.2. Determination of the return period associated with the RMF for Region 5
(description as per Fig. 3-1).
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Figure 3-3. Determination of the return period associated with the RMF for Region 4.6
(description as per Fig. 3-1).

From Figures 3-1 to 3-3, it is clear that the RMF is closest to the 200-year flood when
compared to the 50-, 100- and 200-year probabilistic flows. Table 3-1 summarizes the
trend-line equations and regressions from Figs. 3-1, 3-2 and 3-3. It can be seen in
Table 3-1 that the 200-, 100- and 50-year trend-line slopes are slightly flatter than the
RMF curves for all the floods in all the regions except one (Qs for Region 4.6). The
coefficients of determination (R%values) range from poor (0.34) to good (0.84),
appearing to improve for the more frequent floods and for the regions located further
inland (Region 4.6). However, despite some poor fits, the correspondence is generally
fair to good and provides an indication of the approximate magnitude of the RMF, i.e. it

is closely approximated in all three regions by the 200-year flood.

Table 3-1. Summary of the trend-lines from Figs. 3-1, 3-2 and 3-3. The coefficients of
determination (R*values) appears in parentheses.

Qrumr Q200 Qio0 Qso
Region 5.2 145A0% 269A%% (0.34) | 191A% (0.38) | 134A%% (0.41)
Region 5 100A%° 120A%44(0.51) | 77A"%*(0.63) | 45A%*(0.71)
Region 4.6 48A%% 55A%°1 (0.51) | 28A%(0.70) | 20A°% (0.84)
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As an extension to this investigation, an attempt was made to examine if the k-
parameter of the GEV Distribution could be regionalised using the regional description
of Kovaés' (1988) K-values. Despite the potential merit of this attempt, the results were
poor and there did not appear to be any relationship between the two parameters. This
result is shown in Fig. 3-4 where the k-parameter of the GEV Distribution for each
catchment is sorted using the RMF K-value for the catchments. Fig. 3-4 also shows the
standard errors associated with the mean k-parameter for each regional K. Although for
Region 5 the least error is observed, it must be noted that this region has the most
data. However the spread of the k-parameters in each region is large and the results

were not successiul,

Kovacs' Regional K
44 46 48 5 52 5.4

GEV Distribution Shape X

[~ —— — Mean
1
| ——— + st, grror

-1.2 - |
" —b— - st. error
. GEV k parameter

-1.6

Figure 3-4. Plot of the k-parameter of the GEV Distribution for each catchment against
the regional K-value of the RMF (Kovaés, 1988) for Regions 4.6, 5 and 5.2. The
mean GEV k-parameter together with its standard errors is also shown for each

regional K.

3.1.3. Inclusion of landscape parameters in empirical formulas

In this investigation an attempt was made to determine if other measures of the
landscape besides catchment area {such as mean channel slope, mean annual
precipitation, drainage density, catchment relief and ruggedness number) were able to
improve empirical equations based on catchment area only. In order to examine this,
an empirical equation based on area and some other landscape measure(s) was
calibrated on the probabilistic flows, modelled as explained in Section 3.1.1, for certain

catchments (calibration catchments). In order to validate the calibrated empirical
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equation, it was used to generate design flows for catchments not used in the
calibration exercise (validation catchments). These flows were then compared to
probabilistically modelled flows {see Section 3.1.1) of the validation catchments. The
extent to which the generated flows (from the empirical equations) mimicked the
probabilistic flows was adjudged on the strength of the coefficient of determination {R*-
value). The success, or lack thereof, of a calibrated empirical equation including
landscape parameters in addition to cafchment area, was assessed on the strength of
R?in validation when compared to this value (R?) when an empirical equation calibrated
on catchment area only was used. Thus, through a series of step-wise regressions it
could be determined if an empirical equation calibrated on catchment area only was

improved through the inclusion of additional landscape data.

To this end, landscape data were used from a study by Parak (2003) for 25 catchments
for which the peak discharges of the catchments were probabilistically modelled as
explained in Section 3.1.1. In his study, Parak (2003) captured morphometric data for
catchments across the country in an investigation into the relationship between floods
and landscape. Parak (2003) used already catalogued data, such as Petras and Du
Plessis (1987) and Kovacs {1988) and supplemented this with further data through
map work accessed electronically from Midgley et al. (1994). As mentioned earlier, the
following landscape data were used in this investigation: catchment area, mean
channel slope, mean annual precipitation (MAP), drainage density, catchment relief
and ruggedness number. These are listed in Table A1 in Pegram and Parak (2004),
which is attached in Appendix A. Typical catchment morphometry and its derived
geometry are shown in Fig. 3-5 (from Parak, 2003). Other parameters (such as the
various length measures of water courses and catchment perimeter} were not
incorporated in the formulation of the empirical equations since they are highly
correlated with catchment area {being indicative of size). Thus it was felt that these
parameters would not add more information compared to using cafchment area on its

own, hence they were omitted.
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2 | \

Height above sea level (m)
=

Zo

Area A1=A2

s S
e e

outlet

Distance along longest stream, L (km)

Mean river slope

Basin area 4 152 km*
Effective area 4152 km*
Longest watercourse | 181 km
Total stream length 1287 km
Basin relief 820 m
Mean river slope 0.00132
Shape factor A/A. 0.56

Time of conc. 47 h

Mean annual precip. 785 mm
Mean annual runoff 326 x 10°m”
Max. obs. flood peak | 1 220 m”/s
Representative period | 69 years
RMF K-value 4.6

Strahler basin order 4

Shreve magnitude 96

Drainage density 0.310 km/km*
Ruggedness number | 0.254
Bifurcation ratio 2.10

JA
e

Strahler basin order

Shreve magnitude

Figure 3-5. The Klip River catchment (represented by gauge C1H002) and basin
properties (derived from Petras & Du Plessis, 1987; Kovacés, 1988; Midgley et
al., 1990 and Parak, 2003). The definitions of the mean river slope, Strahler
basin order and Shreve magnitude are also shown. Reference should be made
to Pegram and Parak (2004) in Appendix A for the definitions of these and other

parameters.
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CHAPTER 3: A review of the regional maximum flood (RMF)

The flood and landscape data were randomly split into two groups, one for calibration
and the other for validation. Group 1 and 2 consisted of 13 and 12 catchments
respectively. The roles of these groups were also swapped, meaning that in the first
test Group 1 was used for calibration and Group 2 for validation, while in the second
test Group 2 was used for calibration and Group 1 for validation. The magnitude of the
flow rate that was used for calibration and validation was the 20-year flood because all
the flow records used here had observation periods greater than 20-years. It was also
argued that this flood would be the least likely estimate to be affected by fitting the
wrong probability distribution.

It is important to note that landscape data are sensitive to map scale; i.e. different
values of the parameters will be obtained at different scales. For example, the river
detail shown on a larger scaled map is much less than that which is shown on fine-
‘scaled maps. This has a direct influence on the magnitudes of the landscape
parameters. Measures such as total stream length, stream orders, drainage densities
and ruggedness numbers are all dependent on the scale of the map from which these
parameters were extracted. However, the use of finer scaled maps comes at the
expense of greater effort and time requirements for data extraction. In order minimise
comparative errors, Parak (2003) used uniform scaled maps (at 1:250 000) from
Midgley ef al. (1990) to extract data that are sensitive to scale.

In Parak’s study (2003), the most suitable formulation of an empirically based flood-
landscape equation was discovered to be a power-law relationship after studying
various literature, in particular Patton (1988). This took the form of:

Q,, =aA’ XY ... (3-4)
where Qg is the 20-year flood (used in this instance), A, X and Y are landscape
quantities and a, b, ¢ and d are parameters to be regressed from the data. The

formulation for the regression equation was to take logarithms of Eq. (3-4) and regress
using the linearised model:

log(Q,, ) = log(a) + b.log(A) + ¢.log( X))+ d.log(Y) (3-5)

Fig. 3-6 shows the calibration of an empirical equation defining the 20-year flood (Qz)
as a function of catchment area only. The R? statistic implies a strong relationship
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(0.86) and good fit. When this model (Qz = 24.6A%%"") is tested against the data
reserved for validation (shown Fig. 3-7), the fit is poor (producing a moderate R?
statistic of 0.54). These two statistics of R?, 0.86 in calibration and 0.54 in validation,
then became the target set against which to compare the improvement (or lack thereof)
of the empirical model through the inclusion of further landscape parameters. These

statistics (of the step-wise regressions) are summarised in Table 3-2.

Group 1 - CALIBRATION
10000
.
% . . [a=246a00"
' | FE=08%6 |
& .
S 1000
g .
3
[TH
100
100 1000 Aread gy 1000 100000
|

Figure 3-6. The 20-year flood (Qy) vs. catchment area for the calibration of an
empirical model. The number of catchments used here was 13.
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Group 2 - VALIDATION
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Figure 37 The éd&ear floods generated from the model calibrated in Fig. 3-6 vs. the
probabilistically modelled floods for the same catchments. The number of
catchments used in this validation was 12.

Table 3-2: Results of the step-wise regression of the model calibration and validation.
The numbers in parentheses flag the ranked “best fit” (based on the R’-value)
to the validation data.

R2
Group 1: calib. | Group 2: calib.
Group 2: valid. | Group 1: valid.

Area Calibration: 0.86 0.54

Validation: 0.54 (3) 0.86 (1)
Calibration: 0.87 0.57
Area and slope Validation; 0.53 0.72
Calibration: 0.89 0.55

Area and MAP Validation: 0.51 0.77 (3)
Area and drainage Calibration: 0.87 0.54

density Validation: 0.53 0.78 (2}
Calibration: 0.88 0.64
e vs Area and relief Validation: 0.56(1) 0.63
2 7= | Area and ruggedness | Calibration: 0.88 0.59
number Validation; 0.55 0.66
Calibration: 0.90 0.64
Area, slope and MAP | (1 iion: 0.50 0.39
Area, ruggedness Calibration: 0.92 0.60
number and MAP Validation: 0.52 0.64
Area, drainage density Calibration: 0.89 0.57
and MAP Validation: 0.48 0.53
. Calibration: 0.89 0.65
Area, relief and MAP |/ iation: 0.55 (2) 0.61

It is evident from Table 3-2 that the addition of landscape data as independent
variables in the prediction of floods does not appear to improve the flood prediction
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ability of the empirical model. This is drawn from the fact that the R%value does not
appeatr to significantly improve in validation of the empirical modeis (calibrated on area
and some other landscape measure) when compared to the area-based empirical
model (calibrated on area only). For example, when Group 1 was used as the
calibration set and Group 2 the validation set, the R’-values in calibration and
validation of the area-based model were 0.86 and 0.54 respectively. Thereafter, when
including other measures of the landscape in addition to area in the calibration and
validation of the models, the predictive ability of the additional landscape parameters
was witnessed to be small. This is evident in that the R’values in calibration and
validation of the model including additional landscape parameters did not improve
significantly when compared to 0.84 and 0.54 respectively (for the area-based model).
The best overall improvement (although slight) in R? for calibration and validation of an
empirical model was when refief was included with area (0.88 and 0.56 respectively). in
spite of a relatively high value of R? experienced in calibration of a model including
ruggedness number and MAP with area (0.92), the R*-value in validation was poorer
{0.49) than when area was used alone. When the roles of the groups were reversed,
i.e. Group 2 was used for calibration of the models and Group 1 for validation, the R*-
vaiues for calibration of the empirical models were poorer than this statistic in
validation. Despite this, it was still evident that models calibrated with area and some
other landscape measure faired poorer in validation than with modeis calibrated with
area only. Thus for both tests, i.e. for the first test where Group 1 was the calibration
set and Group 2 the validation set, and for the second test where Group 2 was the
calibration set and Group 1 the validation set, it seems that the best model of floods
and landscape is simply area-based. The probable reason for the fact that Group 1
seems stronger in calibration and validation than Group 2 is possibly due to the small
sizes of the groups {respectively 13 and 12 catchments) bearing in mind that the
groupings were a random choice process.

3.2. Discussion of results
3.2.1. Return period of the RMF

Probabilistically modelled and RMF flood estimates were plotted in Figs. 3-1, 3-2 and
3-3 against catchment area for three K-regions in order to estimate a return period that
could be associated with the RMF. It is evident in all three figures that the RMF curve
and the trend-line fitted to the 200-year return period flows closely approximate each
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other. However, mindful of the contents of Table 3-1, the lines are not parallel and, for
some of the regions, the trendlines have a poor fit with scatter observed, especially for
catchments with areas in the order of 1000km”. On further investigation, it turns out
that the outlying 200-, 100-, and 50-year probabilistic floods were skewed by large
flood peaks that were observed in a relatively short return period (between 20 and 30
years) for those catchments. Although this problem is not addressed here, it is

expected that with more data, the effect of the outliers will be diminished.

The result is that the plot for Region 5 (Fig. 3-2) is likely to be more representative of
the relationships than Figs. 3-1 and 3-3 as it contains more data. Referring to Fig. 3-2
and Table 3-1, the R%values for the trend-line fits of the Qug, Q100 and Qg flows range
from fair {0.51) to good (0.71} respectively. Although for the largest catchment, the
RMF-based flood estimates appear in Fig. 3-2 to be greater than the Qsq trend-line by
a factor of about 1.5, the estimates are all within the same order of magnitude. Based
on the resuits of this comparison for all three regions, it would be reasonable for design
purposes to assume the RMF to have a return period of the order of 200 years. To
ascribe longer return periods might cause “under-design” to become prevalent.

3.2.2. Inclusion of landscape parameters in empirical formulas

- The improvement of area-based empirical equations, through the inclusion of other
measures of the landscape, was examined by a series of step-wise regressions. Firstly
an empirical equation based on area was calibrated. This model was then validated
against probabilistically modelled flows. Further models were then calibrated and
validated, this time with the inclusion of landscape parameters. The improvement of the
area-based model was then examined based on the improvement of the R*value when
in calibration and validation of the new model. Table 3-2 summarises the R*-values for
these tests.

However, it must be noted that the effect of regionalization was ignored in this exercise
and all data used (25 stations) were pooled before random selection of the two groups.
The attempt to differentiate them by using their geomorphological characteristics via
step-wise regressions of the log of a power-law equation (Eq. 3.5) did not appear to
have any apparent skill {see Table 3.2).
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The conclusion that can be drawn from these tests is that the inclusion of landscape
parameters in addition to catchment area does not appear to improve the predictive
ability of empirical models when compared to the use of catchment area as the sole
independent variable of such models. This result is based on the negligible
improvement of the R’-value in calibration and validation when additional landscape
data are added to catchment area, as evidenced in Table 3-2. The results of this
exercise, based on the data available here, imply that the role of landscape in flood
production is minor and that the inclusion of landscape measures does not materially
improve flood prediction. It would seem that the use of catchment area is the simplest
and best of all measures in estimating flood magnitudes from empirical methods.

3.3. Chapter Summary

Chapter 3 investigated two issues with regard to empirically-based methods, namely
the exceedence probability of the RMF estimate and whether the inclusion of other
measures of the landscape (in addition to area) assist in improving the flood prediction
capabilities of area-based empirical models. In the first part of the investigation, it was
discovered that the 200-year probabilistically modelled flood closely approximates the
RMF-based flood for three K-regions tested. Thus it is concluded that in a design
situation, it would not be unreasonable to take the return period of the RMF as 200
years. In the second part of the investigation, it was discovered that the use of an area-
based model in estimating empirically-derived flood magnitudes provides sufficiently
good results and that the inclusion of other measures of the landscape do not improve

this model.
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CHAPTER 4

4. THE RATIONAL FORMULA FROM THE RUNHYDROGRAPH

In Chapter 2 attention was drawn to the fact that the runoff coefficient (c) of the rational
formula is the least precisely defined parameter of this method. In almost all design
situations, the estimation of the coefficient is subjective and left up to the experience
and judgement of the designer. As a consequence, this part of the dissertation focuses
on the calibration of the runoff coefficient on past flood records, following the
approaches used by the Institute of Engineers Australia (1987) and Alexander (2002).
However in this instance, the initiative was taken to calibrate the coefficients on a
catchmeni’s characteristic design flood peak and volume discharge (which is
independent of rainfall) for catchments in South Africa. This latter resource is offered by
the runhydrograph method of Hiemstra and Francis (1979), which was also introduced
in Chapter 2. It was expected that, in following this route, conclusions in respect of ¢
could be drawn from comparing the rational formula with a method that is independent

of rainfalf,

Chapter 4 presents the methodology and results of this research. This investigation
resulted in the publication of a journal article (Parak and Pegram, 2006) and is included
in Appendix B,

4.1. Methodology and results

The methods employed in this investigation were typical of those used in the derivation
of a probabilistic rational formula utilizing calibrated coefficients. The explanation that
follows is adapted from Pilgrim and Cordery (1992):

s Where a set of long and reliable record of flood data from a particular
catchment exists, a frequency analysis should be carried out on the observed
data to determine design values of flood peaks for a range of recurrence
intervals. In this study, T-year flood peak and volume pairs {Qr in m¥s and Vrin
m? respectively) for the modal runhydrograph flood was computed for each of
the selected catchments for return periods of 10-, 20-, 50-, 100- and 200-years.
These appear in Tables A2 to A6 in Parak and Pegram (2006} in Appendix B.
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As a result of this, values of B, the time base-length of the triangular

approximated hydrographs, were also computed.

A design formulia for the calculation of time of concentration T, must be selected
and used consistently throughout the derivation and use of this method. In this
study the Kirpich {1940) formula was used, following the lead of Petras and du
Plessis (1987}

T, = 0.0633[L% / 8] (4-1)

where T, is the catchment's time of concentration (in hours), L is the length (in
km) of the longest water course and S is the slope of the longest water course.

Design rainfall intensities, i, 1, for the corresponding time of concentration of
the catchment and recurrence interval, should be determined from a suitable
Intensity-Duration-Frequency (IDF) database. These were determined from
Smithers and Schulze’s (2003)' design rainfall data-base for South Africa.
These data also appear in Tables A2 to A6 in Parak and Pegram (2006)
included in Appendix B.

From the design flood peak and design rainfall data, values of ¢ (calibrated
runoff coefficients) can be back calculated by the following equation (adapted
from Eq. 2-3 in Chapter 2}

(4-2)

where ¢p is the calibrated runoff coefficient, Qr is the T-year design flood peak
in m%s (determined from the runhydrograph), i, is the T-year design storm
rainfall intensity (in mm/h) corresponding to the catchments time of
concentration T, and A is the area of the catchment {in km?). Values of cm
determined in this way appear in Tables A2 to A8 in Parak and Pegram {2006)
in Appendix B.

! A computer programme with a graphical user interface has been developed with this database
by Smithers and Schulze (2003) to obtain design rainfall depths for any location in South Africa.

software may be downloaded from the following website:

htip://iwww.beeh.unp.ac.za/hydrorisk/ and follow the “Design Rainfall’ option.

-35-


http://www.beeh.unD.ac.za/hvdrorisk/

CHAPTER 4: The rational formula from the runhydrograph

» The calibrated values of ¢y can then be regressed on any physical
characteristic of the catchment. In order to validate the calibrated coefficients at
ungauged sites, regional parameters with which to relate ¢ with return period
were sought. However, it is noted in Pilgrim and Cordery (1992) that the
probabilistic runoff coefficients determined for Australia did not show much
sensitivity to physical characteristics of a catchment. Mindfu! of this caution,

South African data were used in an attempt to find a relationship.

It is important to note that the values of ¢5; obtained in this manner are conditioned on
the use of a consistent formula for the calculation of 7. and a consistent database for
the derivation of the IDF rainfall relationships. A detailed explanation of each of the
~ steps listed above is given in the following sub-sections as well as the results of each

exarcise.
4.1.1. Streamfiow database

The streamflow database was sourced from Hiemstra and Francis (1979). The
statistics of the 43 catchments that were used by Hiemstra and Francis in their study
are listed in Table A1 in Parak and Pegram (2006) in Appendix B. As a point of
departure, runhydrograph data from this resource were combined with catchment
parameters from Petras and du Plessis (1987), namely area (A) and time of
concentration T, (based on the Kirpich {1940} formula). The number of catchments
from the Hiemstra and Francis database, for which T, values were available from the
Petras and du Plessis catalogue, reduced the number of available catchments for
calibration of the runoff coefficients to 29. These are listed in Table A2 in Appendix B
and formed the core data set on which the rational formula calculations were

performed.
4.1.2. Rainfall database

For each of the 29 catchments, a number of locations (depending on the size of the
catchment) were chosen along the main watercourse for which design rainfall depths
were obtained from Smithers and Schulze (2003). The output from this rainfall
database provides point rainfall depths {in mm) for durations ranging from 5 minutes to
7 days and for return periods ranging from 2 to 200 years at a spatial resolution of 1 arc
minute in South Africa. The mean depth for each catchment was computed and
thereafter the intensity, duration and frequency (IDF) relationships were computed by
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fitting a simple power-law function of storm duration to the mean rainfall depths,
following Pegram (2003a). For the selected recurrence intervals, these took the form

of:

» P (rainfall depth in mm) = ad®
» j{rainfall intensity in mm/hr) = ad™

where d is the storm duration in hours and &, b and ¢ (which equals b-1) are the fitted
power-law parameters. The mean intensity, corresponding to the time of concentration
T. for each catchment, was calculated from the power-law IDF relationships for the 10-,
20-, 50-, 100- and 200-year recurrence intervals — an example appears in Fig. 1 in
Appendix A. The parameters fitted to the rainfall duration, for the selected recurrence
intervals, are listed in Tables A2 to A8 in Appendix B. It was found that rainfall depth
scaled, on average, to the power of 0.238 of rainfall duration and thus rainfall intensity
to the power of -0.762 of rainfali duration with a standard deviation of 0.0419.

Area reduction factors (ARFs) were not used in this study to scale the point rainfall
depths into average depths over the catchment. Instead simple averages of rainfall
depths along a few points on the main watercourse within the catchment were used to
account for the variation in precipitation with position and altitude for large catchments.
ARFs were deemed not necessary based on the findings of Pegram (2003a), who
investigated the scaling properties of rainfall in South Africa and found that they could
be expressed as a function of three factors: the median one-day rainfall (which is a
function of location), a function of return period (the reduced variate of the general
extreme value (GEV) distribution) and a function of duration. He used this finding to
modify the intensity expression of the rational formula. The storm duration used by
Pegram was the catchment’s time of concentration 7. determined {(as in this study)
from the Kirpich (1940} formula. When this duration T, was plotted against catchment
area, it was found that the points clustered about a curve to which a power-law
relationship could be fitted. This was superimposed on the area reduction factor (ARF)
diagram, published in the Flood Studies Report (FSR, 1975). Pegram (2003a) found
that the Area vs. T; curve yielded an almost constant ARF value of 87% across the
FSR curve — see Fig. 2 in Appendix A. The implication of this is that, as long as the
precipitation intensity used in the rational formula corresponds to the time of
concentration of the catchment, the point rainfall is automatically scaled by a constant
ARF. It is fikely that the FSR’s ARF curves over-estimate the relationship in South
Africa, but the degree is likely to be due to climate (Pegram and Parak, 2004). Thus it
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is possible that the scaling behaviour will be maintained. However, in this case the
reduction factor would also automatically be absorbed into the fitted ¢-values.
Therefore, because ¢ is explicitly a function of T, it is therefore implicitly independent
of the ARF.

4.1.3. Calibration of the runoff coefficients

Based on Eq. 4-2, calibrated runoff coefficients were caiculated for the 10-, 20-, 50-,
100- and 200-year return periods for each of the 29 catchments. The rainfall and flow
data used were determined as explained in Sections 4.1.1 and 4.1.2. Table 4-1
contains a summary of the results. The complete set of results are given in Tables A2
to A8 in Appendix B.

The results showed that coefficients from 6 of the 29 catchments (marked with an
asterisk in column 1 of Table 4-1} produced results that did not increase in magnitude
with recurrence interval. As mentioned in Alexander {1990), an increase in ¢ with return
period is necessary to accommodate the known effects which also increase with return
period but are not accounted for in the formula’s calculation process. The main effect,
requiring this increase of ¢ with return period, is that the catchment is likely to be more
saturated at the start of a storm with a longer recurrence interval {(Rooseboom et al.,
1981). This initial saturation, caused by pre-event rainfall, is the main reason why one
can expect to obtain a higher percentage runoff with an increase in the recurrence
interval of an event. Alexander (2002) states that in many of the destructive events
observed, severe rainfall events were often preceded by above-normal seasonail

rainfall,
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Table 4-1. The results of the calibration of the c¢c-coefficient of the rational formula on
flood peaks from Hiemstra and Francis {(1979). Catchments marked with an
asterisk produced coefficients which decreased with an increase in return

period.
Lat. Long. | Cateh. Tiorrfae Calibrated c-coefficients
No. | Station River {deg. {deg. Arel? conc 10- 20- 50. 100- 200-
dec.) dec.} {kam"} T. (h)- vear year year year year

1 A2M0O3 | Hex 2577 | 27.28 494 64| 0301 03037 0304 0305 0.306
2 AZ2M12 | Krokodil 25.82 | 2792 2 586 18 | 0.089 | 0.093 | 0.095| 0.097 | 0.098
3 A3M0O1 | Klien Marico 2553 | 26.10 1002 87| 0084 0092 0104 0.113 | 0.123
4 B2M01 [ Bronkhorst. 2580 | 2877 1585 181 | 0210 0228, 0244 | 0.254 | 0.262
5 B4MO3_ [ Steelpoort 25.02 | 29.53 2271 196 | 0091 | 0102 0.112 | 0.125| 0135
6" B7M04 | Klaserie 2455 | 31.03 130 3.7 0234 0233 ] 0214 | 0227 | 0.224
7 C1M01 | Vaal 26.95 | 29.27 § 254 74| 0396 0419 | 0.444 | 0460 | 0476
8 C4M01_| Groot Vet 28.48 | 26.67 5504 34| 0368 0386 0409 | 0425 | 0442
9* [ CaM02Z | Vet 2785 | 2590 | 17550 111 0179 [ 0175 | 0170 | 0.167 [ 0.164
10 | C5M03 | Modder 29.17 | 26.58 1650 183 | 0419 0440 | 0458 | 0.469 | 0479
11_ | C5M04_ | Modder 28.85 | 26.18 5012 38| 0528 | 0592 | 0660 | 0.706 | 0.749
12 | C5M12 | Riet 2065 | 2598 2383 23| 0218 0235 0252 | 0.264 | 0.274
13 | C5M15 | Modder 28.80 | 26.10 6 545 43| 0280 ] 0302] 0325| 0.341) 0.355
14 | C7M01 | Renoster 2727 | 2718 5 255 57| 0236 | 0.300: 0379 0438 0.498
15 | D1IMOS_{ Oranje 3003 | 28501 10891 60 | 0261 | 0266 | 02/0| 0272 | 0274
16~ | DSMO1 | Renoster 31.65| 20.62 2129 27| 0263 0.264: 0264 | 0.264 | 0.264
17" | D5MO4 | Sak 3165 2177 5799 28 0130 0128 0.125| 0123 | 0.121
18 | E2M02_| Doring 32.50 | 19.53 5778 30! 0389 0420 | 0459 0487 0516
19 | HIMO6 | Bree 33.42 | 19.27 754 76| 0454 | 0457 | 0461 | 0464 | 0.463
20* | HIMO7 | Wit 33.57 19.15 83 24! 0814 | 0800/ 0.790 | 0.787 | 0.786
21 | H7M04 | Huis 33.92 | 2072 26 231 0278 03067 | 0336 0353 0.368
22 | J2M03 | Gamka 3353 | 21.65[ 1794 42| 0076 | 0.082| 0.080 | 0.0905| 0.099
23 | J3AM04 | Olifants 3348 | 23.03 4 330 23| 0163 0.180] ©0.194 | 0.200 | 0.205
24 | QIMO1 | Groot Vis 31.90 | 2548 9 150 18| 0.089 | 0097 | 0108 | 0.116 | 0.124
25 | Q9M10 | Groot Vis 33.22 | 2687 | 29376 108 | 0176 0227 | 0.282| 0318 0.349
26 | Q9M12 | Groot Vis 3310 | 2645 | 23041 85| 0113 | 0133 | 0.158 | 0.178 | 0.198
27* | T3M02 | Kinira 3048 | 28.62 2 100 26| 0.186 | 0172 | 0.156{ 0.145| 0.135
28 | W4A03 | Pongola 2742 | 31.52 5843 31| 0267 | 0278 | 0284 ! 0.285| 0.284
29 | W5MO05 | Hielo 26.83 | 3073 751 17.8 ] 0177 | 0193 | 0212 ] 02251 0.237

Values of ¢, for all 29 catchments, were then coaxially plotted with c-values from
Chow et al. (1988: 498) against return period in order to compare the coefficients
achieved in this study. This relationship is shown in Fig. 4-1, where the coefficients
from Chow et al. correspond to the *flat” slopes type (i.e. for ground slopes between 0
and 2%, since all the test catchments in this calibration exercise had slopes of less
than 2%). The values from Chow et al. (1988} are also for the three “undeveloped”
{rural) coverage types (i.e. cultivated Jand, pasture/range and forest/woodland). The
coefficients from Chow et al. (1988) are shown in Table 4-2 and were determined for
small rural catchments (i.e. less than 100km?) of Austin, Texas (USA).
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Figure 4-1. A comparison of the runoff coefficients ¢ from Chow et al. (1988: 498) with
those calibrated in this study ¢. The c-values plotted from Chow et al. are
shown in thick bold lines and extend from the 2- to 500-year recurrence
intervals.

Table 4-2. Runoff coefficients for use in the rational method for undeveloped (rural)
regions in Austin, Texas in the USA (from Chow et al., 1988: 498).

Runoff coefficients ¢
200-
Chamcter 2- | 5- | 10- | 25- | 50- | 100-| year |500-
—— year | year | year | year | year | year | (inter- | year
polated)
Undeveioped
Cultivated Land
Flat, 0 - 2% 0.31] 0.34 | 0.36 | 0.40 | 0.43 | 0.47 0.51 0.57
Average, 2-7% | 0.35]| 0.38 | 0.41 | 0.44 | 0.48 | 0.51 0.55 0.60
Steep, >7% 0.39| 042 | 0.44| 048 | 0.51 | 0.54 0.57 0.61
Pasture/Range
Flat, 0 - 2% 0.25|0.28| 0.3]0.34| 0.37 | 0.41 0.46 0.53
Average, 2-7% | 0.33 | 0.36 | 0.38 | 0.42 | 0.45 | 0.49 0.52 0.58
Steep, >7% 0.37| 04|042|0.46| 0.49 | 0.53 0.56 0.60
Forrest/Woodlands
Flat, 0 - 2% 0.221025( 028 0.31]|0.35| 0.39 0.42 0.48
Average,2-7% | 031034 |036| 04| 043|047 0.50 0.56
Steep, >7% 0.35/ 0.39| 0.41| 0.45| 0.48 | 0.52 0.54 0.58
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It is evident from Fig. 4-1 that the ¢-values obtained from this study are spread
around those of Chow et al. (1988), but are generally lower in magnitude. The ¢q-
values obtained from this study range from 0.084 to 0.786, while the values from Chow
et al. are between 0.28 and 0.57 (for the recurrence interval range of 10- to 200-years).
However, the scatter associated with the latter data set is not known and hence not
shown, so it is conjectured that they are curves fitted to the high side of the original
data.

Although the plot shown in Fig. 4-1 was initially performed purely for comparative
purposes, its result was eventually used in the validation exercise performed in Section
4.1.5. 1t turned out that the extension of the calibrated coefficients to ungauged
catchments proved very difficult (see Section 4.1.5), and hence it was decided to use
the runoff coefficients of Chow et al. (1988: 498) as an approximation of the calibrated

coefficients achieved in this study.

4.1.4. Hydrograph time base-length

The use of flood peak and volume pairs for calibration in this investigation, from the
runhydrograph method of Hiemstra and Francis (1979), was thought to have the added
advantage in that complete design flood hydrographs could be calculated from runoff
coefficients calibrated on this dataset. From the flood database computed for the
calibration exercise, hydrograph time base-lengths B for each of the return periods
were determined from the peak-volume pairs for each catchment. These base-length
values were then expressed as ratios to the catchment's time of concentration 7, for
each of the respective recurrence intervals (which, in terms of the rational formula, is
effectively a ratio to the hydrograph’s time to peak). The average ratio of B/T, for each
recurrence interval, was then determined and the results are presented in Table 4-3
together with their standard deviations. These results exclude three catchments whose
area is 130 km? or less, as they gave B/T, ratios in excess of 7. It is noted here that
there is an increase of base-length with recurrence interval, which means that the
volumes of the floods relative to the peaks, as modelled by the runhydrograph, also
increase with 7. The values in the third row of Table 4-3 show the proportion of floods
whose base-length B exceeds 37, which is the value suggested by Rooseboom et al.
(1981) and Alexander (2002), so that when T is 100, the proportion is approximately
one third.
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Table 4-3. The mean and standard deviations of the ratio of the hydrograph time base-
length B to the catchments’ time of concentration T, as a function of recurrence
interval T. The proportion of B/T; values above 3 in each interval is given in the
third row.

Recurrence interval 10 20 50 100 200
T {years)
Mean of B/T, ratios 192 206| 225| 240| 256
Standard deviation | 0.981 109 129 148 1.71
Proportion > 3 0.14 0.19 0.28 0.34 0.40

4.1.5. Validation of the calibrated runoff coefficients

The purpose of validation is to test whether the model operates in the manner for which
it was designed in “ways that were not explicitly built into the model® {Basson et al.,
1994: 168). Validation tests are necessary to convey confidence that the model works
as expected. In order to validate the cp-values achieved in calibration, it was
necessary to find some physical or regional descriptor(s) on which to regress the
coefficients. This was required so that the calibrated coefficients may be extended to

ungauged catchments.

Several regional descriptors were tested in combination with the ¢)-values to examine
if a relationship existed on which to regress the coefficients. Descriptors such as
catchment siope, mean annual precipitation (MAP), percentages of land coverage and
Kovaés' regional K-values (Kovacds, 1988) were tested. From these analyses, no
meaningful relationships between any of the descriptors tested and the ¢p-coefficients
were found. There were also no relationships found between parameters (multiplier
and exponent) of a power-law function fitted to the ¢p-values, as a function of
recurrence interval, and the regional descriptors. This result is in line with the
comments of Pilgrim and Cordery (1992) for conditions in Australia, where the
calibrated runoff coefficients did not show much sensitivity to catchment characteristics.
However, this does indicate that the ¢p)-values are essentially functions of T and T, as
conjectured. In light of the lack of dependency of the calibrated coefficients with
catchment properties, an alternative solution was sought in order to extend the

calibrated coefficients to ungauged catchments in validation.

Thus for the purposes of validation, it was decided to use the curves from Chow et al.
(1988: 498), given in Table 4-2 and shown in Fig. 4-1. It can be seen from Fig. 4-1 that

-42 -



CHAPTER 4: The rational formula from the runhydrograph

the calibrated coefficients are generally lower than those of Chow et al. and, knowing
that a practitioner will usually make a conservative choice, the latter coefficients were

then viewed as an appropriate set of curves.

Twenty one catchments which were not used in calibration {and for which flood records
were available) were selected for the validation exercise. These catchments ranged in
size from 126 km? to 24 044km?®. From a previous study (see Pegram and Parak (2004)
in Appendix A and Chapter 3), flood records were available and modelied {(using a
General Extreme Value (GEV) Distribution) for these catchments. The times of
concentration (7.) values were obtained from Petras and du Plessis (1987) and
representative design rainfall intensities from Smithers and Schulze (2003) as before.
These data are summarised in Table A7 (parts 1, 2 and 3) in Appendix B.

In order to obtain appropriate c-values from Chow et al. (1988: 498} for each
catchment, it was necessary to relate the land coverage type and slope of each
catchment with the descriptions of Chow et al. (see Table 4-2 above). These catchment
characteristics (land coverage and slope) are given in Petras and du Plessis (1987) for
each catchment. The land coverage types from this latter resource were catalogued as
forest, dense bush wood, thin bush wood, cultivated fand, grass and bare. At this stage
it then became necessary to relate each catchment's coverage type to the generalized
coverage descriptions of Chow et al. In order to easily accomplish this, two
assumptions were made. They were: 1) that the greatest percentage of land coverage
(the modai type) was representative of the entire catchment, and 2} the following
coverage types (from the descriptions of Petras and du Plessis and Chow et al.
respectively) were equivalent (shown in Table 4-4 below). It must be conceded that
these assumptions had the tendency to be crude.

Table 4-4. Equivalent land coverage types from the descriptions of Petras and du
Plessis (1987) and Chow et al. (1988: 498) for the catchments used in

validation,
Equivalent land coverage types

Actual catchment [and coverage, as c-coefficient fand coverages, as
described in Petras and du Plessis (1987) | listed in Chow et al. (1988: 498)
Forest ForestWoodland
Dense Bush Wood Forest/Woodiand
Thin Bush Wood Forest'Woodland
Cultivated Land Cultivated Land
Grass Pasture/Range
Bare Cultivated Land
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From the procedure described above, design flood peaks were obtained using the
rational formula method (Qgr) probabilistically, i.e. a function of catchment area, T-year
design rainfall (of duration equal to the catchment time of concentration) and the
corresponding T-year runoff coefficients from Table 4-2. These design flood peaks
were then compared with the statistically modelled flood peaks (Qggy), from the same
catchments, for the corresponding recurrence intervals. The results of this exercise, for
the 10-, 50- and 200-year recurrence intervals are shown in Figs. 4-2, 4-3 and 4-4

respectively and are summarised for all recurrence intervals in Table 4-5.

Table 4-5. A summary of the power-faw curves, of the form Qgr = aQgg/”, fitted to the
graphs of Qg vs. Qgev of Figs. 4-2 to 4-4 and others (not shown). Qg are the
flood peaks obtained from the probabilistically applied rational formula and Qggy
are statistically modelled flood peaks. The coefficient of determination (R°-
value) and the average ratio of Qge/Qgey for each recurrence interval are given
in the last two rows respectively.

Recurrence Interval
T (years) 10 20 50 100 200
Factor: a 5.44 5.10 517 5.75 7.03
Exponent: b 0.795| 0.798 | 0.785| 0.766| 0.735
R’ 0.751| 0.746| 0726 | 0699 | 0.657
Mean Qrd Qgev 1.84 1.64 1.42 1.31 1.21
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QRF = 5.44QGEVOJ‘35
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Figure 4-2. Plot in log space of the 10-year probabilistic rational formula flood peaks
Qgr versus the 10-year GEV modelled flood peaks Qggy.
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Figure 4-3. Plot in log space of the 50-year probabilistic rational formula flood peaks
Qrr versus the 50-year GEV modelled flood peaks Qgev.
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Figure 4-4. Plot in fog space of the 200-year probabilistic rational formula flood peaks
Qrr versus the 200-year GEV modelled flood peaks Qgev.

Afthough there is a fairly large scatter around the trend-lines in log-space in Figs. 4-2,
4-3 and 4-4, some conclusions can be drawn from this validation exercise, It is evident
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from these graphs that the estimated rational formula flood peaks Qg tend to be larger
than the GEV modelled flood peaks Qgsey, especially for the lower magnitude floods.
However, at the larger flows, (approximately 7000 m®/s) the trend-lines cross the 1:1
line. This tendency is also exhibited for the 20- and 100-year validation tests (the
results of which are not shown here) and is confirmed in Table 4-5 where the average
ratio of Qr/Qsev across all recurrence intervals is approximately 1.5 (reducing from
1.84 for T = 10 to 1.21 for T = 200). This observation is to be expected since the c-
values used to compute Qge in this exercise (from Chow et al. (1988: 498)), were
generally larger than the calibrated runoff coefficients obtained in this study {see Table
4-2 and Fig. 4-1). Although the coefficients of determination (R’-values) are
reasonable, the correlation is calculated in log-space and may disguise the fact that
some flow peak ratios are occasionally different by up to a factor of 5 (see Table A7,
Part 3 in Appendix B). As a consequence, the c-values adopted for this validation
exercise, from Chow et al., were treated as upper bound estimates, conceding that

although consistent, the method is prone to error.

4.2. Discussion of results
4.2.1, Calibration -

Calibration of the rational formula’s runoff coefficients, using runhydrograph fiood peak
and volume pairs of given recurrence intervals, was performed with the intention of
removing some of the subjectivity involved in this parameter’s estimation in the design
environment. Use was made of T-year flood peak and volume pairs together with 7-
year design rainfall intensities, as a function of the catchments time of concentration, in
order 1o obtain the coefficients. The results of this exercise produced calibrated runoff
coefficients, as a function of recurrence interval, which were scattered (see Fig. 4-1)
around published values from Chow et al. (1988: 498). The calibrated values, although
spread around the latter set of coefficients, were in general lower in magnitude {with
the exception of two catchments) and had gentler growths as a function of recurrence
interval. Although this result did not produce a good match, the calibrated coefficients
were sensible in magnitude. However, it was worrying to note that calibrated
coefficients from six catchments (of the original 29 used in this exercise) had a
tendency to decrease in magnitude with increasing recurrence interval. This deviation
from the norm is attributed to the fact that the flood runoff data {calculated using the
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runhydrograph method) had a gentier growth curve, as a function of recurrence

interval, than the design rainfall data.

Although some effort at regionalisation was made, it was also found that the fitted ¢-
values could not be regionalised and directly extended to ungauged catchments. This
result was in agreement with the conclusions of Pilgrim and Cordery (1993). Since the
fitted c-values (Fig. 4-1} were generally lower than those suggested by Chow et al.
(1988: 498), it was therefore decided to accept the latter values as upper bound
estimates for the purpose of validation, conscious of this discrepancy.

4.2.2. Hydrograph time base-length

It was initially thought that this investigation would be able to produce entire design
hydrographs (albeit in an idealized triangular form) from the rational formula since the
flood data used {from the runhydrograph method) described characteristic peak and
volume pairs for each catchment. It was hoped that the ratic of B to 7, (effectively a
ratio of B to the time to peak of a rational formula hydrograph) would be consistent and
that a particular outflow hydrograph could be prescribed with the use of this method.
However, the results (see Table 4-3) indicate that, firstly the average ratios are not
constant across all recurrence intervals and, secondly that the coefficients of variation
are quite high (they range from 0.51 to 0.66). Also, the results shown in Table 4-3
exclude three catchments of area less than 130km? as they gave ratios in excess of

seven.

However, several points are worth noting from this exercise. Firstly the base-lengths
are, on average, 2.25 times the catchments’ time of concentration across all recurrence
intervals. This result is somewhat less than the length of the hydrograph suggested by
Rooseboom et al. (1981) and Alexander (2002), which was 37,. However, Table 4-3
also indicates that a fair proportion of the calculated base lengths exceeded 37,. As
explained earlier, the hydrograph shape suggested by Rooseboom et al. {1981} was
not meant to maintain continuity, but was instead designed to be conservative. The
hydrographs derived in this study are thus expected to have a smaller base-length as
continuity is implicitly maintained; so the result is in line with expectation.

Secondly, the tendency of the base-length to increase with T is possibly due to the
method employed by Hiemstra and Francis {1879) in extracting their hydrographs and
the non-linearity of the rainfall runoff process (rainfall losses reduce with increasing

- 47 -



CHAPTER 4: The rational formula from the runhydrograph

recurrence interval). As depicted in Fig. 4-5, Hiemstra and Francis (1979) employed a
truncation levei for each catchment in order to extract independent hydrographs from
their continuous records of stream flows. Flood volumes were obtained by extrapolating
the rising imb and the recession limb of the discharge curves downwards towards zero
flow from the first point below the truncation level which showed a reversal in slope.
Depending on this level, a higher truncation level is likely to result in a reduction in the
modelled volume when compared to the actual volume of the flood event. Thus it is
likely that the base-lengths achieved in this study are smaller (as a function of T,) for
the smaller floods {more frequent events) than the base-lengths for the larger events,
thus exhibiting the trend in Table 4-3.

“Discharge

Truncation Level

\éxtrapolatiog ."-__

I

Time

Figure 4-5. The method employed by Hiemstra and Francis (1979) to extract
independent hydrographs from a continuous flow record, showing that a lower
truncation level is likely to provide a bigger volume.

Finally, it is interesting to examine the relationship between B and T, using a linear
rainfall-runoff model as a comment on the values appearing in Table 4-3. If a constant
(puised) input of rainfall of intensity / (in mm/h) on a catchment of area A (in km) lasts
for the time of concentration 7. (hours), the total volume of rain that falls is
V = 10004 T,A (in m3). The average rate of flow onto the catchment is 100074 (in
m’h) and the peak outflow Q must be a fraction of this, say a-7000-+A (m®°h), where
0 <a < 1. ais a factor related to the cioseness of the peak to its asymptotic value as
defined by its nearness to equilibrium. The base-length of the equivalent triangular
hydrograph is thus 8 =2Y/, = 2-T/a (in hours). !f there are no losses, the maximum
peak that occurs at T, can only be approaching equilibrium asymptotically, so & has to
be chosen close to 1. If a = 0.9, then it turns ouf that B = 2.2T,, which is close to the
average ratio (determined from Table 4-3 above), giving some support to the

consistency of these results.
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4.2.3. Validation

The validation exercise was necessary to test whether the calibrated coefficients
behaved in the probabilistic manner for which they were designed, i.e. to predict design
floods of magnitudes equivalent to those derived from a statistical analysis of flood
records from that site. However, since it was shown that ¢ was not dependent on any
physical properties nor region, c-values from Chow et al. (1988: 498), which are a
function of return period, catchment slope and land-use characteristics, were
substituted for the calibrated coefficients as approximate upper bound values. Based
on this substitution, the validation exercise was ultimately reduced to a test of whether
the c-values from Chow et al. {or possibly some other summary values) could provide
reasonable design flood estimates such as those obtained from a statistical distribution
(such as the GEV) fit to historical flood data.

The result of this exercise showed that the use of the substitute ¢-values from Chow et
al. produced flood peaks from the rational formula that were, on average,
approximately 1.5 times larger than floods estimated from a frequency analysis of
historical data (see Table 4-5 and Fig. 4-2, 4-3 and 4-4), a result which is consistent
with the c-values displayed in Fig. 4-1. The figures also show that the floods
determined in this manner had a tendency to overestimate the statistically derived
floods for lower flows and return period. This result is in line with expectation as the
substitute c-values from Chow et al. were adopted as upper bound estimates. Given
that, in order to make use of the coefficients of Chow et al., a crude matching of land
coverage types was performed (see Table 4-4), this result is relatively pleasing
especially since the catchments used in validation ranged in size from small {o large
(170 to 24000 km® — see Table A7 in Appendix B). However, the precision of the
method is of course still low (as indicated by the spread of results in Figs. 4-2, 4-3 and
4-4) and still relies heavily on the judgement of the practitioner.

4.3. Chapter summary

Chapter 4 presented a review of the rational formula, by attempting to calibrate the
most uncertain variable of the formula i.e. the runoff coefficient c. The results of the
calibration were reasonably encouraging, producing c-coefficients that were scattered
around, but generally lower than, those offered by Chow et al. (1988: 498), whose
precision is not known. It was discovered that the fitted c¢p-coefficients of this
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investigation did not show any variation with catchment characteristics, in line with
Australian experience (Pilgrim and Cordery, 1993). Hence validation of these values at
other sites was only possible through the substitution of c-values from Chow et al. as
approximate upper bound estimates of the fitted ¢mp-coefficients. In order to use the
values from Chow et al., a match of land coverage types was required. The results of
the validation were as expected, producing floods from the rational formula that were
on average 1.5 times larger than design floods estimated from a statistical analysis of
historical streamflow records. However, it is noted that the results displayed wide
scatter. Of lesser importance, it was discovered that the time base-lengths of the
derived triangular hydrographs of this investigation were approximately between 1.9
and 2.6 times the catchment's time of concentration, depending on the recurrence
interval of the flood. This result is lower than ratios suggested by Rooseboom et al.
(1981} and Alexander {2002). It can be concluded from the results of this investigation
that the probabilistic approach to the rational formula can be useful as a quick check
method for calculating flood hydrographs for large catchments as it is for small.
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CHAPTER 5

5. REAL-TIME FLOOD-FORECASTING USING RAINFALL-RUNOFF MODELS

This chapter is intended to briefly introduce the concepts associated with flood-
forecasting, namely in the use of rainfall-runoff models in simulating catchment
hydrology. The content presented in this chapter is not intended to be a comprehensive
review on the subject matter, but as a basis for the introduction of a physically-based
fully distributed rainfall-runoff model for real-time flood forecasting in Chapter 6.

As mentioned in the title of this chapter, this part of the research focuses on the
application of a rainfall-runoff model for real-time flood-forecasting. The simulation of
the rainfall-runoff process can be achieved through a variety of models which attempt
to mimic catchment hydrology at various time and spatial scales. The scope of this
research, with regard to these scales, is limited to catchments of area greater than
10km’ and time’s of concentration of 10 minutes and greater. The following sections
introduce the concepts dealing with hydrologic modelling of catchments, its

development and its application for this purpose.

5.1. Hydrologic modelling of catchments

A model is designed to be a tangible representation of a portion of the natural and/or
anthropogenic world. In an engineering context, “a model is a set of physical laws
written in mathematical terms and combined in such a way as to produce a set of
outputs from a set of known inputs” (Haan, 1985). A hydrologic model is an approach
which represents, mathematically, both the individual processes and all the interrelated
processes involved in the hydrologic cycle (Martina, 2004). Hydrologic models of
catchments are thus an assemblage of mathematical descriptions of components of the
land-phase portion of the hydrologic cycle.

The components are generally modelled based on the conservation of mass,
momentum and energy (physically based) or from a priori relationships (conceptual) of
the phenomena. Some of the processes modelled in this manner are inter alia
infiltration, evapotranspiration, groundwater percolation, unsaturated subsurface flow,
saturated groundwater flow, overland surface runoff and channel flow. Fig. 5-1 depicts
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typical processes of the hydrologic cycle. Some of the land-phase processes of the
hydrologic cycle simulated in catchment models, such as infiltration, percolation,

surface runoff and evapotranspiration, are also evident.
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Figure 5-1. Typical processes of the hydrologic cycle (http://www.cet.nau.edu/
Projects/SWRA/research.html).

5.1.1. Development of hydrologic models

The development of fully integrated catchment models only gained impetus during the
middle of the 1960'’s, as explained by Singh and Woolhiser (2002). The 1960’s saw the
onset of the digital revolution, which made possible the integration of different
components of the hydrologic cycle for the simulation of the entire catchment. Prior to
this, hydrologic modelling involved the development of concepts, theories and models
of the individual components of the hydrologic cycle. The first attempt to “model
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virtually the entire hydrologic cycle” (Singh and Woolhiser, 2002) was made by
Crawford and Linsley (1966) with the Stanford Watershed Model (SWM), which was a
conceptual and lumped (semi-distributed) catchment model. The “blueprint” for a fully
integrated, physically based three-dimensional model was proposed by Freeze and
Harlan (1969) which included precipitation, surface runoff, porous media flow, open
channel flow, the interaction of groundwater flow with channel flow and
evapotranspiration. The 1970's and 198('s saw the introduction of remote sensing and
geographical information systems {(GIS) for data acquisition and management in
catchment modelling. Singh and Woolhiser {2002) explain that little advancement was
made through theoretical insights since the “blueprint” of Freeze and Harlan (1969).
This maodel could not be implemented at the time because of computational and data
limitations. Instead, many of the advancements made in this field since the 1970’s are
due to the introduction of new measuring techniques and through the phenomenal

development of computational facilities.
5.1.2. Concepts of hydrologic models
{(a) Conceptual vs. physically-based models

Catchment models can be either classified in one of two ways, i.e. conceptual models
or physically-based models. A model is said to be conceptual if it conceives of a
system in which important hydrological processes are idealized (Schulze, 1995). Given
reasonable a priori relationships, such as empirical representations, conceptual models
simulate the physical reality in a simplified manner. By contrast, a model is deemed to
be physically-based if the simulated phenomena of the hydrologic cycle are
represented by governing equations which are deeply rooted in an understanding of
the physics of the hydrologic cycle (Martina, 2004), for example through the
conservation of mass, momentum and energy equations. The input variables of
physically-based models should be physical quantities obtainable from direct

observation or field measurement.
(b} Lumped vs. distributed modelling

Models can further be classified according to the spatial scale at which the processes
are simulated, i.e. lumped or distributed models. A distributed model attempts to create
a more faithful representation of reality by including the spatial distribution of the

phenomena modelled. If the spatial detail is ignored, a model is said to be lumped.
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Distributed models have the ability to predict the spatial trend of the hydrological
conditions within a basin (Martina, 2004). By contrast lumped models are only able to
produce outputs from inputs and no detailed insights into the internal distribution of the

modelled processes are gained.

The idea of physically-based fully distributed models being a better approximation of
reality than conceptual models was proposed by Freeze and Harlan {1969). However,
Martina (2004) points out that there has been much debate on whether physically-
based distributed models are feasible. These models require huge volumes of data and
furthermore, as argued by Morel-Seytoux (1998), the nature of the phenomena
modelled embodies both the elements of chance and the descriptive laws of physics.
Therefore, excessive description at one scale is lost through the process of integration
and averaging. However, a fully distributed physically-based modei is necessary fo
gain a better understanding of the internal structure of the phenomena modelled. The
challenge of physically-based distributed modelling is that the spatial and temporal
considerations of modeliing these processes need to be balanced with the
computational burden of simulating the fully three-dimensional dynamics of catchment
hydrology. Inevitably a few approximations of the governing laws, without affecting the
physical meaning of the model, are necessary for mathematical tractability {Martina,
2004).

(c) Data requirements

The type of model to be built depends on the intended use of the model and the data
available. Data requirements can be grouped into six categories and the data required
in each category are listed in Table 5-1; the data are not specific to any particular
model or model type. They are intended to show the general requirements associated
with catchment modelling and any particular model may not require all of the data
listed.
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Table 5-1. General data requirements for catchment models (from Singh and
Woolhiser, 2002).
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(d) Data acquisition and manipulation

Distributed models require large quantities of data that need to be stored, retrieved
managed and manipulated (Singh and Woolhiser, 2002). Through the use of remote
sensing technology (radar and satellite) and geographical information systems (GIS),
the ability to observe and map data over large spatial and temporal ranges is vastly
improved. Together with the computing capability currently available, the development
of fully distributed physically-based models is practically feasible.
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{i) Remote sensing

Remote sensing uses measurements of the electromagnetic spectrum to characterize,
infer properties and in some cases actually measure infer afia the magnitude and
spatial distribution of meteorological inputs, soil and land-use parameters and the
mapping of spatially varying landscape attributes. This technology goes a long way to
alleviate the scarcity of data and provides the data in sufficient spatial detail, which was
one of the greatest problems in the distributed hydrologic modelling of catchments
{Singh and Woolhiser, 2002).

The use of remote sensing technology for real-time flood forecasting is important since
meteorological inputs such as precipitation, or pedoiogic inputs such as soil moisture,
vary temporally and spatially. Real-time applications of satellite and radar give an
almost instantaneously available picture of where the precipitation is occurring in fine
detail over a large area (Pegram and Sinclair, 2002). Examples of radar and satellite
precipitation estimates are shown in Figs. 5-2 and 5-3. Fig. 5-2 shows a radar image of
rain depth (mm) accumulated for the 24-hour period from 08:00 21/06/2005 to 08:00
22/06/2005. This image was taken from the South African Weather Services (SAWS)
Woebsite (http://metsys.weathersa.co.za/simar-archive.html) and superimposed on a
digital elevation modei (DEM) of Southern Africa (HYDRO1k, 1996). Fig. 5-3 shows a
satellite image (from Pegram et al., 2005) of rain depth (mm)} accumulated for the same
24-hour period of Fig. 5-2 taken from the Meteosat-8 Satellite. This image is also
. superimposed on the DEM as before. The rainfall resolutions shown in Figs. 5-2 and
5-3 are 1km and 1.6 km square (which is approximately 1 arc-minute at this latitude) for
the radar and satellite images respectively while the resolution of the DEM is 1km
square.
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Figure 5-2. A radar image of rain depth (mm) accumulated for the 24-hour period from
08:00 21/06/2005 to 08:00 22/06/2005 (http://metsys.weathersa.co.za/simar-
archive.html) superimposed on a digital elevation model (DEM) of Southern
Africa (HYDRO1k, 1996).
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Figure 5-3. A satellite image of rain depth (mm) accumulated for the 24-hour period
from 08:00 21/06/2005 to 08:00 22/06/2005 taken from the Meteosat-8 Satellite
(Pegram et al., 2005) superimposed on a digital elevation model (DEM) of
Southern Africa (HYDRO1k, 1996).
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The spatial extent of the precipitation captured by the satellite and radar depicted in
these Figs. 5-2 and 5-3 can be seen to be different. This difference highlights some of
the errors associated with such measurement techniques, and no one technique can
be taken to be the truth. In the example of Fig. 5-2, the altitude of the rainfall, especially
at the coast, was too low to be captured by the radar's beam and secondly there is
evidence of ground clutter (dark pixels} in the image. Thus it becomes necessary to
combine the different precipitation estimates from remote sensing with block-Kriged
telemetering raingauge data, which is taken as being the most representative of the
truth, in order to obtain the “best” estimate of precipitation. This can be achieved using
Bayesian combination (Mazzetti and Todini, 2002) or conditional merging (Pegram et
al,, 2005) and the product of this then becomes the input for real-time catchment
models.

A further application of this technology is in the spatial mapping of landscape attributes.
Different sensors of the electromagnetic spectrum are able to detect and/or measure
(directly or indirectly), with a range of precision and scales, different properties of the
landscape such as inter alia clouds, land-use, soil and vegetation characteristics,
geology, temperature, soil moisture and water vapour. With reference to Table 5-1,
many of the properties measured through remote sensing are essential, depending on
the application, in the distributed modelling of catchments.

(ii) Geographical Information System (GIS)

A GIS is a computer-based system designed for retrieving, analyzing, manipulating,
modelling, presenting and disseminating geographically-based data. it is an electronic
system of maps connected to tabies of data that describe features on maps (Dodson,
1992). A GIS enhances one's capability to incorporate spatial details in hydrologic
models of catchments and has become an indispensible tool in the representation of
the three-dimensional nature of landscape features in two-dimensions.

There are a number of ways of describing landscape features in a GIS. Features can
be described discretely, using points, lines and polygons (vector-based GIS), where the
coordinates, spatial relationships and characteristics of the features are recorded in
relational tables. Vector data are well suited to recording geographic data that have
precise locations (Chilufya, 2005). Alternatively, it is very useful for modelling
applications to store information about geographic features that vary continuously over
a surface, such as elevation data. Raster-based GIS is used for this and records spatial
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information in a regular grid or mairix as a set of rows and columns (Chilufya, 2005).
The size and shape of the grid cells are uniform, to which numerous landscape
attributes can be attached, and the geographical location of each cell is known
{Dodson, 1992). Since the attributes within each cell are assumed homogeneous, the
accuracy of raster data is highly dependent on the resolution of the grid cell. The pixel
(grid cell) format of digital remote sensing data makes raster-based GIS an ideal
platform from which to manage and analyse this source of data (Dodson, 1992 and
Engman, 1992).

Geomorphological information is an important ingredient in the accurate modelling of
catchment hydrology (refer to Table 5-1). Prior to 1980, the main source of this
information was contour mapping. Today, digital elevation models (DEMs) are used
which are able to automatically extract the topographic variables required, such as
basin geometry, stream networks, slope, aspect, flow direction, etc. (Singh and
Woolhiser, 2002). A DEM is a raster-based representation of elevation data, i.e. itis a
two-dimensional array of heights sampled above some datum that describe a surface.
In many catchment models, as well as being a main source of topographic information,
the pixel or grid cell of a DEM forms the primary processing unit for hydrological
computations. Figs. 5-2 and 5-3 show, as the green background, a DEM of Southern
Africa produced by the United States Geological Survey (USGS) at a resolution of 1km
square (HYDRO1k, 1996}, over which the radar and satellite precipitation images were
superimposed using ARCGIS™ (a GIS software platform).

(e} Model scale

A successful catchment model must be able to reasonable duplicate two major
hydrological processes occurring on the catchment, namely the conversion of rainfall to
runoff and channel routing (Pegram and Sinclair, 2002). Many of the important
phenomena simulated in physically-based distributed models, such as the process of
infiltration for the conversion of rainfall into runoff, are described by means of balance
equations in terms of the conservation of mass, momentum and energy at a point and
an instant. In order to ensure compatibility between the observed input data and the
governing equations, these point-scale equations need to be integrated to a finite scale
dimension, since in general distributed catchment data are only available at finite
dimensions. This upscaling, via integration, is an important link in converting the
differential equations defined at a point into integral equations defined over volumes.
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An important consideration at this juncture is the size of the grid dimension within which
the physical meaning of the governing equations are still valid. Many models use the
- pixel size of a DEM as the primary processing unit. However, there has been much
debate over whether the integration process preserves the physical-nature required in
such models. As the size of the cells increases, the representative cell parameters tend
to lose their physical meaning and become stochastic in nature. Wood et al. (1988)
investigated the existence of a Representative Elementary Area (REA} which they
defined as the minimum area within which “implicit continuum assumptions ¢an be
used without knowledge of the patterns of the parameter values, although some
knowledge of the underlying distributions may still be necessary’. This means that
within each element, the variability of the parameters (parameter distribution) can be
ignored and the element’s characteristics can be considered relatively homogeneous.
An assumption made at this scale is that the physical processes can still be
represented in a deterministic way, as opposed to stochastic. Wood et al. (1988) found
the REA to be strongly influenced by topography, but its upper limit approximately
equals 1km?. Predictions from areas greater than this size were insensitive to the
variability of parameters and therefore an REA of tkm? can be considered as the
primary spatial unit.

Martina (2004) investigated the effects of integrating over the grid cell the process
equations defined at a point for a fully distributed physically-based catchment model,
i.e. the TOPKAPI model, which is introduced in Chapter 6. There were two issues that
he looked at regarding this, namely the validity of the numeric method adopted to
perform the integration and, secondly, the question of whether average parameters at
the grid scale (which is necessary to ensure compatibility between the input
parameters and the governing equations) are able to maintain physical meaning. In the
first instance, it was found that the numerical solution of the flow equations adopted by
the TOPKAPI model for the integration was valid up to an order of 1km? when
compared to the “correct” solution offered by the characteristic line method. In the
second instance, it was also found that the spatial distribution of the parameters within
the grid cell can be averaged up to the order of 1km®. The result is in line with the
findings of Wood et al. (1988) and suggests that, for the TOPKAPI model, “the
approximations involved by the integration of the governing equations and by the
consequent parameters averaging are acceptable” (Martina, 2004) at a grid resolution
of up to 1km square. This REA size will be adopted in the sequel.
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{fH Model computations

Many of the important processes in catchment modelling, such as the process of
infiltration, are non-linear in nature. The governing non-linear differential equations at
the finite grid scale may, in many instances, require a numerical or a pseudo-analytical
solution. In a physically-based fully distributed mode!, such a solution only adds to the
computational burden inherent in many models. A fundamental requirement of an
online real time flood forecasting model is that it must be computationally efficient.
Such a requirement has put the “feasibility” (Martina, 2004) of many physically-based
distributed models in doubt and accounts for the popularity of model simplification (i.e.
conceptual models). However, with the phenomenal computing power available today,
the acquisition of suitable solutions is deemed not an obstacle to physically-based

distributed models which are believed to represent reality more truthfully.

5.2. Chapter summary

In order to exploit the type and quality of data currently available, models for real-time
flood-forecasting need to be physically-based and distributed. The computing
capabilities also currently available make these types of models computationally
sensible and efficient for this purpose. This chapter has introduced the concepts
applicable to the subject matter and is the forerunner to the next chapter, where the
TOPKAPI model, a fully distributed physically-based model is introduced and
explained.

For the purposes of this research, the TOPKAPI model was chosen as the model to be
used for the representation of the hydrologic phenomena of a catchment. The ultimate
aim of the application of this model is for real-time flood-forecasting. However, being a
fully distributed physically-based model, the application of such a model is able to
represent the spatial trend and provide insight into the internal sfructure of the
hydrologic phenomena of a catchment, for example for the calculation of soil moisture.
Thus, such a model has a wide range of fields to which it is applicable. The TOPKAPI
model was chosen for this purpose as it was considered to be superior to other models

based on the fact that:
o itis afeasible fully distributed model, where the differential equations describing
the physical processes of subsurface flow, overland flow and channel flow,
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have been carefully integrated up and shown to be valid up to a grid resolution
of 1km square, and

it is also physically-based, where the input parameters, of which there are
relatively few (seven), can {as claimed by its authors, Liu and Todini, 2002} be
directly obtained from remote sensing and geographical information systems
(GIS).
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6. TOPKAPI MODEL

Chapter 5 introduced the concepts associaled with the real-time application of a
rainfall-runoff model for flood forecasting. The need for truly physically-based fully
distributed models was demonstrated in order to exploit the data and the computing
facilities currently available. Several key concepts with regard to such models (fully
distributed physically-based) were also discussed, namely the scale at which the
physical nature of the phenomenon modelled is preserved, the computational burden of
such models and the role that geographical information systems (GIS) and remote
sensing play with regard to the supply and management of data required by the
models. '

To this end, the TOPKAP! model, a fully distributed physically-based hydrologic
cafchment model, was chosen for focal application in a well instrumented catchment,
i.e. the Liebenbergsviei catchment. Since this model is novel to South Africa, this
chapter provides an in-depth description of the model, its operations and its data
requirements. The content contained in Chapter 6 is the result of an intensive
dissection of disparate sources of literature on the model and the systematic
combination of this information into a coherent whole. Through this literature study,
various issues related to the model and its application are identified. These issues,
such as the proportioning of channel flow, the local estimation of evapotransipiration
and the solution of the non-linear differential equations describing the three stores of
the model (soil, overland and channel store respectively) were either not clearly
explained in the literature, or not suited to local conditions. These issues were either
resolved or left for a follow-up study with recommendations, where it was deemed to be
beyond the scope of this research. The contribution of Chapter 6 fowards the aim of
this research is the laying of a clear theoretical basis from which the model can be
easily applied. Chapter 7 deals with the test application of the model. The primary
sources of information, which were used to gain an understanding of the TOPKAFPI
model, were: Liu and Todini (2002), Bartholmes and Todini (2003), Martina (2004) and
MUSIC Final Report (2004).
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6.1. Description of the TOPKAPI model

TOPKAPI is an acronym which stands for TOPographic Kinematic APproximation and
Integration and is a physically-based distributed rainfall-runoff model. The model
consists of five modules; a soil module, an overland module, a channel module, an
evapotranspiration module and a snow melt module. A groundwater module is not
incorporated in the current set-up of the model. The reason presented for this, as
explained in Liu and Todini (2002), is that the response time for the percolation of water
through the thick layer of soil separating the saturated {groundwater) and unsaturated
{soil water) zones is relatively long. Hence the flow in the saturated zone shows no
significant response from one storm event to another and can be assumed to be almost
constant in time. However, the developers of the model plan to add a groundwater
module for future enhancement of the model so that it can simulate all the hydrologic
processes of a catchment (Liu and Todini, 2002}. '

The TOPKAPI model functions on the three main modules of soil, overland and
channel in each processing cell, which is taken as the pixel of a digital elevation model
(DEM). Each of these modules act as storages within a cell, receiving input and
discharging output; the behaviour of the storages are described by structurally simiiar
non-inear differential equations, The soil store is the regulatory storage of each cell,
where its water balance determines the activation of the overland store. All precipitation
input to a cell is infiltrated into the soil store. The overland store is activated upon the
saturation of the soil store and both outflows from the soil and overland stores of a cell
contribute a proportionate amount to the channel store of that cell. The remainder of
the soil and overland outflows infiltrates into the soil store of the downstream cell while
the channel outflow feeds the channel store of the downstream cell directly.
Evapotranspiration is subtracted as a loss in each time step from the soil store of a cell.
The non-linear differential equations describing each of the soil, overland and channel
storages are derived by combining the momentum and continuify equations which
describe the flow and storage of water. The non-linear siorage equations are
formulated by simplifying the momentum equations describing soil water flow (Darcy
Law — see Section 6.1.2) and overland and channel flow (Saint-Venant Equation — see
Section 6.1.3) through the application of the kinematic wave model. Darcy's Law
describes flow in an unsaturated porous medium and the kinematic wave model
assumes that the phreatic surface is equal to the topographic surface and that the
effects of suction pressure are negligible in relation to gravity. The Saint-Venant
Equation describes one-dimensional unsteady open channel flow and the kinematic
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wave model assumes that all other forces acting on a control volume are negligible
when compared to the effects of gravity and friction alone. These points are explained
in detail in Sections 6.1.2 and 6.1.3. The two further modules, evapotranspiration and
snow melt, are computed in the original TOPKAPI model as functions of temperature,
the former using the radiation method of Doorenbos and Pruitt (1977), while the latter is
also driven by a radiation estimate based upon air temperature measurements. The

snow melt component of the TOPKAPI model is ignored in this research.

Thus through the combination of the continuity equation and the simplified momentum
equation describing the flow and storage of water at a point, the resulting differential
equations are then infegrated in space to the finite dimension of a cell. The result is the
non-inear differential storage equations which have been shown to have similar
analytical solutions {Liu and Todini, 2002). The input parameters are directly obtainable
from DEMSs, soils maps and landuse maps for each cell of the catchment, in terms of
slope, soil permeability, roughness and topology (Liu and Todini, 2002). The main
advantage of the TOPKAPI model over other physically-based distributed models is
that the physical nature of the governing equations and state variables are preserved in
the integration process, albeit as averages, up to a grid scale of 1 km square {(Martina,
2004. 76 and Martina et al., 2005). This satisfies the Representative Elementary Area
(REA) criteria of Wood et al. (1988), referred to in Section 5.1.2 {(e).

The objective of this research is in the real-time application of a rainfall-runoff model for
flood-forecasting. The TOPKAPI model was chosen for this purpose as it was
considered to be an appropriate model based on the following:
» itis fully distributed; the spatial range of the grid cell discretization within which
the model is valid is up to 1km (Martina, 2004: 76), _
+ it is physically-based where the input parameters can be directly obtained from
remote sensing and geographical information systems (GIS}, and
o there are relatively few (seven) input parameters for a distributed model of

which only three or four are typically used for calibration.

However, it must be noted that although the TOPKAPI model has been described as
physically-based, and as such the input parameters should require no calibration in
theory, Liu and Todini (2002) suggest that a calibration of parameters is still necessary.
They maintain that the calibration of the model, which is “more an adjustment’
achieved through simple trial and error methods, is still required because of the
uncertainty of the information on topography, soil characteristics and land cover and
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also because of the approximations introduced by the scale of the parameters

representations. This is explained further in Section 6.1.7.

The major advantage in the application of a distributed model is its ability to represent
the spatial behaiviour of the phenomena modelled. However, in many applications,
such as modelling the terrestrial - atmospheric flux, with Global Circulation Models
(GCMs), models are required to represent phenomena at larger scales where the
discretization schemes are based on grid sizes of hundreds of kilometres. The
TOPKAPI model, although being a comprehensive distributed rainfall-runoff model, can
also be applied in a lumped form to represent hydrologic processes at a basin level.
This is achieved by using the distributed model to identify the mechanisms governing
the dominant processes in the conversion of rainfall into runoff in order to obtain a “law
underpinning the development of the lumped model” (Liu and Todini, 2002). it is shown
in Martina (2004: 96) that the physical nature of the model is still maintained at the
lumped scale, although the governing equations no longer have local meaning, but
summarise local properties in a global manner where the input parameters represent
basin averages. The application of the TOPKAPI model in lumped form is an option
which is not explored in this research. The following sections explain the structure and
methodology of the distributed TOPKAPI model by giving relevant background theory,
expanded from the parent publications, where necessary.

6.1.1. Model assumptions

The TOPKAPI model is based on five fundamental assumptions. The reasoning behind
each of the assumptions will become clearer as the explanation of the model is
expanded in the sections that foliow. Each assumption (appearing in italics) is quoted
directly from Liu and Tedini (2002) which is then followed by an explanation:

(1) Precipitation is constant over the integration domain, i.e. namely the single
grid cell or pixel. Precipitation estimates from remote sensing
measurements are raster-based and presented in pixel format, where the
properties, such as rainfali, are uniform in each pixel during the temporal
integration interval. If raingauge data are used, suitable averaging
techniques of these point estimates have to be performed in order to
acquire the data at the required finite pixel resolution. One such technique
that could be used for this purpose is Block Kriging.
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(2) All precipitation falling on the soif infilirates into it, uniess the soil is already
saturated in which case the input precipitation will become overfand flow
directly. This is referred to as a Dunne mechanism (Dunne, 1978), or
saturation excess mechanism, for the formation of overland flow.

(3) The slope of the groundwater table coincides with the slope of the ground,
unless the latter slope is very small (.e. < 0.01%). This constitutes the
fundamental assumption of the kinematic wave model, and justifies the use
of the kinematic model for unsaturated horizontal subsurface flow.

(4) Local transmissivity, like horizontal subsurface flow in a cell, depends on
the fotal water content of the soil. This requires the integration of the soil
water content profile in the vertical.

{5) Saturated hydraulic conductivity is constant with depth in the surface soil
layer. The conductivity in this layer is also assumed to be much larger than
the conductivity in the deeper subsoil layers due to the macro-porosity that

exists in this layer.

6.1.2. Soil water flow model

The soil water store is regarded as the most “characterising aspect of the model” (Liu
and Todini, 2002) because of the regulating function that it plays in terms of the water
balance. The overland flow component of a cell is activated upon the saturation of the
s0il store and together with subsurface flow, both contribute directly to the flow in the
channel (Liu and Todini, 2002). Overland flow refers to surface runoff which flows down
flat slopes in shallow sheets while subsurface flow, in terms of the TOPKAPI model, is
regarded as the “flow in a horizontal direction that occurs in a soil layer of limited
thickness and high hydraulic conductivity due to macro-porosity” (Liu and Todini, 2002).
The TOPKAPI model assumes that flow in the vertical direction (typically over a depth
of a few metres) of a given soil store, i.e. infiltration, is lumped and that the horizontal
subsurface flow is a function of the total moisture stored within a soil store, which in
turn is an explicitly derived function of the soil parameters. The following sub-sections
deal with the kinematic wave formulation for the soil water flow model, by first
introducing the necessary background theory, and then an explanation of the vertical

lumping performed on this component.
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(a) Background

The hydraulic behaviour of soil is characterised by two important properties of the soil,
namely the suction pressure head y, which is the electrostatic force between the water
molecules’ polar bonds and the soil particle surface (Chow et al., 1988: 102}, and the
hydraulic conductivity K, which is the rate at which water moves through a porous
medium per unit cross-sectional area. For unsaturated conditions, both these soil
properties vary as a function of the moisture content ¢ of the soil. The soil moisture
content @ is defined as the ratio of the volume of water to the total control volume
(Chow et al., 1988: 100), with an upper bound limited by the porosity of the soil control
volume. Porosity is defined as the ratio of the volume of voids (or pore spaces) to the
total volume of the control volume. Therefore, at saturation, all the pore spaces within
the control volume are occupied by moisture and hence the soil moisture content at
saturation is equal to, or limited to, the porosity of the soil control volume. Fig. 6-1
shows the relationships of the suction pressure head and the hydraulic conductivity

with moisture content for an unsaturated clay soil.
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Figure 6-1. Variation of suction pressure head y and hydraulic conductivity K with
moisture content #for an unsaturated clay soil (Chow et al., 1988:103).
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Flow in an unsaturated porous medium, such as subsurface flow, is described by
Darcy’s Law which gives the momentum equation for the volumetric flow per unit area

of medium:
q'=KS, (6-1)

where q'is the apparent velocity of flow or volumetric flux (flow per unit area) through a
cross section of a porous medium, K is the hydraulic conductivity of the cross section
and Sy is the friction slope or head loss per unit length of flow in the x-direction. The

friction slope is defined as S, = —% , where the negative sign indicates that the head is

decreasing in the direction of flow due to friction. For flow in an unsaturated medium,
the forces involved are gravity, friction and suction head and hence the total head
driving the flow are the sum of gravity and suction, i.e. h=2z +y . (For saturated flow,
the suction head is no longer applicable). Substituting for S in Eq. 6-1 for unsaturated

flow yields:

dyr + 0z
'=-K 6-2
a'= k[ 2 Z] 6-2)
where (dyfdx) is the pressure head loss and (d2/dx) is the gravity head loss in the x

direction respectively.

By combining the Darcy Equation, for flow in the vertical direction (z), with the
continuity equation, Richard’'s Equation (1931) is derived, which is the governing
equation for unsteady unsaturated flow in a porous medium. Richard's Equation is the
basic theoretical equation for vertical flow in a porous medium, and is given as:

88 ¢ 28
Tt pZ ik -
of az[ 0z * ] (6-3)

where & is the soil moisture content, { represents time, z represents the vertical
direction (positive upwards), K is the hydraulic conductivity of the medium and D is a
term which represents soil water diffusivity and equals K{du/d8). No general analytical
solution to Richard's Equation exists due to its non-linearity. Infiliration models of
Horton (1940) and Philip (1957) are approximate solutions to the one-dimensional form
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of Richard’s Equation. Green and Ampt (1911) proposed an alternative method
whereby approximations were made with regard to the physical theory governing
infiltration but yielding an exact solution (Chow et al., 1988: 110).

{b) Vertical lumping

In the TOPKAP! model, the dominant mechanism driving subsurface flow is assumed
to be gravity and is described as follows, paraphrasing Martina (2004). Water, after
having infiltrated into the soil, will perch on a iower impermeable or semi-permeable
boundary of the soil layer. This boundary forms the separation between the subsurface
soil layer and the deeper groundwater layer. At this boundary, a horizontal propagation
of unsaturated subsurface flow is driven under gravity due to the relatively highly
conductive {due to macro-porosity) nature of the soil layer. Since the depth of the soil
layer (of thickness one to two meters) is negligible with regard to the horizontal
dimension of the overall grid cell, according to Todini (1995) “it is possible to avoid
within the range of reascnable errors the integration of the unsaturated soil vertical
infiltration equation, namely Richard’s Equation” {(shown above as Eq. 6-3). Thus the
TOPKAPI model assumes subsurface horizontal flow to be similar to flow in an
unconfined aquifer, where “flows in unconfined aquifers are analogous to free-surface
flows in streams” (Dingman, 2002: 327).

In order to lump the subsurface flow vertically, the dependence of the hydraulic
conductivity K on the vertical soil moisture content &2) is neglected, which is noted
here as the basic assumption of the Green-Ampt model (Green and Ampt, 1911).
Rather, a direct dependency of hydraulic conductivity with the averaged soil moisture
content over the soil depth is assumed to exist. This assumption was based on the fact
that in practice, as explained in Martina (2004: 81), “the horizontal flux evaluated from
the integration of the vertical profile of the soil moisture content does not differ strongly
from the horizontal flux evaluated from assuming the saturated hydraulic conductivity
as constant with depth”, together with the average value along the vertical profile of the
s0il moisture content.

The formulation of the relevant equations is as follows. Firstly, the TOPKAPI model
applies the kinematic wave approximation to the subsurface flow and thus the effects of
suction on Darcy’s Law are ignored in relation to gravity. Secondly, the model assumes
that the slope of the phreatic surface {and thus the slope of flow perched on the lower
impermeable or semi-permeable boundary) is equal to the slope of the topographic

-70 -



CHAPTER 6: TOPKAPI model

surface 5. Thus dZ/dx in Eq. 6-2 equals tang, where gis the local angle of slope of the
topographic surface of a cell in the direction of flow. Egs. 6-1 and 6-2 thus reduce to:

q'=K-tan g (6-4)

where K is the hydraulic conductivity of the soil and tang is the tangent of the ground
slope angle 5. When dealing with saturated horizontal flow paths, such as in an
unconfined aquifer, the term transmissivity is used instead of hydraulic conductivity.
Transmissivity is defined as T =H - K, where H is the saturated flow depth and K is the
hydraulic conductivity. Thus K in Eq. 6-4 is replaced by 7/H, and thus
g=H-q'=H-K-tanf=T -tan 8. Based on assumption (4), in Section 6.1.1, local
transmissivity of the soil profile depends on the total moisture content of the soil over
the depth L. This is calculated as follows:

T Ji(3(a)o [ jr.(6(2)f dz] (6-5)

where K is the hydraulic conductivity as a function of the effective soil saturation @ at
depth z and L is the depth of the soil layer. The effective soil saturation at depth z is the
ratio of the available moisture (6-8) to the maximum possible moisture content {(&:-6,),

6-6

9o {Chow et al., 1988: 114). &, is the residual soil moisture content after

i.e. 8(z)=

the soil has been thoroughly drained and 6, is the saturated soil moisture content. The
replacement of the integrand on the left of Eq. 6-5 with the approximation shown in
brackets on the right is based on the work of Brooks and Corey (1964) who established

the relationship K (5) =K, (5)", where K, is the saturated hydraulic conductivity and «

is a pore-size distribution parameter which is dependent on the characteristics of the
soil type. They established this formula after studying the relationships between suction

pressure head i and hydraulic conductivity K with the moisture content & of many soils.
By assuming a constant saturated hydraulic conductivity K; with soil depth and by

using the average soil moisture content over the depth, the expression for the

transmissivity given by Eq. 6-5 is replaced by:

T(@)=K LD (6-6)
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where @ is the average effective soil saturation content over the depth L, i.e.

— L_

@ =}1:J'€(z)dz. (At this stage it is important to introduce a system of dimensions; the
0

St system will be used). Thus from Eq. 6-4, the horizontal subsurface flow ¢ (in m?s™)

is can be expressed by:
g=tan(p)-K Lo [m’s’] (6-7)

{c) Kinematic wave formulation for subsurface flow

The momentum equation (Eq. 6-1) and the continuity equation (Eq. 6-3) are used to
obtain the following pair of equations that describe the flow and storage of soil
moisture, lumped vertically in a column of depth L and of elemental area dA in the
horizontal plane:

g=tan(f) kLD  [ms"] | (6-8a)

opd®_, & .1 _
0. -6 —r=p-— [ms"] (6-8b)

where x is the horizontal direction of flow in a cell, t is time, g is the subsurface flow (in
m’s™), p is the input precipitation intensity (in ms™) and the rest of the variables are
defined as before. The term on the left-hand side of the continuity equation, Eq. 6-8b,
represents the rate of change of moisture storage {expressed as depth} in the soil store
while the expressions on the right-hand side are the inflow and outflow balance. The
model is written in terms of total differential operators instead of partial differential
operators, since the flow in the TOPKAPI model is assumed to be characterised by a
preferential direction which is defined as the direction of maximum slope.

By combining Eq. 6-8a and Eq. 6-8b, the resulting equation states that the rate of
change of storage (dn/dt) is equal to the difference between the inflow (p) and outflow
(A Cn“Ydxy:

d d 14 -1
d_;? =p- a(Cf} ) [ms ] (6-9)
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where 7 is the total depth (in m) of the actual moisture in the soil (defined by Eq. 6-10),
C represents a local conductivity coefficient (defined by grouping the constant physical
terms in Eq. 6-11) and the rest of the variables are as before. The expression for the
soil moisture depth (Eq. 6-10) is based on the average effective soil moisture @ of the

soil layer of depth L:

n=(6,-6)L® [m] (6-10)
and
_ L-k,-tanp 2-a.-1 i
C____—(%—@)"'L“ [m2es] (6-11)

Eq. 6-9 expresses continuity in 2-dimensions, i.e. for an elemental area over the
horizontal plane of a grid cell but lumped in the vertical dimension. In order to represent
the processes over an entire pixel or grid-cell, Eq. 6-9 needs to be integrated, firstly
over the longitudinal dimension X and then over the width X of the grid-cell. Fig. 6-2
depicts the dimensions of a typical soil store of a grid-cell which is defined horizontally
by the pixels of a digital elevation model (DEM).

Figure 6-2. The dimensions (in m) of the soil store in a pixel as defined by a DEM and
as required by TOPKAPI. The picture is not to scale and the dimensions have
been exaggerated.

For the /" pixel, assuming the pixel to contain a source-cell with no upstream cells
contributing flow (i.e. precipitation is the only input into the cell), the integration of Eq.
6-9 in the longitudinal direction yields the following:
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I )

dd_ =pX -Cn” [mzs"]

(6-12)

where v; is the volume per unit width (m®m™') stored in the # cell, i.e. v, =7,- X in m%

This assumes that the variation of the vertical water content 7, is negligible along the
horizontal dimension of the cell and thus v; can be related to the vertical water content
n as shown above. After integration, the conductivity coefficient C no longer comprises
measurable quantities at a point, but now represents average values over the cell. The

total volume (in m®) stored in the /" cell is V, where V,=v, X =5,- X- X . Thus, by

making the substitution for 7 in Eq. 6-12 and integrating over the width of the /" source

cell, the non-linear reservoir equation for this store is:

(6-13)

where V., is the volume stored in the /" cell in m®. In a similar manner, a non-linear
reservoir equation can be formulated for a generic “non-source” cell which, in addition
to precipitation input, receives contributions from the soil and overland stores of the
upstream cell. '

The connectivity between cells in the TOPKAPI model is such that an active cell may
only receive upstream contributions from the three cells adjacent to the edges of the
active cell and may only have one “preferential” outflow direction. A further explanation
of this is given in Section 6.1.5. Referring to Fig. 6-3, the non-linear reservoir equation
for a generic cell is:

%=P‘X2+Q"+Q“—C 5 X \a [m®s”] (6-14)
d‘ t (] 5 X2a &

where Vs; is the volume stored in the /" cell and Q,” and Q." are the direct contributions
from the upstream overland and soil stores feeding the /# cell respectively. These
terms were effectively added to the right-hand side of Eq. 6-13 for a non-source cell.
The subscripts 0 and s have been introduced to distinguish between the overland and
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soil stores respectively and the superscript u denotes an upstream contribution. Note
that Eq. 6-14 is a scalar non-linear differential equation in time.

Precipitation
X

Upstream Inflow
Q' +Q,’ Outflow
C, X

X

Figure 6-3. The water balance for the soil store of a generic non “source” cell derived
in Eq. 6-14 for the TOPKAPI model (MUSIC Final Report, 2004: 53).

6.1.3. Overland and channel water models

The overland and channel components are controlled by the soil store. Overland
storage is activated when the soil store is saturated, based on the saturation excess
mechanism of Dunne (1978), and proportions of the outflow from the soil and overland
stores feed the channel store. This section deals with the kinematic wave formulation
for the overland and channel flow models by first introducing the necessary background

open channel flow theory.

(a) Background

The kinematic wave assumption is based on the simplification of the momentum
~equation in the pair of Saint-Venant Equations which describe one-dimensional
unsteady open channel flow. It assumes that the effects of local acceleration,
convective acceleration and pressure acting on a control volume are negligible when
compared to the affects of gravity and friction. The Saint-Venant Equation of

momentum conservation is:
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i.\i+va_\£+ga_y__
of ox ox

g(S,-S,)=0 (6-15)
where V represents the velocity in the x-direction at time f where x is the horizontal
distance along the channel, g the gravitational acceleration and S, and Sy the bed slope
and friction slope of the channel respectively. This equation is most applicable in
describing gradually varied unsteady flow and is typically used for bed slopes (S,)
flatter than 1:20 so that the horizontal component of the velocity is dominant. The
kinematic wave approximation of the momentum equation ignores the effects of local
acceleration (9Viaf), convective acceleration (V. dV/dx) and pressure (g. dy/ox). This
simplification is justified by an observation of Henderson (1966: 364) where he notes
that aVidt, V.8Vidx and ¢.8y/dx are relatively small in comparison to S, {(0.2%, 1% and
2% respectively) for natural floods in actual rivers. Thus, by ignoring these terms in Eq.
6-15, the following approximation results:

S, =S

. (6-16)
where the forces of friction and gravity balance. By combining this approximation with
the continuity equation at a channel cross section {Eq. 6-17), the flow and storage of
channel water is described by a non-linear reservoir differential equation for each

“channel store in a processing cell. The continuity equation for a channel cross section,

in conservation form is:

2-q-2 (6-17)
where {9A/df) is the rate of change of volume per unit width in a channel element, g is
the inflow per unit length along the side of the channel and (9Q/éx} is the rate of
change of channel flow with distance (Chow et al., 1988: 275). The formulation of the
non-linear differential equation for the overland sforage follows from the preceding
arguments.

Thus, based on the kinematic approach for the conservation of mass and momentum,
flow in the overland store (surface flow) and flow in the channel store (channel flow) are
described by Manning's Equation. The Manning Equation is valid for one-dimensional
steady, uniform open channe! flows and is given as (in Sl units):
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Q=%-A-R%'S,.}é (6-18)

where Q is the volumetric flow rate (m®™), n is Manning’s roughness coefficient
(m™3s), A is the cross sectional area of flow (m?), S;is the friction slope (which is equal
to the ground slope tang in the kinematic approximation) and R is the hydraulic radius

(in m), which is defined as the ratio of the cross-sectional area of flow (A) to the length
of the cross-sectional wetted perimeter of flow (P), i.e. R= ﬁ— Referring to Fig. 6-4, the

cross sectional area for a rectangular channel is ¥B and the wetted perimeter is 2y+8B.
A common assumption made when using Manning’s Equation is that the cross section
of flow is rectangular with the width of flow B being much larger than the height of flow
y, i.e. the channel is wide and rectangular. This assumption is valid when one
considers overland flow as this flow is akin to sheet flow. However, when the flow is in
a channel, the cross section of flow needs to be shallow and wide enough for the
assumption to be valid. Nevertheless, Dingman (2002: 427) says that in most natural
channels, the hydraulic radius R is “virtually identical to the average depth y”, which
arises from the wide rectangular channel assumption. This assumption reduces Eq. 6-
18 to the following approximation:

-(tan,«ﬁ?)}é -y% {6-19)

_Q_1
9B

where g is the flow per width in the channel (in m?s™).

mEEEEE Ty

Figure 6-4. The rectangular cross section of an open channel flow of flow depth y and
flow width B.
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(b} Kinematic wave formulation for overiand flow

The momentum equation (Eq. 6-19) and the continuity equation {Eq. 6-17) for the
overland store are used to obtain the following pair of equations that describe the flow

and storage of overiand water at a point in the overland store:

q,=C,-h* I:mzs"] (6-20a)
dh o ]
=i, - % [ms] (6-20b)

where ¢, is the overland flow per unit width, A, is the depth of flow over the ground

surface {(inm), C, = nl\/tan B and o, = % {an overland flow parameter), both of which

[

come directly from Eq. 6-19. in Eq. 6-20b, r, is defined as saturation excess flow or
runoff (in ms™') which results from the saturation of the soil store; evidently r, is zero
when the soil store is unsaturated. The subscript o denotes the overland flow model.

In a similar treatment to that of the soil store (the eqUations have the same form), Eqs.
6-20a and Eq. 6-20b can be combined and integrated over the horizontal dimensions of
the grid cell by assuming that the depth of flow h, is constant over the surface of the
cell. Referring to Fig. 6-5, the non-linear reservoir equation for the overland store of a

generic cell is given as:

dvﬂ.‘ 2 CO.-X a, 3.1
=XV, [m*s™] (6-21)

O

where Vo, is the overland volume stored in the / cell, is the rate of change of

C, X

24,

surface water storage in the overland store, 1, X? is the input term and

V)~ is the

outflow term.
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Precipitation

Figure 6-5. The water balance for the overland store of a generic cell derived in Eq.
6-21 for the TOPKAPI model (MUSIC Final Report, 2004: 55).

(c) Kinematic wave formulation for channel flow

The channel flow model is only applicable in those cells that contain a channel reach.
This differentiation is determined from a topographic analysis of the catchment through
the use of a digital elevation model (DEM). The distinction between cells characterised
by overland runoff only (hillslope cells) and cells characterised by commensurate
overland and channel runoff (channel cells) is important for the type of water balance to
be created for each cell. This is dealt with in Section 6.1.5.

In a similar manner to the treatment of the soil and overland stores, the momentum
equation (Eq. 6-19) and the continuity equation (Eq. 6-17) for the channel store are
used to obtain the following system of equations that describe the flow and storage of

water at a point in a channel reach:

q.=C, -y [m’s"] (6-22a)
% _r, - % [ms"] (6-22b)
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where y; is the depth of flow in the channel reach (inm), C, = nlﬁltan B and a, = A

both of which derives from Eq. 6-19 (again assuming that the cross section of flow in
the channel reach to be wide and rectangular). In Eq. 6-22b, r, is defined as the lateral
drainage input (in ms™) which results from the contribution of the outflows of the soil
and overland stores of the cell. The subscript ¢ denotes the channel flow model.

Egs. 6-22a and 6-22b can be combined and integrated over the horizontal dimensions
of the channel reach in the grid cell by assuming that the depth of flow y, is constant in
the channel reach. The horizontal dimensions of a channel reach, as depicted in Fig.
~ 8-6, do not occupy the entire width of the grid cell. The width W; of a channel reach is
assumed to remain constant over the entire length of the cell, but is larger in
downstream cells increasing towards the channel outlet as a function of the area
drained (see Eq. 6-24). Referring to Fig. 6-6, the non-linear reservoir equation for a

- channel reach in a generic cell is:

Y, =, XW +Q -y | I m’s™ | {6-23)
; c ¢ ’ o ¢ -
dt ’ f (XVVJ) e S

where V¢ is the channel volume stored in the channel reach of the / cell and Q.Y is the
channel inflow from an upstream cell. From Eq. 6-23, it is evident that the model
requires that the proportion of soil and overland flow from the " cell that feeds its
channel is proportionate to the ratio of the width W, of the channel to the overall width X
of the cell. if Qs; and Qo; are the soil and overland outflows available to feed the
channel reach of the /” cell in each time interval respectively, then Q, +Q, =r, - X-X

W, W5 .
and r, - X-W, =(r, 'X'X)'Y =(Q, +Q, )7 in m%™". Thus the formulation of Eq. 6-23
guarantees that the amount of soil and overland flow available to feed the soil store of

the downstream cell {cell i+7) is proportional to (1——%] This proportioning can be

seen in Fig. 6-6. This point was not made clear in the literature studied and was
interpreted here.
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The width W, of the channel reach of the /" cell is calculated as follows:

w._ -W.
ij — Wmax max min Acramod _ ™ (6_24)
' [\/Armr - \/Ammsnom ] (J J 'JAr ) [m]

where Ay, is the total area drained in the catchment, Asesno is the threshold area,
which is the minimum drainage area required to initiate a channel, Adrained; is the area
drained by the /" cell, W,y is the maximum width of the channel (in meters) at the
basin outlet and W,,, is the minimum width corresponding to the threshold area. The
parameters Ay, Atreshoid @Nd Adrained; are determined from the topographic analysis of
the DEM of the catchment while values for W,.., and W,., are estimated based on a
priori knowledge of the site or estimated from satellite imagery.

Soil contribution
Precipitation to channel

Overland
contribution
to channel

Overland
Outflow

W)
(1'7) Q

Soil
Outflow

" Yotal Channel Inflow

rLXW, =(Q, +Qq)%

Figure 6-6. The water balance for the channel store of a “source” cell derived in
Eq. 6-23 for the TOPKAPI model.
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6.1.4. Evapotranspiration module

The evapotranspiration module in the TOPKAPI model is basically a moisture loss
function and subtracts from the soil store an accumulated amount of moisture in each
time step. The computation of evapotranspiraton losses was not done dynamically in
the integration of Eq. 6-14, the non-linear reservoir equation for a soil store, as its
instantaneous impact was not considered important in the rainfall-runoff process. It was
felt by the developers of the model, that evapotranspiration losses would have a small
dynamic effect during a time step (of the order of less than an hour) and that it was only
necessary to preserve the cumulative volumetric balance in order to maintain the
correct soil moisture budget (MUSIC Final Report, 2004: 51).

(a) Background

Evapotranspiration is the combination of evaporation from the soil surface and
transpiration from vegetation {(Chow et al.,, 1988: 91). The factors that govern potential
evapotranspiration are energy supply, vapour transport and the supply of moisture at
the evaporative surface. The estimate of actual rate of evapotranspiration, for a given
crop and climate, is based on the rate of evapotranspiration of a reference crop. The
reference crop evapotranspiration (E,) is defined as “the rate of evapotranspiration
from an extensive surface of 8 to 15 cm tall, green grass cover of uniform height,
actively growing, completely shading the ground and not short of water” (Doorenbos
and Pruitt, 1977: 1). The potential evapoltranspiration, which is the evapotranspiration
that “would occur from a large area completely and uniformly covered with growing
vegetation which has access to an unlimited supply of soil water” (Dingman, 2002:
232), of a crop growing under the same conditions as the reference crop is calculated
by multiplying the reference crop evapotranspiration (£,) by a crop coefficient k,. The
value of &k, depends on the stage of growth of the crop and range from 0.2 to 1.3
(Doorenbos and Pruitt, 1977. 35). The actual evapotranspiration (E;) is calculated by
muttiplying the potential evapotranspiration by a soif coefficient k; which takes into
account the condition of the evaporative seil surface. Values of &, range from 0 to 1.
Thus the actual evapotranspiration £ is calculated by:

E =kk.E, (6-25)

where k; is the soil coefficient, k. is the crop coefficient and E, is the reference crop
evapotranspiration.
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In practice, the method used to calculate the reference crop evapotranspiration
depends on the data available at the site. Following Jenson et al. (1990: 80), the
methods used to calculate £, can be classified according to the data required. These
are categorized as temperature-based methods, which uses air temperature and day
length, radiation-based methods, which use net radiation and air temperature,
combination methods, which use net radiation, air temperature, wind speed and
relative humidity, and the pan method, which is based on the evaporation from an open

water pan with modifications depending on wind speed, temperature and humidity.

The combination method is based on the Penman-Monteith Equation (Monteith, 1965)
and is a modification of the original equation developed by Penman (1948). It is
considered as the most “complex and physically realistic” (Liu and Todini, 2002)
method for the calculation of actual evapotranspiration. However, the data required to
support such a model is not extensively available and almost never exists in real-time.
According to Liu and Todini (2002), the need for an extremely accurate expression for
the calculation of evapotranspiration losses is not necessary in the rainfall-runoff
process provided the integral effect is preserved. Thus in the TOPKAPI model, as
applied by Liu and Todini {2002), evapotranspiration is calculated based on a simplified
approach of the radiation method of Doorenbos and Pruitt (1977). It is the intention to
test this concept with the application of the TOPKAPI model in South Africa in a follow-
up study.

(b} Radiation method

The radiation method is suggested for areas where the measured climatic data include
air temperature, and sunshine hours, cloud cover or radiation levels {Doorenbos and
Pruitt, 1977: 8). A general knowledge of the levels of humidity and wind are also
required. The relationship for the reference crop evapotranspiration £, (in mm.day"),
based on the radiation method for each grid cell, is given as:

E, =CW,R, (6-26)
where C, is an adjustment factor which is obtainable from tables {Doorenbos and
Pruitt, 1977: 14) as a function of the mean relative humidity and the mean daytime
{07:00-19:00) wind speed at a 2 m height above the soil surface; W,, is a compensation

factor which is dependent on temperature and altitude for which tabuiated values aiso
exist (Doorenbos and Pruitt, 1977: 13); and R, (in mm.day"} is the measured short
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wave solar radiation that reaches the earth’s surface. R; can be measured directly, but
these data are usually not easily available for the area of investigation. R; is dependent
on the radiation received at the top of the atmosphere (R, in mm.day’), and the
transmission of this radiation through the atmosphere, which is dependent on cloud

cover. Thus R, = (0.25 +0.574 R, , where "l is the ratio of actual hours of sunshine to

the maximum possible hours of sunshine in a day. R, is dependent on latitude and the
time of the year, for which tabulated values are available in Doorenbos and Pruitt
(1977: 12), and tabulated mean monthly values of N, as a function of latitude, are also
available in Doorenbos and Pruitt (1977: 13).

In the above expression for R, values of actual hours of sunshine n are not usually
readily available over the individual cells of a catchment. Thus Todini (1996) sought an
empirical relationship between the reference crop evapotranspiration £, and W, the
compensation factor, the mean recorded temperature of the month 7, and the

maximum number of sunshine hours N. The result is:

E, =a+p-N-W, T, (6-27)

where o and £ are regression coefficients which are to be estimated for each grid cell.
Eq. 6-27 is structurally similar to Eq. 6-26, the radiation-method equation, except in this
instance air temperature is taken as an index of radiation and a constant has been
added. According to Todini (1996), the relationship developed in Eq. 6-27 is linear in
temperature and permits the disaggregation of the monthly results on a daily or sub-
daily (hourly) basis. Thus the reference crop evapotranspiration E, is expressed in

mm.At", and T, the area’s mean air temperature, is averaged over At.

The compensation factor W,,, which is dependent on the long term mean monthly air
temperature and the altitude of each grid cell, is tabulated in Doorenbos and Pruitt
(1977: 13). Alternatively, W,, can be approximated by a fitted parabola as shown in
Todini (1996).

For reasons of limited data availability, a different method for the spatial estimation of
evapotranspiration is proposed here. This would be the use of calculated estimates of
potential evapotranspiration, which can be made at Automatic Weather Stations (AWS)
throughout South Africa (using for exampie the Penman-Monteith Equation), since the
meteorological parameters required for such a computation are measured there.
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Thereafter, through the use of the previous day’s forecast of these variables via a
Numerical Weather Prediction (NWP) model, these values can be spatially interpolated
for the areas of interest. The establishment of this proposed method is planned for a
follow up study which is currently being undertaken under a Water Research
Commission Project (K5/1683; Soil moisture from satellites: Daily maps over RSA, for
flash flood forecasting, drought monitoring, catchment management and agriculture).
The use of actual evaporation measurements from Evaporation Pans located
throughout South Africa can also be used in this instance. However, as attractive as
such data might be in the application of the model, the data are notoriously inaccurate

and biased and should not be used (Everson, 1999).

6.1.5. Moisture accounting in each cell

Moisture accounting in each cell is regulated by the soil store insofar as it experiences
precipitation input and evapotranspiration losses directly and accepts inflows from the
soil and overland stores of upstream cells. Furthermore, through horizontal subsurface
flow, the soil store directly feeds the channel store of that cell (a proportionate amount)
and, upon saturation, activates and feeds the overland store. The overland store also
feeds the channel store of that cell a proportionate amount of flow and, together with
the soil outflow, discharges to the soil store of a downstream cell. The outflow from the
channel store feeds the downstream channel store directly.

In the TOPKAPI model, the grid cells are connected together in a tree shaped network.
The flow of water through this network is characterised by a single preferential
downstream direction in each cell, starting from “source cells” (cells without upstream
contributors) downward toward the catchment outlet. The preferential direction is
evaluated according to a neighbourhood relationship from a DEM of the catchment and
is based on the principle of minimum energy cost (Band, 1986). This method takes into
account the maximum elevation difference between the active cell and the four
surrounding cells connected along the edges of the active cell. The flow path from an
active cell to an edge cell is assigned in the direction of maximum slope, in either a
north, south, east or west direction. Thus flow paths to the four cells diagonally
adjacent to the corners of an active cell are ignored in this method. As depicted in Fig.
6-7, an active cell may have up to three contributing cells but may only feed a single
downstream cell in one of the four cardinal directions.
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The intra-cell operations, together with the inter-cell flows, can best be explained by
examining a generic catchment consisting of three typical cells. This scenario is
depicted in Fig. 6-8 where Celf 1 (source cell) flows into Ceff 2 which in turn flows into
Cell 3. Cell 1 is classified as a hillslope cell, where all surface flow is of the overland
type, while the two latter cells consist of channel flow as well as overland flow. This
distinction is important since not all cells have channelled flow. The classification is
based on the minimum threshold area required to initiate a channe! and is made from
an analysis of the digital elevation model {DEM) of the catchment.

|
2 v 3
10 ‘ 5
| |
1 2 ¥ 7 ¢ 3
-t [ | -
[ # * F
I |
14 * [3 # 3
__..lq-_

Figure 6-7. The tree-shaped network form by the cells of the TOKAPI model (from
MUSIC Final Report, 2004: 53).

Within each cell, the storages operate in the following manner (with reference to Fig. 6-
8). The soil store of Cell 1 receives input from incident precipitation uniformly
distributed over the time step Atf. Evapotranspiration losses occur from the soil store
and are subtracted as a lumped amount from the intermediate soil moisture storage

's{f,+Af) at the end of each time step ({,+4t). The intermediate soil moisture volume

si(f,+At) is a transitional calculation step and is the solution of the non-linear
differential reservoir equation (Eq. 6-17) at time {,+Af. Thus the actual soil moisture
volume Vs((t,+Af) stored in Cell 1 at the end of the time interval (f,+4f) resuits from the
subtraction of evapotranspiration losses (E;), incurred over the interval, from the
intermediate soil moisture volume. This computation is shown in Eq. 6-28 for two
cases, i.e. before soil saturation and after soil saturation, where in the latter case the
intermediate soil moisture storage is the saturated soil moisture volume Vsm,. This
actual soil moisture storage is computed as:

- 86 -



CHAPTER 6: TOPKAPI model

Before saturation: V', (t, + At)-E X*

6-28
After saturation:V,, —E,X? (6-28)

v, (¢, +Af) = {

where Vs(t,+4t) is the actual soil moisture volume (in m?) stored in Cell 1 at time ¢,+4t,
V'si(f,+At) is the intermediate soil store and results from the discrete solution of the
non-linear differential reservoir equation (Eq. 6-14) at time {,+4t, E,X? is the volumetric
evapotranspiration losses over the time interval Af and cell area X? and Vem, is the
saturated soil moisture storage of Cell 1 which is computed from the soil properties of
saturated soil moisture content &, and residual soil moisture conient &, i.e,
Vi =V, (6, -6)=(X-X-L,)(8,-6,).

The regulating function of the soil store is shown in Eq. 6-29 and is explained as
follows. Once the soil store becomes saturated, alt precipitation received by it becomes
precipitation excess (or saturation excess) e, which becomes the input to and hence
activates, overland storage. The algorithm for this computation, for the soil store of Cell
1 in Fig. 6-8, is given by the following equation:

Before saturation: V', (t, + At)-V'_ (t, + At)=0 (629
e = -
¢ After saturation: V', (t, + At)-V, )

where ¢, is the saturation excess (in m°) exfiltrated over the time interval At, V's,(t,+A4f)
is the intermediate soil store and results from the discrete solution of the non-linear
differential reservoir equation (Eq. 6-14) at time {,+Af and Vsmy is the saturated soil
moisture storage of Cefl 1.
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Figure 6-8. A generic catchment consisting of three cells showing the intra- and inter-

cell operations of the TOPKAPI model.
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The outfiow from the soil store of Cell 1 (S1) will begin to flow into the soil store of Cell
2 {82) once S1 has any moisture stored within it. This outflow is computed from the

following equation:

C. X C X
SV (L) + =V (8, + At)
X @, 5 o X @, By o
Q, = A (6-30)

where Qs; is the average soil outflow (in m®s™) of Cell 1 over the time interval A¢.

C X
( Vo (t )J is the outflow from Cell 1 at the beginning of the time interval t, and
X a, B o

C, X
( ;2“* Ve (t, +At)] is the outflow at the end of the time interval (f,+Af). Hence the

average outflow over the time interval At from Cell 1, Qs;, becomes the uniformly
distributed input for the soil store of Cell 2 (S2) in that time interval. Qs, will reach a
maximum at the saturation of 81, and at this point in time, no more infiltration takes
place and all incident precipitation becomes precipitation excess (or saturation excess
€,). The saturation excess computed from Eq. 6-28 is calculated as an average at the
end of the time interval &, i.e. at time t,+4tf, and becomes the average input for the
- overland storage over the time interval At. Outflow from the overland store of Cell 1
(O1) will flow into the soil store of the next cell S2 and will infiltrate into S2 directly,
unless 82 is saturated from the previous time interval. The overland outflow from O1 to
52 is computed in a similar manner to the soil outflow from Cell 1 (Eq. 6-30):

C, X c, X
oo Vor (t6) + 3z, Vo (£, +AF)
Q, =% X (6-31)

where Qo is the average overland outflow (in m3s™) of Cell 1 over the time interval At.

Continuing with the flow processes of Cell 2, the soil and overland components of this
cell operate as for Cell 1, except that Cell 2 has a channel component. As such, the soil
and overland components of Cell 2 (S2 and 02 respectively) will contribute some of
their outfiow to the channel of Cell 2 (C2) as well as to the soil store of the downstream
cell. The amount that S2 and O2 contribute to C2 is proportional to the ratio of the
width of the channel of Cell 2 (W;) to the overall width of the cell (X-dimension of the
cell). This is understood from the fact that re, X-W from Eq. 6-23, which is the input term

of the non-linear differential reservoir equation describing channel storage, is derived
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from multiplying rez-X-X (in m?s) by the ratio of W,/X to obtain rey-X-W, for Cell 2. The
term re,-X-X comprises the sum of the overland Qo; and soil Qs; outflows for Cell 2, i.e.
r, - X-X=Q, +Q, . Thus, a proportion equal to W,/X of the soil and overland outflow of

Cell 2 feeds the channel of Cell 2, and therefore a proportion equal to {7-W,/X) of the
soil and overland flow of Cell 2 contribute to Cell 3 downstream. [This partitioning was
not obvious from the original publications of the TOPKAPI model and had to be

interpolated here).

The outflow from the channel of Cell 2 {C2) flows into the downstream channel of Cell 3
(C3) and is computed in a similar manner to the outflow from the respective soil and

overland stores of the cell, i.e. it is computed as an average over each time step At

C, X C, X
; 22% chc (to) + Za, Vc:c (to + Af)
Q=X ;< (6-32)

wher@z\is the average channel outflow (in m%™) leaving Cell 2 over the time interval
at. ‘“'

In a similar manner, the moisture balance for the soil, overland and channel
components for any generic cell in a catchment operate in the method explained. The
subsequent outflows from the representative stores to the downstream cells also
operate in the manner explained. All cells of a catchment operate in this manner and
the outflows from each cell are drained downwards toward the catchment outlet to give
the overall outflow from the catchment.

6.1.6. Solution of the non-linear differential equations

The solution of the non-linear differential reservoir equations, describing the rate of
change of moisture storages in the soil store (Eq. 6-14), overland store (Eq. 6-21) and
channel store (Eq. 6-23), require complicated computational procedures. This aspect of
physically-based distributed catchment modelling has in the past rendered the
feasibility of such models for real-time flood-forecasting impracticable. However, with

current computer power, this difficulty is no longer a limitation to this type of modelling.

There are two categories of methods that offer solutions to these equations, exact

methods (analytical solutions) or approximate methods (numerical solutions). Ideally,
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an analytical solution for the governing equation would be preferred, as this would
reduce the computational cost of such models (which would be an added advantage for
flood forecasting), however in practice most non-linear equations cannot be solved
exactly. Eqgs. 6-14, 6-21 and 6-23 can be written in a generalised non-linear differential
form (after Liu and Todini, 2002):

dy _ -
—~ = g-by* 8-33
o -aby (6-33)

where y represents the volume term, a the input term, b the multiplier and ¢ the
exponent of the generic equations (a, b, and ¢ are all constant during A4¢f). If the value of
the exponent ¢ is 1, then Eq. 6-33 reduces to a linear form for which an analytical
solution exists. However, in the TOPKAPI application of these equations, values of ¢
range from °/s, which is the exponent derived from Manning’s Formula for overland and
channel flow, and between 2 and 4 (as suggested in Liu and Todini, 2002} for the soil
(subsurface) flow. A numerical solution for the non-linear differential equations can be
achieved through a variable step fifth-order Runge-Kutta algorithm due to Cash and
Carp (1990) (MUSIC Final Report, 2004: 56). However, Liu and Todini {(2002) present a
quasi-analytical solution for Eq. 6-33 and suggest that this can reduce the computation
time by one order of magnitude (MUSIC Final Report, 2004; 56). The following
subsection explains the quasi-analytical solution offered by Liu and Todini (2004) which
is followed by a discussion of their offered solution.

(a)  Quasi-analytical solution

The quasi-analytical solutions offered by Liu and Todini (2002) are presented for three
cases as there are different solutions for each case. Following from the general form of
the non-linear equation given in Eq. 6-33, the three cases are based on the values of
the exponent ¢ and the constant a:

{1) for 1 < ¢ < 2; for the solution of the overland and channel reservoir

differential equation, where ¢=7/,,
{2) for ¢ > 2; for the solution of the soil reservoir differential equation, and
(3) for a=0; when the input term in the time step is zero, independent of ¢.
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Case 1: In Eq. 6-33, the term ¥ can be approximated by a second order

polynomial, i.e. y° = By* + ay = y(a + y), where the parameters « and Sare fitted by

a least squares method. Thus Eq. 6-33 can be approximately written as:

cz a-by(a+ By)

=a-bay - bBy* (6-34)

o)+ G

Putting A=-bp, B="/,and C="/,, after rearranging, Eq. 6-34 reduces to:

= (A](C +By + yz)

Y
y’+By+C

(6-35)
= (A)dt

If p; and p, are the two roots of the equation y? + By + C = 0, then (y - p/)}{y - p2) = 0

and:
—B+B>-4C
Py = > (6-36)
-B-JB*-4C
o= - (6-37)

where p; = 0 and p, < 0. The left hand side of Eq. 6-35 can be written and solved for

' Yitea 8S:

e

dy J":ex( 1 ]( 1 1 } !
., S - dy = |{A)dt (6-38)
, yi+By+C ,J p-p\y-p ¥Y-p, J( )

Then, the exact solution o Eq. 6-38 [the derivation was not given in Liu and Todini
{2002} and was resolved in this study] is derived, step-wise, as follows:
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T
Po=P | Y P y, Y P2

[ln(y—pt)—ln(y_pz)]:”“ =A(At)(p1 'pz);

,{nm m} [m m) A(A) (P, - p,):

yhm p2 y!'

Yion = P m—m}_ :
In| =& b = A(At)(p,-p,);

(.Vrm:_pz Yi— P ( )( 1 2)
Yiens — Py

= Y 1« ex - .
‘ plA(at)(p, - p,)};
yl-i-a]' pZ yf pZ { ( )( I 2)}

Yiear = P5 =(yr+m _pz)(y Py xexp{A(Af)(p1 pZ)}}

! 2

Finally: ¥,,s = (Virar — P2 )[;: g‘ x exp {A(M )P - P, )}} =P

t 2

Now, let [y t =Py xexp{A(At)(p, pz)}J =y, a constant from the point of view of the

! 2

integration, then y,,,, —¥,..7 + P,y = p, and the solution to this is given in Eg. 6-39.

[The analytical sofution to Eq. 6-33, presented here as Eq. 6-39, is dissimilar to the final
equation (their Eq. A.10) offered by Liu and Todini (2002). The final steps in the
derivation of Eq. A.10 were not shown and could not be comprehended from the
literature. The use of Eq. A.10 in testing the mode! (see Chapter 7) did not work and
hence Eq. 6-39 is the analytical solution that is used in this study.]

Yieas (1_7):p1 -y

Py,

f o)
y.l'ﬂif = 11_},

p{% 2P o (o) o - pz)}]

2

SO ¥u = (6-39)
e

)):r §1xexp{A(Af)(p1 pz)}}

f 2

-93-



CHAPTER 6: TOPKAPI model

Case 2: For horizontal subsurface flow in the soil store, the value of the
exponent ¢ ranges from 2 to 4 (Liu and Todini, 2002). By making the substitution
u=y*, then:

du_=(c-1)

.y (6-40)
d_y _ du

© o ={e-1)
By substituting this result into Eq. 6-33, the following is obtained:

v i1l_a_

dt yc yl? N

gu_1 __a ,

dt -{c-1) y° (6-41)
du a(c-1)

2 ople—n-22— 7

14

It can be shown that ic =y from the initial substitution of v =y and thus Eq.
y

6-41 reduces to:

j—;" _ b{c—1)—a(c - (6-42)

Since the term % falls into the range of 1 to 2 where ¢ is in the range of 2 to 4, the

term u°' l' can be approximated by the second order polynomial in the method

£

described for Case 1, i.e. u*' =u(a + Bu). In this case:

3—? =A(u* +Bu+C) (6-43)
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where now, A=-a(c-1)53, B=% and C =_£§‘ The parameter a represents the

input terms, b the multiplier, ¢ the exponent, and o and 3 the fitted variables. The

solution of Eq. 6-43 can be accomplished in the same manner as for Case 1.

Case 3: In this case the term a is zero. This situation arises when there is no
more inflow into a cell, either from precipitation input or from upstream cells. Therefore,
Eq. 6-33 reduces to the following:

dy
2 — byt
at

(6-44)
= j—{ =(-b)dt

This is easily integrated and the difference equation takes on the following non-linear

form:

I
Yiewr =[ ¥ + b(c - 1)(at) [79 ‘ (6-45)
where ... is the y at time t+4t and y, is the initial value of y at each time step.
{b) A comment on the analytical solution

The key aspect to the derivation of the analytical solution offered for the non-linear
differential equation is in the approximation of the non-linear term, y*, by a second
order polynomial. For the overland and channel stores, this approximation is

Y= y(a + By) and for the soil store the approximation is et =u(a+ ,Bu), where o

and g are fitted variables and u=y " is an integration substitution. Since the

exponent ¢ for the overland and channel store equals °/;, then the best fit of the
, . 1 y% 2 1
variables ¢ and Sareif « =0 and f=—.Thus —=a+ 8y > y*=0+-—y and
b3 y ’
Yy Y
2

24
y%zy%.Forthesoil store, if ¢ = 2, then UT=af+ﬂu = 4 =0+1.u and the best fit

of the variables ¢ and fare a =0 and 2=1. Similarly, if ¢ = 3 and 4, then the best fit
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1

and f=—
o

of the variables are if « equals zero in both instances and S -1

"

respectively. Since y=y° " thenforc=2,3and 4, =1, yand y° respectively. This

2-¢

corresponds exactly to the relationship 8=y and « =0 over the full range of ¢ from

51"3 fo 4.

The result of this is that the variable g is now implicitly a function of y. This means that,
when £ is fitted at the beginning of the time step A, it is a function of y; (the volume in
the store at the beginning of the time step). However, as the volume changes during
fhe time step, the value of g is still fixed to y; and cannot match the change in volume.
This setup will have the fendency to underestimate or overestimate y. 4 (the volume at
the end of the time step), depending on if the hydrograph is on the rising limb or falling
limb respectively. This issue is investigated and resolved on Chapter 7 when a test
application of the model reveals this “lack of fit” in the analytical solution setup.

6.1.7. Calibration

The TOPKAPI model is a physically-based model and as such all input parameters can
be obtained directly from field measurements and related literature. In theory, it
requires no calibration. However, Liu and Todini {2002) suggest that the calibration of
parameters is still necessary because of the uncertainty of the information on
topography, soil characteristics and land cover and also because of the approximations
_ introduced by the scaie of the parameters representations. They maintain that the
calibration of the model is “more an adjustment” and is achieved through simple trial
and error methods. The parameters are calibrated on a continuous sequence of a
selected portion of historical precipitation and flow data for the catchment. The
parameters are adjusted such that the observed outflow from the catchment mimics the
outflow simulated using the model.

- 06 -



CHAPTER 6: TOPKAPI model

6.2.  Chapter summary

This chapter was intended to introduce the TOPKAP! model for its application in the
Liebenbergsviei catchment. As such, various items of literature on the TOPKAP! model
and other related subjects were assimilated, dissected and explained here as a
coherent whole with the intention that the manner in which the model operates could be
correctly understood. Various issues related to the model's setup were also identified,
such as that of distributed evapotranspiration estimation, flow partitioning and the
formulation of the analytical solution. The latter two issues are resolved in Chapter 7
where the model is implemented in a test environment. The distributed estimation of
evapotranspiration is left for a follow up study. Chapter 7 also deals with the model's
data requirements and the methods used to acquire and manipulate the required input

data for the study catchment.
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7. THE APPLICATION OF THE TOPKAPI MODEL

Chapter 6 introduced the TOPKAPI model and explained the theory and methodology
of its operations. Various issues related to the model's implementation were also
identified. This chapter is intended to describe the application of the model as an
operational hydrologic catchment model for real-time rainfall-runoff applications. This is
achieved by firstly describing the types of data that are required by the model as welf
as the efforts that were put info acquiring and preparing this data to sufficiently model a
catchment, namely the Liebenbergsviei catchment. This is dealt with in Section 7.1,
where the required data are sourced through geographical information systems (GIS)
and remote sensing techniques, which were managed on ARCGIS™ (a GIS software
platform). Section 7.2 deals with the “test” application of the model. This consisted of
establishing a “four cell generic catchment” where the model was run to verify that the
intricate operations of the model were correctly interpreted and implemented. The
issues identified in Chapter 6 are also resolved. This was achieved through the use of
a standard spreadsheet package offered by Microsoft Excel™,

The chapter ends with a summary (Section 7.3) detailing the work still required in order
to completely establish the TOPKAPI model as a functioning real-time rainfall-runoff
application for flood-forecasting purposes. The intended outcome of this section of the
research is on laying the groundwork necessary for the establishment of the TOPKAPI
model as a fully-distributed hydrologic model in the Liebenbergsviei catchment, the
latier aspect was beyond the scope of this study.

7.1. Data requirements

The TOPKAPI model requires two kinds of input data, namely static (or very slowly
varying) and dynamic. The static data required are terrain data (from a digital elevation
model (DEM) of the catchment), soil data and vegetation cover or landuse data. The
dynamic data required are estimates of measured and/or calculated evapotranspiration
and precipitation.
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In terms of the static parameters, there are seven classes of input parameters that are
required by the model in each grid cell, namely:

= { (the thickness of the surface soil layer, in m),

= k. (the saturated hydraulic conductivity of this layer in ms™),

= g (the residual moisture content of the soil),

= & (the saturated moisture content of the sail),

= g, {the pore-size distribution exponent for the transmissivity of the soil, which is

taken as constant for all the cells in a catchment), and
* n, and n, {which are the surface and channel roughness coefficients

8351y according to Manning’s Equation).

respectively (in m
The first five classes of parameters relate to the soil and are responsible for the
production of runoff. These parameters are obtainable from literature as a function of
the soil type. The type of soil present in each cell is identified from a soifs map of the
catchment. The last two classes of parameters are responsible for the routing of runoff,
over the hillslopes and in the channel respectively. These are also obtainable from
literature as a function of the landuse or landcover properties of the cell, which is

identified from a fanduse map of the catchment.

The DEM application in the model consists of describing the topographic and
geomorphologic elements of the catchment, in terms of calculating the surface slopes,
areas drained, identifying the flow pathways and detecting the drainage networks. The
primary source of this data and the methods of manipulation and analyses are through
GIS techniques, which are described in detail in the subsections that follow. Since each
pixel of a DEM forms the primary unit of the processing cells in the TOPKAPI model, it
was decided to model the hydrologic processes of the Liebenbergsviei catchment at
the 1km spatial scale. It was shown in Chapter 6 that the distributed operations of the
TOPKAPI model are still physically valid up to a grid cell size of 1km square (Martina,
2004: 76). Thus, it was decided to standardise on this modelling resolution as the
various static input data are easily and freely available at this scale and, more
importantly, distributed rainfall input {remotely sensed from radar) is only available at
this accuracy in South Africa. However, it was found that a DEM resolution at this scale
was too coarse to accurately identify the flow pathways and detect the drainage
networks of the Liebenbergsviei catchment and so it was necessary to resample a finer
resolution DEM up to the desired scale (1km square). This, and other manipulation
techniques that were necessary, are expanded on in more detail in the subsections that
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follow. However, these explanations are preceded by a description of the test
catchment that was the focus of this study, i.e. the Liebenbergsviei catchment.

7.1.1. The Liebenbergsvlei catchment

The Liebenbergsvlei catchment is a sub-catchment of the Vaal drainage basin and is
situated near Bethleham in the Free State Province. The area of the catchment is
approximately 4625km? and consists predominantly of dry cropland and grassland. The
location of the catchment, in relation to South Africa, is shown below in Fig. 7-1
together with its quaternary sub-catchment divisions and river network {from Midgley et
al.,, 1994), which are shown at a spatial detail of 1:250 000. The locations of the 45
telemetering raingauges and the 9 flowgauges that are found in the catchment are aiso
shown as well as the location of MRL5 S-Band weather radar that covers the
catchment. These instruments provide temporally and spatially detailed hydrologic data
necessary to implement a distributed catchment model such as the TOPKAPI.

Topographic data for the Liebenbergsvlei catchment, in terms of the DEM, was sourced
from HYDRO1k (1996) and DLSI (1996) for pixe! resolutions of tkm and 218m square
respeciively. The 1km square DEM is shown below in Fig. 7-2, where this resource is
derived from the geographic database of the United States Geological Survey (USGS)
'30 arc-second digital elevation model of the world. This DEM is freely available from
the USGS website (hitp://edcdaac.usgs.gov/gtopo30/hydro) for all the continents of the
world at the 1km spatial resolution and includes other topographically derived data
sets, such as stream networks and drainage basins which have been hydrologically

processed for errors.

It was the aim of this research to model the Liebenbergsvlei catchment at the 1km
spatial resolution and as such it was initially intended to use the HYDRO1k (1996)
DEM for this purpose. However, the resolution of this DEM proved to be too coarse in
terms of accurately tracing the catchment boundaries and the stream networks, as
explained in Section 7.1.2. This was determined by comparing the stream network
delineated from the 1Tkm DEM with that digitised from topographic maps (from Midgley
et al., 1994). The latter information was captured at a spatial detail of 1:250 000 and is
shown in Fig. 7-1. Thus a finer resolution DEM was sought (DLSI, 1996) and the
topographic analysis of the Liebenbergsviei catchment that proceeded was based on
this DEM. In order to maintain the chosen modelling scale of 1km square, the pixel
resolution of this latter resource was “resampled” to the desired scale. This will be
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made clearer in Section 7.1.2. The soils type and landuse information was obtained
from GLCC (1997) and SIRI (1987) respectively. The processing of these data is
covered in Section 7.1.3 and 7.1.4 respectively.

Figure 7-1. The Liebenbergsviei catchment in South Africa showing the eight
quaternary sub-catchments and the river network, which is shown at a spatial
detail of 1:250 000 (Midgley et al.,1994). Also shown are the locations of the 45
telemetering raingauges, 9 flowgauges and the S-Band MRL5 weather radar.
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Figure 7-2. A DEM of Africa, South Africa and the Liebenbergsvlei catchment at a grid
resolution of 1km square from the geographic database of the United States
Geological Survey (HYDRO1k, 1996).

7.1.2. Digital Elevation Model (DEM)
(a) Background
A DEM is a raster-based description of a continuous surface and represents a grid of

elevation heights, in cells or pixel format, above some datum (such as sea level). The
accuracy of the DEM is highly dependent on the resolution of the grid cells, where a
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coarser resolution DEM is more prone to contain errors and is not able to accurately

represent surface features and permit the detection of flow pathways.

A common problem in DEM's is the occurrence of sinks. A sink, also referred to as a
depression or pit, is a cell or area that is surrounded on all sides by higher elevation
values. As such, a sink is an area of internal drainage and prevents the downslope
routing of water and, unless it is an actual case such as a lake or swamp, it is an error.
By contrast, a peak is a cell or area surrounded by lower elevation values and drains
water away from it. Peaks are sometimes erroneous, but are more likely to be natural
features. However, it is vary rare that sinks are natural features and are more likely to
be errors in the DEM (Mark, 1988). These errors often arise due to the sampling
techniques used in processing a DEM or due to the rounding off of elevation values to

integers.

In order to create an accurate representation of the flow direction, it is best to use a
DEM that is free of sinks, or a depressionless DEM. To create such a DEM from an
existing DEM, the sinks need to be filled. This is an iterative process, since the filling of
a sink cell or area may create a new sink at the boundary of the filled cell, which in turn
needs to be filled. A sink is filled to its outflow point, which is the minimum fill elevation
required in order for water to flow out of the cell into a neighbouring cell. This can be
achieved using the GIS software package, ARCGIS™.

Once a depressionless DEM is created the next step in the delineation of the stream
network is the determination of the outflow direction of each cell, i.e. the direction of the
steepest outflow path from an active cell to the neighbouring downstream cells. A
common algorithm used for this purpose is the D8 flow model of O'Callaghan and Mark
(1984). This method assigns the outflow from an active cell into its neighbour along one
of the eight possible paths to which it could flow, i.e. the four cardinal paths and the
four diagonal paths. This outflow path is defined as the path of steepest slope. Fig. 7-3
shows how this method works as applied in the ARCGIS™ environment. Given a DEM
{on the top left of Fig. 7-3), a drainage direction code is assigned to each cell (shown
on the top right of Fig. 7-3) based on the direction codes which are shown in the bottom
panel. This code depends on the direction of maximum slope, which is calculated as
the maximum difference in elevation divided by the horizontal distance from the cenfre
of the active cell to the centres of the eight surrounding cells. If the maximum slopes to
several cells are the same, then the neighbourhood around the active cell is enlarged
until the direction of steepest slope is found. Fig. 7-4 shows the flow direction raster
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computed on ARCGIS™ for the Liebenbergsvlei catchment based on the 218m square
resolution DEM (DLSI, 1996); from here on this DEM will be referred to as the 200m
DEM.
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Figure 7-3. The D8 flow model of O'Callaghan and Mark (1984) as applied in
ARCGIS™,
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Figure 7-4. A flow direction raster showing the direction code of each cell determined
using ARCGIS™ for a 200m square resolution DEM of the Liebenbergsviei
catchment.
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The next step in the delineation of stream networks is to determine the number of
upslope cells that contribute flow into each cell, i.e. the flow (in terms of contributing
cells) accumulated in each cell. This is also achieved on ARCGIS™ with a standard
tool. Fig. 7-5 shows the flow accumulation raster for the Liebenbergsviei catchment.
The colour palette indicates, for each cell, the number of upslope cells that feed it. The

main trunk of the stream network is easily visible from this image.

Elow Accumulation

Legend
(no. of cells)

High : 95777

Low:0

Figure 7-5. A flow accumulation raster showing the number of upslope cells flowing
into each cell determined using ARCGIS™ for the Liebenbergsvlei catchment.

The final step in delineating the stream network from a DEM is to assign a threshold
value to the flow accumulation raster, for the minimum number of upslope cells that are
required to initiate a channel in an active cell. The determination of this threshold value
depends on, according to Tarboton et al. (1991), climate, slope and soil characteristics.
Tarboton et al. present procedures in order to “rationally select the scale at which to
extract channel networks” which correspond to networks obtained through more
traditional methods, such as from topographic maps or fieldwork. Fig. 7-6 shows a
comparison between the stream network delineated from the 200m DEM in the manner
described above (shown on the left of Fig. 7-6) and a stream network digitised from a
topographic map of the catchment (shown on the right of Fig. 7-6) at a spatial scale of
1:250 000 (from Midgley et al., 1990). The threshold value chosen was 500 pixels,
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which corresponds to an area of approximately 20km? for a pixel size of 200m square.
The comparison shows good correspondence between the two sources of networks.

Stream Network Stream Network
(from DEM) fro raphic ma

A

N

Stream Legend
~——— From DEM

From Topo.
Maps

Figure 7-6. A comparison between a stream network delineated for the
Liebenbergsviei catchment from a DEM, using a threshold value of 500 cells
and a stream network digitised from a topographic map (at a spatial scale of
1:250 000 from Midgley et al. (1990)) . The DEM delineated network shown on
the left, although appearing disjointed in the image, is continuous in reality.

Further topographic data can be computed on ARCGIS™ which are required by
TOPKAPI as input. Data such as the stream orders of the delineated stream network
and the surface slopes of each pixel are required. These rasters can be computed
easily using inbuilt functions on ARCGIS™. The computation of these rasters will not
be explained here since they are standard procedures using the GIS software. The
stream order and surface slope rasters are shown and their use explained in the
relevant Subsection (b) that follows. This section describes the effort that was
undertaken in order to obtain TOPKAPI specific input from the DEM of the

Liebenbergsvlei catchment.
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(b) DEM appilication in the TOPKAPI Model

As mentioned in Section 7.1.1, it was required to model the Liebenbergsvlei catchment
using a 1km grid cell resolution. To accurately achieve this, the 218m square pixels of
the 200m DEM were transformed to 1000m (1km) square pixels. This was achieved
using an inbuilt function on ARCGIS™ called “resample”. The result of this is shown in
Fig. 7-7 {on the right). The 1000m resampled DEM shown in Fig. 7-7 (from here on
referred to as the 1km DEM) has been processed for sinks. The “resample” function
has the option of three interpolation techniques, i.e. nearest neighbour assignment,
bilinear interpolation and cubic convolution. Nearest neighbour assignment uses the
closest value from the cell on the input raster to assign to the new “resampled” cell on
the output raster. It is appropriate for categorical data, such as landuse rasters. For
continuous data, such as elevation rasters, the bilinear interpolation and cubic
convolution techniques are preferred as they make use of a greater number of nearby
cells (four and sixteen respectively) to compute the value of the new transformed cell.
These techniques (bilinear and cubic} make use of a weighted average, based on
distance from the centres of the input cells to the centre of the output cell, to compute
the new “resampled” value. In this instance, the bilinear interpolation function was used
to resample the 200m DEM into a 1km DEM as it was found that the cubic convolution
method often gives values outside of the input range. The height range of the new
resampled 1km DEM can be seen to be less than the height range of the original 200m
DEM (in terms of maximum elevation). This is an output result of the resampling
function, but, as will be seen further on, it does not affect the delineation of the
catchment boundaries and stream networks.
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/ E 200m DEM 1km "resampled” DEM

N

Legend
2407
1523

Figure 7-7. A 218m square pixel resolution DEM of the Liebenbergsviei catchment is
shown on the right (from DLSI, 1996). The pixels of this DEM were “resampled”,
using an inbuilt function on ARCGIS™, to a resolution of 1000m square (shown
on the left).

Once the 1km DEM was obtained, the topographical processes described in
Subsection (a) above were performed in order to obtain the desired input for the
TOPKAPI model. These included the surface slope raster, the determination of the
outflow direction of each cell and the computation of the stream networks and stream
orders. These rasters are shown and explained in the following relevant subsections.
However, the determination of the outflow direction of each cell required additional
manipulation techniques outside the scope of the capabilities of ARCGIS™. This was
in regard to a specific requirement of the TOPKAPI model which was that the outflow
path from each cell was to be limited to either a north, south, east or west direction.
Thus the D8 flow model of ARCGIS™ was not suitable for the determination of the flow
direction raster for input into the model. Therefore, additional manipulation was
required with regard to this aspect of the research and is detailed below in the

Subsection (i).

-108 -



CHAPTER 7: The application of the TOPKAPI model

(i) Flow direction and flow accumulation

As defined above, a flow direction raster computes the direction of flow from each cell
in the catchment. This is an important part of catchment modelling as it determines the
connectivity between cells and is the first step in tracing the stream network whose
authenticity is essential On the ARCGIS™ platform, the flow directions of each cell are
determined based on the D8 method, i.e. flow is assigned in any one of eight directions
from an active cell, as explained earlier. The TOPKAPI model operates on the four
cardinal directions only, in such a manner that an active cell may receive flow from up
to three upstream cells and may only have one outflow direction to a downstream cell.
Since the flow direction function on ARCGIS™ operates on the D8 method, it was
necessary to create a “D4” flow direction function which would be compatible with the
TOPKAPI's requirements.

It was decided that the simplest manner in which to accomplish a D4 flow direction
raster was to resolve the four diagonal directions of a D8 flow direction raster into the
four cardinal directions. This is shown in Fig. 7-8, where the four diagonal direction
codes (i.e. 128, 2, 8 and 32) are resolved into direction codes 1, 4, 16 and 64
respectively; those cells that had direction codes reflecting the four cardinal directions
from the original D8 raster were left unchanged. The D8 flow direction raster for the
Liebenbergsviei catchment was produced using the GIS software ARCGIS™. In order
to resolve a diagonal direction into either a north/south or an east/west direction, three
methods were tested. The first was to resolve the diagonal direction code toward that
neighbouring vertical or horizontal direction that had the lowest elevation (based on a
DEM), and hence toward that neighbouring direction of steepest slope. The second
option was to arbitrarily resolve the diagonal directions in a clockwise manner.
Referring to Fig. 7-8 for example, direction code 728 would be resolved clockwise to
direction code 7; direction code 2 would be resolved to direction code 4, and the rest of
the codes would be resolved in this manner. The third option that was tested was to
resolve the direction codes in an anti-clockwise manner in a similar manner to the
second option. The resolving processes were accomplished through M-File
Programming Functions that were written on MATLAB™. These codes are included in

Appendix C.
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D8 Fiow Direction D4 Fiow Direction

Figure 7-8. The D8 flow direction raster codes resolved into a D4 flow direction raster.

The results of all three tests had similar outcomes, in terms of the flow accumulation
rasters that were produced from the flow direction rasters (determined using the three
different methods explained). An example of the D4 flow direction raster of the
Liebenbergsvlei catchment, output from the first test of this exercise (i.e. assigning the
diagonal direction code toward that neighbouring vertical or horizontal direction that
had the lowest elevation), is shown on the left of Fig. 7-9. Intuitively, the resolving of
the direction codes based on lowest elevation makes more sense than resolving the
codes arbitrarily in one direction. However, it is interesting to note that the different
methods used displayed no apparent skill over the other. Thus, based on theoretical
reasoning, it was decided to use the “steepest neighbour” method in the computation of
the flow accumulation raster. The resultant flow accumulation raster, from the new D4

flow direction raster, is shown on the right of Fig. 7-9.

It is evident from Fig 7-9 that the flow accumulation raster is not continuous and hence
does not accurately reflect the flow paths and stream networks. Secondly, the total
number of pixels, at a resolution of 1km square, that cover the Liebenbergsviei
catchment are 4625. This number should be reflected in the accumulation raster’s
legend at the catchment outlet since all cells of the catchment should contribute flow at
this point. The number of cells shown on the right of Fig. 7-9 is 1947 which indicate that
all cells of the catchment are not contributing flow at the outlet. These points show that
the process of resolving the D8 direction codes into the four cardinal direction codes
had created areas of internal drainage within the catchment. These areas of internal
drainage are sinks created artificially as a result of limiting the outflow drainage
directions to four. This did not occur in the D8 flow direction model of this catchment
since all sinks were previously filled based on the eight surrounding cells. This situation
is visually explained in Fig. 7-10, where the sinks were created as a result of
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anomalous positions of direction codes (based on the D4 method) that cause flow
towards each other.

D4 flow direction raster D4 flow accumulation raster

Figure 7-9. On the left is shown a D4 flow direction output as a result of resolving a D8
direction raster of the Liebenbergsvlei catchment into the four cardinal
directions only. The legend of the direction raster show the four cardinal
direction codes as well as an error code (-700 000) to mark those cells whose
resolved directions flowed out of the catchment. On the right is shown the
resulting flow accumulation raster based on the D4 method.

Figure 7-10. Anomalous positions for direction codes that resulted from the resolving
of a D8 flow direction raster into a D4 raster. These pixels created areas of
internal drainage within the catchment.

In order to solve this problem, further code was written on MATLAB™ to identify the
“problem” pixels shown in Fig. 7-10 as well as those pixels along the catchment
boundary that flowed outwards. This code is also included in Appendix C. A “catchment
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mask”, which displayed the problem pixels, was then created on Microsoft Excel™ by
importing the code’s output. The direction codes of the problem pixels were then easily
rectified (by hand) based on this masking technique. The number of instances that
required rectification was: 12 pixels that flowed outwards, 13 cases of pixels flowing
toward each other in a north/south direction and 14 cases of pixels flowing toward each
other in an east/west direction. The result of this can be seen in Fig. 7-11, where the
flow accumulation raster is shown on the left, after manual checking of the direction
codes was performed (in the manner explained above). The accumulation raster is
overlain on the right of Fig. 7-11 with the stream network traced from a topographic
map (from Midgley et al., 1994) at spatial scale of 1:250 000.

The results shown in Fig. 7-11 summarise, visually, that the processes explained
above are able to trace the correct flow paths of the catchment based on a D4 method,
which is a requirement of the TOPKAPI| model. Secondly, the number of pixels that
contribute flow to the catchment outlet is shown in the legend of Fig. 7-11 as 4625. This
number is in agreement with the number of pixels contained in the Liebenbergsvlei
catchment at a resolution of 1km square. It is envisaged that through more skilled
programming techniques, the entire process of resolving a D8 flow direction raster to a
D4 raster could easily be achieved in one script. This code has not been written in this

study.

Stream network from
topographic'map

"Corrected" D4 flow
accumulation raster

Figure 7-11. The “corrected” flow accumulation raster is shown on the left which is
overlain on the right with a stream network (in red) traced from a topographic
map (from Midgley et al., 1994) at a spatial scale of 1:250 000.
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(ii) Stream networks

The delineation of a catchment’s stream network is important in catchment modelling
as it determines which cells contain a channel and which do not. The pixels or grid cells
of the catchment would then be modelled accordingly. In the TOPKAPI model, the
surface flow of a cell that does not consist of a channel will be modelled with an
overland store only. For a cell that does contain a channel, the surface flow will be
modelled with both an overland store and a channel store and the flow within that cell
would be partitioned between the two stores respectively (in the manner explained in
Chapter 6).

The stream network delineation is made from the flow accumulation raster by assigning
a threshold value to define the minimum number of upslope cells (or area) which are
required to initiate a channel. Fig. 7-12 shows the difference when stream networks
were delineated using five different threshold values, i.e. 5, 10, 25, 50 and 65 pixels.
Since the pixel resolution of the flow accumulation raster used was 1km? (from Fig. 7-
11), these threshold values are equivalent to areas of 5, 10, 25, 50 and 65km®
respectively. The drainage densities of the extracted networks are shown in Table 7-1;
drainage density (in km™) is defined as the ratic of total stream length to total
catchment area. Since the drainage direction of the flow accumulation raster is based
on a D4 method, the total length of the stream network drained is equal to the number
of channel pixels (based on the raster’s resolution of 1km?). This can be understood
from the fact that the north/south or east/west distance across a cell is 1Tkm given a
raster resolution of 1km®. This is shown in the third column in Table 7-1. The drainage
density (column 4 in Table 7-1} is computed by dividing the total length of the stream
network by the total catchment area, which is 4625 km? (from 4625 pixels in Fig. 7-11).

Table 7-1. The drainage densities of the extracted stream networks shown in Fig. 7-12.

No. of channel Pixels .
Threshold Drainage
. (also tolal stream . ;
Area (km©) . Density (km™)
fength in km)
Streamnet. 5 |5 1369 0.296
Stream net. 10 | 10 1061 0.229
Stream net. 25 | 26 712 0.154
Stream net. 50 | 50 539 0.117
Stream net. 65 | 65 455 0.0984
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Threshold area 5km square Threshold area 10km square  Threshold area 25km square

1§

Threshold area 50km square Threshold area 65km square Threshold area 65k

Figure 7-12. The stream networks delineated utilizing five different threshold areas, i.e.
5, 10, 25, 50 and 65km square, on ARCGIS™. The superimposition of the
1:250 000 network (from Midgley et al., 1994) on the 65km square network is
shown on the bottom right. ;

Tarboton et al. (1991) state that in “extracting channel networks from digital elevation
models, it is important that the networks extracted be close to what traditional workers
using maps or fieldwork would regard as channel networks”. In their paper, Tarboton et
al. present a rigorous method for the extraction of stream networks. They base their
methods on the morphometric scaling properties of stream networks as discovered by
Horton (1932, 1945), Strahler (1952, 1964) and others since. In particular, they make
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use of two properties, the constant drop property and the power law scaling property of
slope with area, and suggest that the smallest threshold area that should be used be

that area for which these scaling properties are still valid.

From the literature on the TOPKAP!I model, it is not clear on how a threshold value is
chosen. Therefore, in order to simplify matters, the network extracted using a threshold
area of 25km? was arbitrarily taken as representative of the catchment's actual
network. According to Todini (2005), stream networks in reality only form about 10% to
15% of the catchments’ area and that the level of accuracy for this detail is not critical
in the TOPKAPI model. The use of a 25km? threshold area gives a drainage density of
approximately 15%. This is shown in Fig. 7-12,

A further topographically derived input of the TOPKAP{ model is the order of the stream
network ordered according to the method of Strahler (1964). The Strahler basin order is
defined in Fig. 3-5 in Section 3.2.3 and also in Pegram and Parak {2004) attached in
Appendix A. This input, the Strahler basin order, is required to facilitate the estimation
of a Manning’s channel roughness coefficient n, for channel stores of the model.
Values of n, should firstly be estimated from a priori knowledge (through fieldwork) of
the channel reaches in the catchment, using literature such as Chow {1959) or Barnes
(1967) for its estimation. If this is not known, the roughness coefficient of the channel
reaches in each pixel can be estimated based on the channel order assigned to each
reach using the ordering method of Strahler (1964). In Liu and Todini (2002}, channel
orders of 1, 2, 3 and 4 were assigned n, values of 0.045, 0.040, 0.035 and 0.035 m™*°s
respectively for the Upper Reno catchment in ltaly. A stream order raster can be
computed from the delineated stream network using ARCGIS™. Fig. 7-13 shows the
stream orders of the Liebenbergsviei catchment extracted using a threshold area of
25km?.
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/
/ Stream Orders (Strahler)

Figure 7-13. The stream orders, ordered according to the method of Strahler (1964),
based on a stream network extracted using a threshold area of 25km? on
ARCGIS™,

(iii)  Surface slopes
A surface slope raster was computed by means of an inbuilt tool on ARCGIS™ using
the 1km DEM as input. The output of this function gives the surface slopes of each cell,
in degrees or as percentages. The surface slope raster for the Liebenbergsviei
catchment is shown below in Fig. 7-14 where the slopes are shown in degrees and the
resolution of the raster is 1km square.

-116 -



CHAPTER 7: The application of the TOPKAPI model

,/f' Surface Slopes
/A (degrees)
N

Legend
| [REL

[ 0562 - 0964
R ooss 140
B 148200
[Ja20s.2m
I 203- 394
[ EETRE
| YAl
-0

Figure 7-14. A surface slope raster (in degrees) is shown computed from the 1km
DEM on ARCGIS™. The resolution of the raster is 1km square.

7.1.3. Soils map

Fig. 7-15 shows a vector-based soils map of South Africa (actually a landtype map with
related soils properties) obtained from SIRI (1987). The different soils attributes of the
map are represented by the different polygons, where the accuracy of the map (scale
of detail) is 2,5km. In order for this map to be of use in this study, it was necessary to
be able to identify the soil properties of each pixel. In order to accomplish this, the
vector-based soils map of South Africa was converted into raster form using a feature
on ARCGIS™, called “Feature to Raster”. A cell size of 1km square was specified so
that the raster-based soils map would be compatible with the other input rasters. It is
important to note that although the raster now has a resolution of 1km square, its
accuracy is still at the scale at which it was mapped, i.e. 2.5km. A mask of the
Liebenbergsviei catchment was then used to clip the raster-based soils map for the

area of interest. These are shown in Fig. 7-15.
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Figure 7-15. A vector-based soils map from SIRI (1987) was converted into a raster
with a pixel resolution of 1km square from which the raster-based soils map of
the Liebenbergsviei catchment was clipped. The legend distinguishes soils
groups of which the properties are given in Table 7-2.

The legend of the soils map for the Liebenbergsvlei catchment identifies and displays a
particular code which has related soil properties, rather than actually identifying the soil
type. The related soil properties are tabulated in Table 7-2 and correspond to the codes
shown in the legend. The soil properties given there are inter alia, for both an upper
top soil layer and a lower sub-soil layer, depth of layer, wilting point, field capacity,
porosity and the saturated drainage rates.
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Table 7-2. The related soil properties of the landtype map (SIRI, 1987} of the

Liebenbergsviei catchment (see Fig. 7-15).
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The inputs required by the TOPKAPI model with regard to the soil store are the depth
of the surface soil layer, saturated hydraulic conductivity, the saturated moisture
content and the residual moisture content. Although the soils’ parameters related to the
map do not explicitly give the latter three input parameters required by the model, these
may be inferred from the information given. ideally, a soil types map would be able to
identify the particular soil that is found in each pixel. Based on this identification,
characteristic soils properties may be found from literature. However, the map used in
this research is a landtype map (as already mentioned) with related soil properties. It is
included in this dissertation as it was the only map available at no cost, and for
informative purposes. However, it is felt that a map which identifies the soil type of
each pixel might be better suited for the application of the model.

7.1.4. Landuse map

Landuse parameters are required so that Manning's roughness coefficients may be
inferred for the hillslope surfaces of a catchment. Fig. 7-16 shows a rasier-based image
of the landuse for each pixel of the continent of Africa at a resolution of 1km square
(GLCC, 1997), from which a map of the Liebenbergsvlei catchment may be masked.
This database is one part of a suite of global land cover characteristics (at a resolution
of 1km) for all the continents of the world which are freely downloadable from the
United States Geological Survey (USGS) website (http://edcdaac.usgs.goviglec). The

coverage characteristics represent averages thereby giving flexibility with regard to

seasonal changes in land use.

The legend of the map identifies the landuse type of each pixel, which in turn can be
used to infer Manning's roughness coefficient for the hillslopes of a catchment using
literature such as Chow (1959: 108). This input is required for the overland store of the
TOPKAPI model. The ilanduse map for the Liebenbergsviei catchments shows that the
catchment’s landuse consists predominantly of cropland and grassland. From Chow
(1959: 108), typical values of n, (the surface roughness coefficient) for this coverage
type range from 0.020 to 0.050m™s.
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3

Landuse map of
the Liebenbergsvlei

Figure 7-16. A landuse map of Africa, South Africa and the Liebenbergsvlei catchment,
all at a pixel resolution of 1km square (GLCC, 1997).

7.1.5. Rainfall input

The TOPKAPI model requires distributed rainfall information in real-time for flood-
forecasting purposes. The use of remote sensing techniques, such as satellite and
radar estimates of distributed precipitation information, is ideal for this application since
they provide precipitation estimates in fine spatial detail over a large area and the pixel
format of these precipitation estimates is well-matched with the processing grid cells of
the model. However there are errors associated with remotely sensed precipitation
information and as such raingauge estimates are used, in combination with the satellite
and radar estimates, to condition a “best” merged estimate of real-time distributed
precipitation. An example of such a combination technique employed locally is the
SIMAR (Spatial Interpolation and Mapping of Rainfall) project which was jointly
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undertaken between the South African Weather Service (SAWS) and the University of
- KwaZulu-Natal (UKZN) under a contract with the Water Research Commission {WRC)
(Pegram, 2004). The merging process will not be covered here, but as a point of
example, the attainment of real-time distributed radar estimates of rainfall for input into
the model will be explained below (using rainfield data from the S-Band MRLS weather

radar covering the Liebenbergsvlei catchment).

Fig. 7-17 shows an instantaneous volume scan of radar reflectivity (dBz) at Zkm
altitude above ground level (a.g.l.), from which the rainfall for the Liebenbergsviei
catchment has been clipped out. The resolution of the rainfall estimate is 1km?. In order
for these images to be used as input for the TOPKAPI model, it is worth knowing the
rainfall at ground level that occurs over a finite time step (for example an hour). In order
to accomplish this, the radar images are kriged down to ground level from all 18 levels
a.g.l. (at 1km vertical spacing) and accumulated over an hour (Pegram et al., 2005).
Furthermore, the reflectivity values (in dBz) are converted into rainfall intensities (in
mm.hr) using the Marshall Palmer formula (Marshall and Palmer, 1948). The format of
these rainfall estimates make it possible to input the rainfall intensities incident on each

grid cell in each time step when modelling each pixel.
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An instantaneous volume scan of radar reflectivity /
at 2km altitude a.g.l. b

Radar # /

ngend ~

Figure 7-17. An instantaneous volume scan of radar reflectivity (dBz) at 2km altitude
above ground level (a.g.l.), from which the rainfall for the Liebenbergsviei
catchment has been clipped out. The resolution of the images is 1km square.

The volume scan from the radar comprises a 200 by 200 matrix at a resolution of 1km
square, where the image origin is located at the radar centre (in Cartesian
coordinates). In order for the rainfall image to be correctly aligned with the
Liebenbergsvlei catchment on ARCGIS™, which take its origins at the lower left corner,
the radar image was given a new origin at the lower left corner by shifting it up and to
the right by a distance equal to the radius of the image, i.e. 100km (100 000m in
Cartesian coordinates). The rainfall estimate for the Liebenbergsvlei catchment could
then be clipped out using a mask of the catchment.
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7.1.6. Data alignment

In any work that involves geographically referenced data, it is important that the
coordinate systems used are the same, especially when one uses data from different
sources. Furthermore, it is important that the cells of the data are correctly aligned so
that the input data match the correct cell which is being modelled. All GIS work carried
out in this research made use of the ARCGIS™ software. A brief explanation of how

the data was managed and aligned follows.

Firstly, the combination of data from different sources involved the determination of the
geographic coordinate system on which they were based. Secondly, it was necessary
to establish whether the data was projected or not. A geographic coordinate system
(GCS) uses a three-dimensional spherical surface to define locations on the earth.
Points on a GCS are referenced by their longitude (which run north - south) and
latitude {which run east - west around the earth) and are measured in degrees from the
earth’s centre. A projected coordinate system is defined on a flat two-dimensional
surface where locations are identified by x-y coordinates on a grid. A projected
coordinate system is always based on a GCS which has been converted (projected)
using some method. The GCS adopted for mapping in South Africa at present is the
WGS84 global ellipsoid while the projection system used (to cover a limited area of 2°
longitude) is a Transverse Mercator Map. Fig. 7-18 below shows a screen capture of
the geographic and projected coordinate system details, from ARCGIS™, which has
been used uniformly in this research to represent all data covering the extent of the

Liebenbergsvlei catchment,
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Figure 7-18. A screen capture of the geographic and projected coordinate system
details, from ARCGIS™, which has been used uniformly in this research to
represent all data covering the extent of the Liebenbergsviei catchment.

Furthermore, in order to align the data “pixel to pixel’, a mask of the Liebenbergsviei
catchment representing a matrix of 62 columns and 121 rows at a resolution of 1km
square was used to clip and extract all data. The mask was created from the DEM of
the catchment and ensures that the clipped data, provided it is at the same resolution,
has the same number of columns and rows and is originated at the same point (the
lower left corner in ARCGIS™). Fig. 7-19 below shows a screen capture of all the
required input data in text-format. These data can be displayed in ARCGIS™ in raster-
format, but are needed in text-format for input into a code to run the TOPKAPI model. It
can be seen from Fig. 7-19 that all the data have the same origin, number of columns

and rows and the same cell size, all of which would ensure “pixel to pixel” alignment.
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Figure 7-19. A screen capture of the headings of the files of all the input data, in text-
format, which describe the properties of each pixel of the Liebenbergsvlei
catchment, which is required by the TOPKAPI model. These data can be
displayed in ARCGIS™ in raster-format. The figure shows that all the data
consist of 62 columns, 121 rows, are aligned at the lower left corner in a
projected coordinate system (see Fig. 7-18) and are at a cell size resolution of
1000m square.

7.2. Test application

The test application of the TOPKAPI model consisted of creating a four-cell generic
catchment, together with establishing the intricate intra- and inter-cell operations. This
test was simply created on a standard spreadsheet package using Microsoft Excel™.
The purpose of this small-scale application of the TOPKAPI model was to test our
understanding of the model and form the basis for modelling an entire catchment using
a higher level of programming language such as C++. This latter task is not
accomplished in this research and is left for completion in a follow up study. Instead,

the aim of this research was to lay the groundwork in preparation for the establishment
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of the TOPKAPI model as a fully-functioning real-time rainfall-runoff application for

flood-forecasting purposes in the Liebenbergsviei catchment and others.

The four cell generic catchment was imagined as follows: Cell 1 flows into Cell 2, which
in tum flows into Cell 3, which in turn flows into Cell 4. Channel flow was only initiated
in Cell 2 and thus Cells 3 and 4 had channel flow as well. In order to create the intra-
and inter-cell operations of the test catchment, it was necessary to model the three
fundamental components of the TOPKAPI model in each cell, i.e. the soil, overland and
channel (except for Cell 1) stores respectively. The model was then run based on
pulsed precipitation inputs (in each time step) and a simple continuity check was used
to verify the operations of the test catchment. An explanation of how this was

accomplished is detailed in the sub-sections that follow.
7.2.1. Input parameters

The initial values for the input parameters were arbitrarily chosen but were kept within
the range of expected values for the given variables, which were suggested by Liu and
Todini (2002). The initial chosen parameters for each cell, together with their suggested
range (shown in parentheses in the second column) are given below in Table 7-3. The
parameters that would remain unchanged for all the cells of a catchment are the
horizontal dimensions of the grid cell, taken as 1000m, the time step, taken as 1 hour
(3600s), the non-linear exponents «, which was taken as 3 for the soil stores and */;
(from Manning’s formula) for the overland and channel stores respectively, and the
parameters related to the computation of the channel width (from Eq. 6-24 in
Chapter 6).
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Table 7-3. Input parameters chosen for the “four cell generic catchment” for the test
application of the TOPKAPI model on Microsoft Excel™. The suggested range
of the parameters (in Liu and Todini, 2002) is given in parentheses in the

second column.

Cell | Cell | Cell | Cell
Parameters
1 2 3 4

Soil Store
Depth of surface soil layer (m) L (0.1-2) 3 0.75 | 100 | 1.25
Saturated hydraulic conductivity (m.s™) | ks (10°-10) 0.001 | 0.001 | 0.001 { 0.001
Suifisce Sloge tanp 0.09 | 0.08 | 0.07 | 0.05
Residual soil moisture content 0;(0.01-0.1) 0.04 0. | 006 | DG
Saturated soil moisture content o057y | 2% | 90| 0% | 060
Overland Store
Manning's surface roughness coeff. n, (0.05-0.4) 0.1 0.2 0.3 0.4
Surface slope tanp same as for soil store

Channel Store

Manning's channel roughness coeff.

ne (0.02-0.08)

0.03

0.04 | 0.05

0.06

Surface slope

tanp

same as for soil store

Constant Parameters for all cells

Horizontal dimension of cell (m) X 1000
Time step (s) At 3600
Non-linear soil exponent o (2-4) 3
| Non-linear overland exponent Qo A
Non-linear channel exponent o L
Max. channel width at outlet (m) Winax 0
Min. channel width for Ayesnoa (M) Wi 1
Area required to initiate channel (m?) Athreshold 1000000
Total area drained by catchment (m?) At 4000000
Area drained by /" cell (m?) . S— 1x10° | 2x10° | 3x10° | 4x10°

7.2.2. Soil store

In Chapter 6 it was explained that the soil store of the TOPKAPI model is the regulating
store of each cell. The operations of the soil store for the “four cell generic catchment”
were formulated on Microsoft Excel™ as shown in Fig. 7-20. An explanation of how
some of the key functions of the soil store for Cell 1 operate in each column is listed
after Fig. 7-20.
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Cell 1: Soil Store

L 05 m
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Time Step Input Inflow Sored @ t, Q)=
t, ) pX (1-awixpa Vi) (S W
(s) {mmihe mig! (m%) (m*s") tm_‘} (s |
1 0 20 5.556 5.556 5000 0.00000
2 3600 20 5.556 5.556 15000 0.00002
3 7200 20 5.556 5556 287123 0.00012
4 10800 20 5.556 5556 44428 0.00046
5 14400 20 5.556 5556 61242 0.00120
[ 18000 20 5.556 5556 78736 0.00255
7 21600 20 5.556 5556 96677 0.00472
8 25200 20 5.556 5556 114929 0.00793
9 28800 20 5.556 5556 133405 0.01240
10 32400 20 5.556 5556 152043 0.01836
g 10 11 12 13 14 15 16 17 18 19 20
CQuasi-anal solution to the non-i ffereniial rasarvair for the soll store
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Figure 7-20. The operations of the soil store of Cell 1 for the first ten time steps as
modelled using Microsoft Excel™.

e Col. 1: 75 time steps were created for this model which corresponds to a total
storm duration of 75 hours (approximately 3 days).

e Col. 6: The total input in each time step is taken as the sum of the incident
precipitation (lumped over the time step) and any contributions from the soil and
overland stores of an upstream cell. This latter input is derived from the average
outflow over the time step from the upstream cell. In this instance, Cell 1 is a
source cell with no upstream contributors (and hence Col. 5 is blank), however

it is worth noting the partitioning performed with regard to this input, i.e. the
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partitioning of flow to the channel of a channel cell and to the soil store of the
next downstream cell. This is explained in Section 7.2.4.

Col 7: The initial soil moisture stored was set at 5000m® which forms
approximately 2.4% of the saturated moisture volume Vin (which is 205 000m®
for Cell 1). In Liu et al. (2006}, the initial soil saturation percentage was set at
the same value (0.9%) for all the cells of the Upper Xixian catchment (in China)
when the calibration for the catchment was performed using the TOPKAPI
model.

Col 8: The sub-surface outflow at the beginning of the time interval is a function
of the volume stored at the beginning of the time interval, which is computed
from the oufflow term of Eg. 6-14 (in Chapter 6), i.e.
v [ms)

Col. 9-20: These columns are necessary to compute the quasi-analytical
solution offered by Liu and Todini (2002) shown in Section 6.1.6 of Chapter 6,

Q. ()=

where y represents the volume term V, ¢ the non-linear exponent «, u a
substitution variable used for the integration and # and o {not to be confused
with « from the non-linear exponent) are two variables fitted so as to

approximate the non-linear term y° with a second order polynomial By? + ay.

The variables S and « were fitted by solving the equation y° — Sy* +ay =0 by

c 2 _ c :
iterating #and « such that g = Lj_;ﬂ/_ and o=V =Y The solution of this
y
equation is shown in Col. 13 and the variables were fitted in each time step by
activating the iteration function on Microsoft Excel™. However, as explained in
Section 6.1.6 of Chapter 6, it turns out that the best fit of these variables is
B=y% and o =0. Cols. 14-18 are used as intermediary steps to compute u

{Col. 19) at the end of the time step, i.e. at {,;=f,+At. This parameter (u) is then
back substituted to obtain, in Col. 20, y(t,+4f) which is the solution of the non-
linear soil reservoir equation.

Col. 22: The intermediate moisture storage V'(¢) is the solution of the non-
linear reservoir equation for the soil store and is equal to Col. 20 when input is
greater than zero. When input equals zero while there is moisture stored in the
soil store at the beginning of the time interval, the non-linear differential
reservoir equation for the soil store reduces to a decay function and the
intermediate moisture storage at the end of the time is computed from Eq. 6-45
in Chapter 6. When input and initial moisture storage, V({,), equals zero at the
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beginning of the time interval, V'{(t;) = 0. These switches are achieved using
two if statements imbedded in each cell of this column on Microsoft Excel ™.

e Col. 23: Saturation excess is the input to the overland store and is activated
upon the saturation of the soil store, i.e. when V'{t;) = Vi, It is taken as an
average excess given off during the time step and becomes the input for the
overland store of that time step. The switch for this is also achieved using an if
staternent.

e Col. 24: Evapotranspiration losses are subftracted as a lumped loss at the end
of the time step from the intermediate soil storage. In this exercise, a suitable
method to compute this amount has not been implemented (see Section 6.1.4
in Chapter 6) and hence the column is blank.

* Col. 25: The actual moisture storage at the end of the time step V{({;) results
from the subfraction of the saturation excess and evapotranspiration losses
from the intermediate moisture storage V's(t;).

+ Col. 26: The sub-surface outflow at the end of the time interval is a function of

the volume stored at the end of the time interval, which is computed from the

. . Cs X a1
outflow term of Eq. 6-14 (in Chapter 6}, i.e. Q, (t,)= X:"“ v [m s }

» Col. 27: The average sub-surface outflow over the time interval 4t is computed
simply from the average of the outflow at the beginning of the time interval and
the end of the time interval, i.e. the average of Col. 8 and 26. This then
becomes the input, for that time step, for the soil store of the downstream cell. If
a channel exists in this cell, then the average sub-surface outflow would need to
be partitioned between the channel component of the cell and the soil store of
the next downstream cell (see Section 7.2.4).

7.2.3. Overland store

The operations of the overland store for Cell 1 are shown below in Fig. 7-21. The time
steps shown are from time step 1 onwards. However it should be noticed that the
overland store is only activated when the soil store becomes saturated during time step
12. Initially, it is assumed that there is no water stored on the surface slopes and hence
the initial volume is zero. An explanation of how some of the columns operate in
modelling the overland store of Cell 1 is listed after Fig. 7-21. Explanations of those
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columns that are not given were deemed to be self-explanatory or have been covered
in Section 7.2.2.

Cell 1: Overland Store

5 (] 7
1 0 3600 ] 0 0 0.0000
2 3600 7200 ] ] 0 0.0000
3 7200 10800 ] (1] 0 0.0000
4 10800 14400 0 0 0 0.0000
5 14400 18000 1] a 0 0.0000
6 18000 21600 0 0 0 0.0000
7 21600 25200 0 0 0 0.0000
8 25200 28800 0 0 0 0.0000
9 28800 32400 0 0 0 0.0000
10 32400 36000 1] 0 0 0.0000
1 36000 39600 0 0 0 0.0000
12 39600 43200 3546 0.984902202 0 0.0000
13 43200 46800 18931 5258408936 1741 0.0756
14 46800 50400 18931 5258498936 12830 21370
15 50400 54000 18931  5.258498936 18940 4.0374
8 9 10 11 12 13 14 15 16 17
0.000E+00 1 0 0 -0.0000003 0 0 0.00 0.00  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 0 0.00 0.00  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 0 0.00 000  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 0 0.00 000  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 0 0.00 000  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 0 000 000  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 1 0.00 000  #DIVIOY
0.000E+00 1 0 0 -0.0000003 0 0 0.00 000  #DIVIO!
0.000E+00 1 0 0 -0.0000003 ] 0 0.00 000  #DIVIO!
0.000E+00 1 0 0 -0.0000003 0 V] 0.00 0.00  #OIVID!
0.000E+00 1 0 0 -0.0000003 0 0 0.00 000  #DIVIOY
0.000E+00 1 0 0 -0.0000003 0 -3283007.339 1811.91 -1811.91 1741
2.520E+05 0.083125877 ] 0 -249378E-08 0 -210864901.6 1452119 -14521.18 12930
TA23E+06  0.042605117 ] 0 -1.27815E-08 0 -411413723.9 20283.34 -20283.34 18940
1.346EH07 0037514825 -2.95026E-13 111759E-08 -112544E-08 -7.B6425E-12 -467237408.3 2161568 -21615.68 21127
18 19 20 21
3600 0 0.0000 0.0000
7200 0 0.0000 0.0000
10800 0 0.0000 0.0000
14400 0 0.0000 0.0000
18000 0 0.0000 0.0000
21600 0 0.0000 0.0000
25200 0 0.0000 0.0000
28800 0 0.0000 0.0000
32400 0 0.0000 0.0000
36000 0 0.0000 0.0000
39600 0 0.0000 0.0000
43200 1741 0.0756 0.0378
46600 12930 21370 1.1063
50400 18940 4.0374 3.0872
54000 21127 48436 4.4405

Figure 7-21. The operations of the overland store for Cell 1 as modelled on Microsoft
Excel™,
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Col. 4: This is the input into the overland store and results from the saturation
of the soil store of Cell 1. Saturation excess from the soil store is computed at
the end of each time step, but it is taken as having being exfiltrated during that
time step and so becomes the input for the overland store for that time step.
Col. 8-17: These columns compute the quasi-analytical solution to the non-
linear differential reservoir equation for the overland store. The explanations of
these are similar to those given in Section 7.2.2 except that in this instance a
substitution variable (for the integration) is not used. For certain time steps in
Col. 17, results of #DIV/0! are returned by Microsoft Excel™ because for these
time steps the initial volume stored on the surface and the overland input are
zero. This does not effect the final result (as seen in Col. 19) since these are
still intermediary steps.

Col. 19: This column records the moisture storage at the end of the time step. If
the input into the overland store at the beginning of the time step is greater than
zero, the value that Col. 19 takes on is equivalent to Col. 17, which is computed
using the quasi-analytical solution calculated in columns 8-17. If input and
moisture storage at the beginning of the time interval is zero, then the moisture
storage at ¢, is zero. However, if the input is zero while there is still moisture
stored on the surface at the beginning of the time interval, then the non-linear
differential reservoir equation for the overland store reduces to a decay function
and the moisture storage at the end of the time interval is computed from Eq. 6-
45 in Chapter 6.

Col. 21: The average overland outflow over the time interval 4f is computed
simply from the average of the outflow at the beginning of the time interval and
the end of the time interval, i.e. the average of Col. 7 and 20. This then
becomes the input, for that time step, for the soil store of the downstream cell. if
a channel exists in this cell, then the average overland outflow would need to be
partitioned along with the sub-surface outflow between the channel component
of the cell and the soil store of the next downstream cell {see Section 7.2.4).

7.2.4, Flow partitioning

Flow partitioning is necessary to split the average outflow from the soil and overland
store of a cell between the channel of that cell and the soil store of the next cell
downstream cell. As explained in Chapter 6 (Section 6.1.3c), this split is proportional to
the ratio of the width of the channel of Cell i (W) to the overall width of the cell. This is
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seen in Section 7.2.2, where the upstream contribution to the soil store of Cell 1 (Col. 5

in Fig. 7-20) has been partitioned using the following proportion (1—1%} The

addition of an extra parameter 1 was made in order to create a switch which could
either activate or deactivate the channel store of a cell and regulate the amount of flow
into it (and hence the flow to the downstream cell as well). This switch is explained in
Table 7-4 below and the text that follows it.

Table 7-4. The range of values that A can take when regulating the flow Q to the
channel of a cell and to the downstream cell.

Flow to channel | Flow to next cell
* (2"m-Q (1-4 %% -Q
0 0 Q
1 i -Q (1-%%) -Q
Xt Q 0

It is evident from Table 7-4 that the range of A is from 0 to */y. If 1=0, all flow from the
soil and overland store of a source cell progress to the soil store of the downstream cell
{(and hence a channe! does not exist for the source cell). If A=*/, all flow from the soil
and overland store of a source cell progress to the channel of that cell. This latter
scenario is realised at the outlet of a catchment where all the outflows from all the

stores of a catchment come together.

It was further felt that this value {4) could be used to either increase or decrease the
amount of flow feeding a channel, since in reality the proportion equivalent to "/ is
very small. In Liu et al. (2005), the values of Wy, and Wy, that were chosen for the
Upper Xixian catchment (with an area of approximately 10 000km?) was 1m and 400m
respectively. At the 1km square modelling resolution, this forms a partitioning
proportion of approximately 0.1% at the point of channel initiation and 40% at the
catchment outlet respectively. However, according to Todini (2005), the proportion of
channel cells in a catchment is approximately 10 to 15% of the total number of cells in
a catchment. Thus the use of 1 as a tool to increase the proportion of flow to a channel
does not make a big difference in the overall modelling of the catchment processes and
resultant outflow from the catchment. Hence, for this exercise, the use of A was limited
to a switch and would not take on other values besides 0, 7 and .
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Fig. 7-22 shows the flow partitioning performed for Cell 1 of the “four cell generic
catchment’. In this case, the width of the channel was computed to be 1m (from Eq. 6-
24 in Chapter 6, using the parameters given in Table 7-3 above) and 4 was set at 0
since Cell 1 does not consist of a channel. The flow that feeds the channel (Col. 8)
comprises the sum of the average outflows from the soil and the overland store of that
cell (Col. 4 and 5 respectively), which is partitioned in the manner explained above.
The remainder feeds the soil store of the downstream cell (Col. 7).

Cell 1: Flow partitioning

1 0 3600 0.00001 0.0000 9.141E-06 9.141E-06 0.000E+00
2 3600 7200 0.00007 0.0000 7.070E-05 7.070E-05 0.000E+00
3 7200 10800 0.00029 0.0000 2.909E-04 2.909E-04 0.000E+00
4 10800 14400 0.00083 0.0000 B.289E-04 8.289E-0D4 0.000E+00
5 14400 18000 0.00187 0.0000 1.875E-03 1.875E-03 0.000E+00
6 18000 21600 0.00363 0.0000 3.635E-03 3.635E-03 0.000E+00
7 21600 25200 0.00632 0.0000 6.325E-03 6.325E-03 0.000E+00
8 25200 28800 0.01017 0.0000 1.017E-02 1.017E-02 0.000E+00
9 28800 32400 0.01538 0.0000 1.538E-02 1.538E-02 0.000E+00
10 32400 36000 0.02219 0.0000 2.219E-02 2.219E-02 0.000E+00

Figure 7-22. The flow partitioning operations of Cell 1, where flow is partitioned
between the channel store of Cell 1 and the soil store of the downstream cell,
i.e. Cell 2.

7.2.5. Channel store

Fig. 7-23 below shows the channel store for Cell 2 of the “four cell generic catchment”,
since Cell 1 did not contain a channel. An explanation of how some of the columns
operate in modelling this store of Cell 2 is listed after Fig. 7-23. Explanations of those
columns that are not given below were deemed to be self-explanatory or have been

covered in the previous sections.
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Cell 2: Channel Store
n.
anp
c.
[Cwipow)*
1 2 3 4 5
TimeStep | Baginof | Inputfromcell | Upstream | Total input
1 awx@sa) | a ;
_(secs) ('s") (m's") (m's")
1 0 3.033e-08 0 3.03344E-08 22.35 0.00445
2 3600 1.778E-07 0 1.778E-07 13 0.00181
3 7200 6.253E-07 0 6.25252E-07 9 0.00092
4 10800 1.617E-06 0 1.61715E-06 ] 0.00054
5 14400 3.433E-06 0 3.43286E-06 5 0.00034
6 18000 6.372E-06 0 6.37T161E-06 4 0.00024
7 21600 1.075E-05 0 1.07453E-05 3 0.00017
8 25200 1.687E-05 0 1.68748E-05 3 0.00013
] 28800 2 .509€E-05 0 2.50885E-05 2 0.00010
10 32400 3.572E-05 0 3.57213E-05 2 0.00009
8 9 1_{_] 11 16 17
Quasi-analytical solution to
¥ | ¥-pyray=0 P2 yit+at)
1.774E+02 0.354993004 0 0 -8.91096E-06 0 -0.003404168 0.06 -0.068 13
7.204E+01 0.425091617 1] 0 -1.06708E-05 0 -0.016659399 013 013 9
3.665E+01 0.486609002 1] 0 -1.22148E-05 0 -D.051188217 0.23 0.23 6
2.13%E+01 0.541924701 -1.69628E-15 2.13163E-14 -1.36033E-05 -3.13011E-15 -0.1188795594 0.34 0.3 5
1.370E+01 0.592431093 0 0 -1.487T11E-05 0 -0.230841066 0.48 -0.48 4
9.394E+00 0.638890001 0 0 -1.60373E-05 0 -0.397299729 0.63 -0.63 3
6.800E+00 0.681557972 -2.81196E-16 1.77636E-15 -1.71083E-05 -4.12578E-16 -0.628072652 0.79 0.79 3
5.161E+00 0.720205607 0 0 -1.80785E-05 0 -0.933419833 0.97 -0.97 2
4 100E+00 0.754107981 4] 0 -1.89295E-05 0 -1.325365335 1.15 -1.15 2
341BE+00 0.782081652 (] 0 -1.96317E-05 0 -1.81957464 1.35 -1.35 2
19 20 21
Serge@t Q= (ot
Vilt) (CWIOWP IV aJa
(m) (m's") ('s”)
13 0.00181 0.003130455
7200 9 0.00092 0.001364212
10800 6 0.00054 0.000728539
14400 5 0.00034 0.000440505
18000 4 0.00024 0.000289891
21600 3 0.00017 0.00020325
25200 3 0.00013 0.000150114
28800 2 0.00010 0.000116237
32400 2 0.00009 9.43602E-05
36000 2 0.00008 B8.05696E-05

Figure 7-23. The operations of the channel store of Cell 2 as modelled on Microsoft
Excel™.

e Col. 5: The total input for this store results from the partitioning exercise
explained in Section 7.2.4, the result of which is shown in Col. 3, and from an
upstream channel outflow (Q,” shown in Col. 4). This latter input is the result of

the average outflow over At from a channel in an upstream cell. Since Cell 1
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does not consist of a channel and channel flow is only initiated in Cell 2, this
latter input (shown in Col. 4) is zero.

s Col. 6: The depth of water in a channel reach is taken to increase linearly with
the channel width (Liu et al., 2005). For Cell 2, the channel width {computed
from Eq. 6-24 in Chapter 6 using the parameters given in Table 7-3 above) is
4.728m. The depth of water was taken as 0.1% of the channel width which
corresponds to an initial volume of 22.35m>.

¢ Col. 19: The moisture stored in the channel at time ¢, is computed using the
quasi-analytical solution {shown in columns 8-17) if the input and the moisture
stored at the beginning of the time interval is greater than zero. If the input goes
to zero while there still remains storage in the channel reach at the beginning of
the time interval, then the non-linear differential equation reduces to a decay
function for which the solution is given in Eq. 6-45 in Chapter 6. If the input and
the moisture stored is zero at the beginning of the time interval, then the
moisture stored at the end of the time interval remains zero.

e Col. 21: The channel outflow to the channel of the next downstream cell is
computed as an average flow over the time interval. This becomes the input for
the downstream cell in that interval. This value is computed by simply taking the
average of the outflows at time {, and time ¢, {i.e. the average of Col. 7 and 20).

7.2.5. Running the model

The cells of the “four cell generic catchment” were run on Microsoft Excel™ using the
spreadsheet setup explained above. The complete setup of this “catchment’ is shown
in Appendix D. The inflow and outflow hydrographs for each store of each cell is shown
below in the subsections that follow. In each time step, equal rainfall intensities for
each cell were input into the soil store and the outflow from each store of each cell was
individually modelled using the rainfali-runoff conversion parameters (for the soil store}
and routing parameters (for the overland and channel stores}, which are given in Table
7-3. In order to make certain that the correct setup of the model was implemented, a
simple check was undertaken. This check was to ensure that continuity was maintained
for each store and the catchment as a whole, i.e. to ensure for all the cells that the
overall input volume minus the output volume matched the volume that remained
behind as storage minus the initial storage volumes. Since at this stage of the model's
implementation there are no external moisture losses in the form of groundwater
recharge or evapotranspiration, the continuity check was easy to quantify. The
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outcome of this test highlighted the fact that in the model's original impleméntation,
continuity is not implicitly maintained. The root cause of this anomaly was identified and
explained in Section 6.1.6 of Chapter 6 and is explained below. A revised model setup
was then implemented to overcome this issue. These exercises are described below
and are shown together with all the hydrographs of the test model.

(a) Continuity check

The precipitation input that was used in the “generic catchment's’ setup was taken as
the same for all the cells and specifically chosen to exercise the model over all
plausible ranges of behaviour. This comprised of the following intensities over the 75
time steps: 20mm/hr for the first 25 time steps, thereafter 10mm/hr for the next 15 time
steps, thereafter 5mm/hr for the next 20 time steps and finally no input {Omm/hr) for the
remaining 15 time steps. Since the input into each cell is taken as constant over the
time interval, i.e. a pulsed input, the total volumetric input of the precipitation over all 76
time steps is simply the arithmetic sum of the inputs in each time step. This resulted in
a total input volume of 750 000m® of rainfall into each cell over the whole test period
{75 time steps). Based on this input, the intra- and inter-cell outflows were modelled on
the spreadsheet for each time step. The outflows from each store of each cell are taken
to accrue as averages over the time step, and thus the total volumetric outflow at the
end of the test period for each store of each cell was also computed from the sum of
the average outflows in each time step. Therefore, continuity was checked by simply
verifying that over the 75 time steps, the total input volume to the store minus the total
volumetric outflow from the store matched the volume remaining in the store at the end
of the final time step minus the initial volume at the beginning of the first time step (see
Eq. 7-1). Table 7-5 gives a summary of these flows. Reference should also be made to
Appendix D where the complete operations of each store of each cell are shown for all
75 time steps.

The form of the equation used to check continuity in each store of each cell was:

X input - ¥ Outflow = Vol. Remaining - Initial Vol. {7-1)

where Zlnput is the input volume into the store of a cell, Z0utflow is the outflow volume
from a store of a cell, and the Vol. Remaining and Initial Vol. terms is the volume that is
left in the store at the end of the final time step and the volume that is found in the store
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at the beginning of the first time step respectively. For the soil store, the Znput term
comprises the sum of precipitation input and any inflow from soil stores of upstream
cells. For the overiand store, the Zlnput term is the saturation excess that is given off
from the soil store of that cell. For the channel store, the Zinput term is the sum of the
commensurate soil and overland outflows {see Section 6.1.5 in Chapter 6} of that cell
and any inflows from channel stores of upstream cells. ZOufflow comprises direct soil
drainage and saturation excess for the soil store, direct overland runoff for the overland
store and direct channel flow for the channel store, A more convenient form of Eq. 7-1

in order to check if continuity is maintained is:

2 Input — X Outflow — Vol. Remaining+initial Voi. = Error ~ (7-2)

If continuity is preserved, then the Error term will equal zero. If continuity is not
maintained, then the Error term will not equal zero and the magnitude of this term can
be used to gauge the degree to which continuity is not upheid. Eq. 7-2 was applied to
each store of each cell of the generic catchment and the results are shown in the last
column of Table 7-5, with regard to the Error observed {or lack of continuity).

The “Error’ values observed in the last column of Table 7-5 indicate that continuity in
each store was not maintained in this test. The root cause of this lack of continuity is in
the manner in which the analytical solution is derived and implemented. As explained in
Section 6.1.6 of Chapter 6, the analytical solution is made possible by the

approximation of the non-linear volume term (y")by a second order polynomial

(y(a+ [)‘y)). This approximation is made possible by fitting the variables « and g by

least squares. It was shown in Chapter 6 that the best fit of these variables is if

B=y"° and a=0 for all values of the exponent ¢. The result of this is that g is

implicitly a function of y and is fitted at the beginning of the time step. Now, as y
changes during the time step, § is unable to match this change. Consequently, this
setup will have the tendency to underestimate the volume at the end of the time step
(y4) on the rising limb of the store’s hydrograph and overestimate this on the falling
limb of the store’s hydrograph. The results of the continuity check in Table 7-5 reflect
that continuity is not maintained, as expected. For example, the imbalance (error) that
existed in the soil store of Cell 1 after running the model for 75 time steps is calculated
as follows:
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Y Input - X Qutflow —Vol. Remaining+initial Vol. = Error
(750000 + 0) — (489096 + 10639) — 202612 + 5000 = 52653 [m°]

Table 7-5. A summary of the “continuity check” on each store of each cell for the "four
cell generic catchment” modelled on Microsoft Excel™. The values in the last
column were computed from Eq. 7-2.

Input Vol. Output Vol. Store Error
{m?) (m%) Vol. (m?) (m®)
Cell 1
] Rainfalf | Upstream | Sat. Excess | Outflow | Remaining | Initial
0il Store 52 653
Sol 750000 | O 489 096 10639 | 202612 5000
Remaining | Initial
Overtand | 469 006 483 544 9 4877
Store 675 0
Channel | inflow Upstream 0 Remaining | Initial 0
Store 0 0 0 0
Total | 57 530
Cell 2
Rainf: . E. O R ini Initial
Soit Store ainfall | Upstream | Sal. Excess | Cutflow | Remaining | Inifia 20 086
750 000 | 494 183 831 311 13386 | 337 500 8100
Cverland Remaining | Initial
31 19 614 9
Store 831 31 8196 5574 5 123
Channel | inflow Upstream 3939 Remaining | Initial 14
Store 39038 0 8 23
Total | 79223
Cell 3
) Rainfall | Upstream | Sat. Excess | Qutflow | Remaining | Initial
Soil Store 75199
750 000 | 829 061 1011120 14 502 | 490 000 11 760
Remaining | Initial
Overland | 511 120 991 597 g 12 617
Store 6 906 0
inflow Upstream Remaining | Initial
Channel P 11 586 g 18
Store 7635 3939 28 58
Total | 87 834
Cell4
) Rainfall | Upstream | Sal. Excess | Outflow | Remaining | Initial
Soil Store 69 360
750 000 | 998 465 1020 654 11 851 | 662 500 15 900
Remaining | Initial
Overland | 670 654 078 227 g 26 696
Store 15731 0
h | | Inflow Upstream Remaining | Initial
Channe P 21 494 d 15
Store 9 901 11 586 78 100
Total | 96 071
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Although the error values appear to be large {especially for the soil stores), the values
shown in Table 7-5 accrue over 75 time steps. In order to illustrate the error in each
time step, the imbalance is easy to quantify when the system is at equilibrium. This
condition is found, for the example of the soil store, when this store is saturated. In this
instance all incident precipitation to the store becomes saturation excess directly. Thus,
for a rainfall intensity of 20mm/hr (5.556m%s), the volume of water that should be

exfiltrated to the overland store is 5.556 m%xSSOOs =20002m*. The corresponding

amount that is reflected in the soil store of Cell 1 for the 15" time step (shown in
Appendix D) is 19 939m®. Thus it is clear to see that the analytical solution
implemented in its original form underestimates the volume by an amount of 63m? (in

this instance).

This issue was not resolvable without some form of adjustment to the analytical
solution. In simple terms, the problem of imbalance is caused due to a “lack of fit” in the
variable 8 An alternative solution is to “lose” the imbalances that accrue in each time
step through evapotranspiration. This latter alternative is not unreasonable, as the
estimation of evapotranspiration is relatively not precise and could easily absorb the
imbalances that occur in each time step. This alternative is a viable solution in the
actual implementation of the TOPKAPI model for a catchment where estimates of
evapotranspiration are available. In the test application of the model presented here, an
adjustment factor was deemed to be the simplest manner in which to get continuity to
balance since evapotranspiration is ignored.

An adjustment factor was implemented for each store of each celi by muitiplying the
moisture storage at the end of the time step (yua) by the factors shown in the last
column of Table 7-6. These factors were determined through the solver tool on
Microsoft Excel™, by multiplying y;.4 with this factor such that the imbalance at the end
of 75 time steps is reduced to zero or near zero. It is evident from the factors in Table
7-6 that the adjustments are relatively slight and that the desired result is obtained, i.e.
the errors are negligible and continuity is maintained.
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Table 7-6. A summary of the “corrected continuity check” on each store of each cell for
the “four cell generic catchment” modelled on Microsoft Excel™. An adjustment
factor was calibrated for each store of each cell (last column) to get continuity to

hold in each store.

Input Vol. Output Vol. Store Error | Adjustment
(m%) (m% Vol. (m?) (m?) Factor

Cell 1
Soil Rainfall Upstream | Sat. Excess | Quiflow | Remaining | Initial 0 10045
Store | 750 000 0 541 721 10 667 202612 5 000
Over- Remaining | Initial
land 541 721 541 032 1 1.0064
Store 688 0
Chan- | Inflow Upstream Remaining | Initial
nel 0 0 1
Store 0 0 0 0

Total | 1
Cell 2
Soil Rainfall Upstream | Sal. Excess | Qutflow | Remaining | Initial 0 1.0031
Store | 750 000 551 699 | 958 867 13432 | 337 500 8100 '
Over- Remaining | Initiat
land 958 867 952 177 6690 0 0 1.0044
Store
Chan- | Inflow Upstream Remaining | Initial
nel 4565 0 4574 14 23 0 1.0017
Store

Total | O
Cell 3
Sail Rainfalf Upstream | Sat. Excess | Qutflow | Remaining | Initial 1 1.0025
Store | 750 000 961044 | 1218201 14602 | 490 000 11 760 ’
Over- Remaining | Initial
land 1218 201 1203 146 -1 1.0093
Store 15 056 0
Chan- | inflow Upstream Remaining | Initial
nel 13823 1 1.0085
Store | 9241 4 574 49 58

Total | 1
Cell 4

, Rainfaif Upstream | Sat. Excess | Outfflow | Remaining | Initiaf

Soll 1208 0 1.0019
Store | 750 000 507 1 299 967 11940 662 500 15 900
Over- Remaining | Initial
land 1299 967 1272129 -1 1.0039
Store 27 839 0
Chan- | Inflow Upstream Remaining | Initial
nel 26 637 1 1.0005
Store 12 841 13823 126 100

Total | O
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It is apparent from Table 7-6 that, for the soil store, these adjustment factors have the
effect of transferring the majority of the imbalance (or error) into saturation excess and
pushing it through the overland store. This is evidenced from the fact that, in comparing
the values for the soil store of Cell 1 from Table 7-5 and 7-6 respectively, the input (750
000m?), remaining (202 612m?) and initial (5 000m®) volumes remain unchanged, the
outflow volume remains relatively unchanged (10 639m® and 10 667m® respectively)
while the saturation excess value (489 096m® and 541 721m?® respectively) increases
by an amount (52 625m®) which is equivalent to the error shown in Table 7-5 for this
store. The imbalance for the overland store is absorbed into the soil store of the next
cell through overland outflow, and this imbalance is transferred in turn to saturation
excess for the overland store of this next cell. The storages that remain at the end of
the time steps is also increased for the overland store, in comparing Table 7-5 and 7-6,
due to the increases in input (saturation excess} to this store. The imbalances for the
channel stores were relatively slight and these are absorbed into the channel outflows
through the adjustment as well as increasing the remaining storage left over at the end.
Overall the channel input and outflow is increased due to an increase in the overland
contribution to this store. Besides increasing the remaining storages of the overland
and channel stores, the majority of the imbalances are transferred by the adjustment to
the cells downstream to be eventually felt at the catchment outlet as increased flow.

Through this test application, the operations of the model were verified to behave as
expected. The continuity exercise allowed the opportunity to test possible solutions to
the issue of imbalance. Although a solution was found through adjustment factors, it is
felt that the resolution of this issue would be easier accomplished in the actual
implementation of the model when evapotranspiration estimates could be used to

absorb the imbalances.

(b) Hydrographs

Selected hydrographs are shown below to visually demonstrate how the model
operates. The hydrograph for the soil, overland and channel stores of Cell 1 is shown
in Fig. 7-24 (a, b and ¢}, for the stores of Cell 2 in Fig. 7-25, for the stores of Cell 3 in
Fig. 7-26 and for the stores of Cell 4 in Fig. 7-27. The corresponding computations of
these hydrographs are given in Appendix D where the operations of the test model are
shown, With due regard to the conventional representation of precipitation and

streamflow hydrographs, the figures below show the inputs in each time step as pulsed
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data (i.e. the input remains constant during the time step) and the outflow as break-
point data (i.e. the measured flow at that instance at the end of the time step). In
hydrology, the two principle variables of interest, namely precipitation and streamflow,
are traditionally measured in this manner (Chow et al., 1988: 27). However, it must be
remembered that in computing the intra- and inter-cell flows in the model setup, input
into a store in each time step remained constant over the interval (as shown in the
figures below) while a particular store’'s outflow was taken as the average of the
outflows at the beginning of the time step and at the end of the time step. in this
manner, this oufflow could then become the constant input (over that time step)
required for the receiving store or cell downstream.

In Fig. 7-24a (soil store of Cell 1), the chosen precipitation intensities over the 75 time
steps can clearly be seen since the input for this store is purely from rainfall (since it is
a source cell). The behaviour of the soil store as the regulating store of each cell can
also be seen, i.e. the outflow from the store reaches a maximum upon the saturation of
the store and the rest of the outflow forms the saturation excess. It is also evident from
Figs. 7-24 to 7-27 that the soil store has the most retention capacity of all the stores
(by considering the integral of the difference between inflow and outflow) and that
overland and channel stores have little effect in the attenuation of the input.
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Cell 1: Soil Store
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Figure 7-24a, b and c. The soil, overland and channel store’s inflow and outflow
hydrographs respectively for Cell 1.
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Cell 2: Soil Store
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Figure 7-25a, b and c. The soil, overland and channel store’s inflow and outflow
hydrographs respectively for Cell 2.
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Cell 3: Soil Store
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Figure 7-26a, b and c. The soil, overland and channel store’s inflow and outflow
hydrographs respectively for Cell 3.
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Cell 4: Soil Store
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Figure 7-27a, b and c. The soil, overland and channel store’s inflow and outflow
hydrographs respectively for Cell 4.
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7.3. Chapter summary -

This chapter applied the TOPKAPI model, albeit in generic circumstances, to establish
if the operations were correctly understood and if the model could be correctly
implemented. This consisted of firstly gathering the required input data. These data
then had to be managed and manipulated to suit the requirements of the TOPKAPI
model. The Liebenbergsviei catchment was chosen for this purpose since it is a highly
instrumented catchment in South Africa. Thereafter, without actually using these data
(but after having been satisfied that the data requirements of the TOPKAPI model were
met), it was decided to test the operations of the model in a generic environment. With
regard to this, a “four cell generic catchment’ was created on a spreadsheet using
Microsoft Exceli™. This exercise allowed us to input rainfali into this “catchment”, run
the functions of the model and observe the outflow. This was done to verify if the model
was operating correctly. A simple check of “continuity” was used to establish this. The
model behaved as expected, and the issue identified in Chapter 6 and discovered in
this chapter (namely the issue of a continuity imbalance) was rectified through simple
adjustment factors.

It is envisaged that the exercises performed in this chapter would lay the groundwork
and form the basis for the actual application of the TOPKAPI model for the
Liebenbergsviei catchment using a high level programming language such as C++.
This latter aspect is left for a foliow-up study. Other items which would need attention
prior to the application of the TOPKAP] model, as a fully functioning hydrologic rainfall-
runoff model, (and is not covered here} is the estimation of distributed
evapotranspiration at the desired resclution for modelling the Libenbergsviei catchment
(1km square in this instance). Furthermore, the actual calibration of the static input data
(terrain related) on the historic precipitation and streamflow records is also left for
completion in the actual application of the model.
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8. CONCLUSION

Accurate, consistent and reliable flood estimates are needed by engineers responsible
for the design of infrastructure that are at risk to flowing water and catchment / disaster
managers that are responsible for the mitigation of flood damage. With regard to the
former scenario, two design flood prediction methods were investigated in this
research, namely the regional maximum flood (RMF) method in Chapter 3 and the
rational formula method in Chapter 4. The outcome of these are summarised in Section

8.1.1 and 8.1.2 respectively.

This dissertation also focussed oh the implementation of a fully distributed physically-
based rainfall-runoff model for real-time flood forecasting applications. The TOPKAPI
model was chosen for this purpose. Since this model has not been applied in South
Africa, various sources of literature on the model were dissected, understood and
explained in Chapter 6. Chapter 7 contains the results of the application the model,
albeit in generic circumstances, to check the model’s input requirements and

operations.

This chapter summarises and discusses the contributions made in this research in
Section 8.1 and concludes in Section 8.2 with recommendations for future studies.

8.1. Summary and discussion of research
8.1.1. A review of the regional maximum flood (RMF)

In Chapter 3 it was shown that the approximate return period of the regional maximum
flood (RMF) estimate is 200 years. This was determined by simply comparing the RMF-
based estimate with probabilistically modelled annual flood peak records. It was shown
that the curves of the RMF envelope and the trend-line fitted to the 200-year modelled
flood flows were approximately the same. The result of this investigation indicates that
for all practical design purposes, it can be assumed that the RMF is equivalent to a
200-year flood.

- 150 -



CHAPTER 8: Conclusion

It was also shown in Chapter 3 that the use of catchment area, as the sole landscape
parameter in empirical equations (such as the RMF) provided the best predictions of
floods when compared to empirical equations that included other landscape measures.
The inclusion of other landscape parameters in addition to area did not improve the
predictive ability of these methods. This was confirmed by using the coefficient of
determination (R°) to examine if the empirical model, with the inclusion of further
landscape parameters, improved the predictive ability of the simple area-based model.
Thus the use of cafchment area as the sole independent variable in calibrating
empirical equations seems practical (as it is easy to quantify) and efficient for the

purposes of flood estimation.

8.1.2. The rational formula from the runhydrograph

In Chapter 4 the calibration of the rational formula’s runoff coefficient was reviewed in
order to assist in this parameters estimation and improve the reliability of this design
flood prediction method. Characteristic design flood peak and volume pairs for certain
catchments in South Africa were used for this calibration, offered by the runhydrograph
method of Hiemstra and Francis {1979). The results produced calibrated coefficients
that were of the same order of magnitude, but generally lower, than catalogued design
values of this parameter from Chow et al. (1988: 498). It was found that the calibrated
coefficients did not display any relationship with catchment characteristics. Thus, in
validation, the coefficient values of Chow et al. were used as an upper bound estimate
of the calibrated coefficients. The validation exercise showed a fair correspondence
between the rational formula flood peaks (using the substitute coefficients from Chow
et al.) and probabilistically modelled flood peaks for the validation catchments. This
exercise confirmed the use of values from Chow et al. as upper bound estimates, since
the rational formula flood peaks were larger than the probabilistically modelled flood
peaks by a factor of 1.5 (on average). It was also discovered that the time base-length
of the derived triangular hydrograph of this study was approximately between 1.9 and
2.6 times the catchment’s time of concentration, depending on recurrence interval.

The results of this investigation were reasonably encouraging, in that the calibrated
coefficients were scattered around published design values of the c-coefficient from
Chow et al. (1988: 498). Although a proper validation of the calibrated coefficients was
not done, in a sense a validation of the values of Chow et al. confirmed that these
values are reasonable (although slightly conservative) for use in a design check for
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large catchments as well as small. The hydrograph time base-length result was not

conclusive as the observed variance was high.
8.1.3. TOPKAPI model

In Chapter 6, the TOPKAPI model was introduced and explained in great detail. This
involved assimilating the literature on the model and related topics, dissecting it and
disseminating it. The reasoning behind this was to prepare the ground for the eventual
application of the model in a South African catchment such as the Liebenbergsviei. In
order to achieve this, the model's operations were tested, issues with regard to its
application were identified and resolved, and the input data required by the model were
gathered and prepared. The test application and resolution of issues was covered in

Chapter 7 as well as the data preparation.

In Chapter 7, the data requirements of the TOPKAPI model were firstly identified.
Thereafter the chapter proceeded with an explanation of how these data were gathered
and processed for input into the model at the desired modelling scale, i.e. 1km?. This
involved predominantly work on a geographic information system (GIS) in order to
gather and produce the information required. A digital elevation model {DEM) was used
to calculate the surface slopes, areas drained, identify the flow pathways and detect
the drainage networks of each cell/pixel. Other input requirements such as the soil
data, landuse data and precipitation data was also gathered for each cell through a GIS
and all the rasters were aligned with respect to the DEM. Furthermore, a special code
was written to automatically trace the flow pathways as required by the TOPKAPI
model, i.e. in only one of four possible directions from a cell. This was done because
the GIS platform (ARCGIS™) used to perform the other operations described above
did not operate in this manner and assigned flow from a cell in one of eight possible
directions {(a D8 model). The problems encountered with limiting a D8 flow direction
raster to only four possible pathways (such as the formation of artificial sinks} were
identified, explained and resolved with further code. It was also identified in Chapter 6
that readily available distributed evapotranspiration estimates for South Africa were
lacking in terms of the input required for the model. A method was proposed on
acquiring this information for the model, which is left for a follow up study. However,
these estimates would also need to be included in the data sets gathered here for input
into the TOPKAPI model.
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Chapter 7 also described the test application of the TOPKAPI model. This entailed
establishing a generic “four cell catchment” on a Microsoft Excel™ spreadsheet and
running the model for 75 hourly time steps to verify that the operations of the model
were correctly understood and implemented. A simple check to confirm this was to
examine if continuity was maintained in the system. It was discovered that, due to the
manner in which the analytical solution was derived and implemented, the solution had
the tendency to underestimate the volume at the end of the time step on the rising limb
of the store's hydrograph and overestimate this on the falling limb of the store’s
hydrograph. In testing the model, this problem manifested itself in the continuity
checks, where imbalances were observed between the inflow, outflow, remaining
~ volume and initial volume. In order to easily resolve this problem in this test setup, an
adjustment factor was used to balance continuity. Although this had the desired result,
it is felt that the resolution of this issue would be easier accomplished in the actual
implementation of the mode! where evapotranspiration estimates could be used to
absorb the imbalances. Despite this issue {of continuity), the test application confirmed

the operations of the model to be valid.

The final step in achieving a fully functional rainfall-runoff model for the Liebenbergsviei
catchment would be to code the operations of the model using a high level
programming language such as C++ based on the test application shown here and
using the data gathered here. This is also left for a follow up study.

8.2. Chapter Summary

The research presented in this dissertation aimed to add some benefit to the
engineering and hydrologic community with regard to flood estimation practices in
South Africa for roads, bridges and dams. In this regard, two reviews of established
design flood prediction methods were undertaken to assist in their use. The results are
summarised in Sections 8.1.1 and 8.1.2. In addition to this, a pilot study was
undertaken in introducing the TOPKAPI model for flood-forecasting purposes in South
Africa. The contents of this study involved laying the groundwork for the models
implementation in the Liebenbergsvlei catchment and is summarised in Section 8.1.3.
Arising from this latter study, three issues will need to be addressed in follow-up
studies prior to the models actual implementation. These are with regard to the
acquisition of distributed evapotranspiration estimates as input for the model, the
coding of the model using a high level programming language such as C++ and the
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calibration of the model on past precipitation and flood flows for the Lienbenbergsvlei

catchment.
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A review of the regional maximum flood and rational formula
using geomorphological information and observed floods

Geoff Pegram* and Mohamed Parak
Civil Engineering Programme, University of KwaZulu-Natal, Durban 4041, South Africa

Abstract

Flood estimation methods in South Africa are based on three general approaches: empirical, deterministic and probabilistic. The
“quick™ methods often used as checks are the regional maximum flood (RMF) and the rational formula (RF), which form part of
the empirical and deterministic methods respectively. A database of annual flood peaks was used in a probabilistic approach to
review these methods and to provide preliminary insight into their estimates of flood peaks. This paper examines the following:
the relationship between floods and landscape; the estimation of the return period of the RMF; the use of ratios in scaling RMF
flood peak estimates to flow rates of shorter return periods: the applicability of the modified rational formula (MRF); the
examination of the relationship between scaling parameters and regional parameters. It turns out that the RMF is the best of all
methods examined in this preliminary study (other than statistical) in estimating the 200-year flood peak at an ungauged location.

Keywords:flood estimation, rational formula, regional maximum flood, generalised extreme value distribution

Introduction

The realistic estimation of the magnitude of a design flood peak
with a chosen probability of exceedence that can be expected at a
given site in a given region is fundamentally important in the
planning, design and operation of hydraulic structures and for the
preservation of human life and property. The basic approaches
involved in flood estimation are the empirical, deterministic and
probabilistic approaches. These methods are calibrated from his-
torical flood records from gauged catchments and their relative
usefulness depends on the accuracy with which they are able to
predict flood sizes in ungauged catchments. In South Africa,
reasonable estimates of maximum recorded flood magnitudes are
derived from the use of the empirically-based approach of the
regional maximum flood (Kovacs, 1988), and design floods may be
determined using deterministic approachs such as the rational
formula (RF), the SCS model or the unitgraph method and from the
analyses of flood frequencies through a probabilistic approach.
Kovacs’ empirical method is probably the most robust method
available locally and, relatively accurately, predicts the regional
“maximum” flood that can be expected from a givensite based only
on the site’s catchment area and region. The advantage of the
empirical method is its ease of use as it deals directly with the
parameter of interest, namely the flood peak discharge, and avoids
the assumptions involved in transforming rainfall inputs into flood
outputs. The disadvantages of the RMF method are that:

*  The recurrence interval (RI) associated with this “maximum”
is not clear, although Kovacs estimated it to be greater than 200
years

*  The regions defined by individual K-values have widely vary-
ing rainfall properties and

+ It seems naive to estimate flood peaks on area and zone only.

* To whom all correspondence should be addressed.
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Received 8 January 2004; accepted in revised form 14 May 2004.
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The deterministic rational formula (RF) approach involves (in a
simple, but sound manner) the analysis of all the factors involved
in flood prediction from converting rainfall inputs into flood
outputs; it usually carries a caveat that it should not be used for
“large” catchments, but recent work ( Alexander, 2002 and Pegram,
2003) has shown that this caution is too conservative.

Flood frequency analysis involves the fitting of a probability
model to the sample of annual flood peaks, recorded over a period
of observation, for a catchment of a given region. The model
parameters established can then be used to predict the extreme
events of large recurrence interval. The advantage of this method
is that the events of large recurrence interval, which are longer than
the record period, can be determined through cautious extrapola-
tion of the fitted distribution based on the model parameters. The
disadvantage of this method is that it can only be applied where data
have been collected and it is often not clear how the analysis can be
extended to ungauged locations.

The question that arises is “which method is fair to use?” The
answer depends on the availability of data. When no hydrological
(rainfall and runoff) records exist for a catchment, the empirical
methods provide the only means of flood prediction. This situation

is the most common case in the design of hydrological projects. ~ ~

When estimates of design rainfall are available (Adamson, 1981;
Smithers and Schulze, 2003) or rainfall records suitable for a
frequency analysis are available from a nearby rain-guage, then the
rational formula (RF) becomes applicable, in addition to the
empirical. When flood records of sufficient length (>30 years orso)
exist, possible future flood peaks ‘of given frequency can be
determined by modelling past floods with an extreme value distri-
bution. Even in this fortunate situation, it is prudent to crosscheck
the frequency estimate with deterministic and empirical estimates.

Itis the aim of this exploratory study to provide a review of the
above methods in order to determine the accuracy of the estimates
of the design flood, where the design flood is the flood associated
with a chosen return period or recurrence interval of exeedence.
The base data are the set of annual flood peak records from 130 sites
around South Africa that were used inter alia by Kovacs (1988) in
his empirical study.
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To summarise: this paper attempts to provide preliminary insight
into the following questions concerning the RMF and RF flood
determination methods in South Africa using the recorded flood

peaks:

*  Does the addition of landscape data {catchment morphometry}
improve the prediction of floods by the RMF?

= Can a return period be associated with the RMF by comparing
its computed magnitude with those modelled from historical
records?

*  Are simple country-wide 0 /Q. ratios valid for scaling flood
maxima {or RMF values) to floods of shorter (or even longer)
retum periods?

» s the modified rational formula (MRF) a useful modification
and reasonable alternative to the RF and other flood prediction
methods?

*  Are there any inferences that can be drawn from the variation
of the shape parameters 4 of the GEV Distribution, used to
model the observed floods, and Kovacs' regional K-values?

The methodelogies involved in assessing each of the objectives
listed in this paper will be expanded in detail in the sequel. Before
this can be done, an explanation of how the recorded data set was
used in the calibration and validation of the objectives outlined is
given.

The use of recorded flood data in this study

Annual flood peaks from 130 catchmenits across South Africa were
obtained from Zoltan Kovacs of the Department of Water Affairs
by Peter Adamson while working with the first author in 1988 and
1989, This data set, although old (final year of record was 1988),
provided the starting point for this pilot study in the review of these
flood determination methods. The length of record of the data set
used herein ranged from 9 years 1o 76 years and forms a sub-set of
the data used by Kovacs for the construction of the RMF curves. To
find the return period associated with each annual peak, the
Weibull Plotting Position was used (itis more conservative than the
Cumnane Plotting Position), which is expressed as:

T=N+1
r

1}

where;

T is the retum period (years) associated with the flood peak
of rank r

N is the length of record (years)

r is the rank of the flood peak; r= 1 for the largest peak.

This resulted in alist of annual peaks each with an associated retum
petiod for each catchment. Following the work of De Michele and
Salvadori (2002) and Kjeldsen et al. (202}, the distribution of
these peaks was assumed to follow a generalised extreme value
(GEV) distribution. This distribution takes the following form:

Q =u+oy; @
where:
< is the T-pear return period flood peak estimate

M, ¢ areshift and scaling parameters respectively
v, is the GEV reduced variate corresponding to a T-year
return period, i.e.

weifbele)
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where:
k is ashape parameter, When k = 0, the GEV reduces to the
EVI1 ot Gumbel distribution.

This model of the flood data formed the basis with which to review
the cther approaches. Some of these data and their distribution fits
are presented in Table Al {Part 3) in the Appendix.

Empirical approach extended by including
landscape properties

In his empirical approach Kovacs (1988) determined envelopes of
the maximum flood peaks from the original extended data set, of
which, as has been noted above, the data in the Appendix are a
subset. Kovacs' data set included somme rare singleton floods (not
used in this study) to which he cautiously ascribed a representative
record length not exceeding 200 years. Heused this extended setto
obtain the RMF lines based on the Francou-Rodier equation. The
technique was to plot maximum flood peaks against catchment area
for hydrologically homogeneous regions to produce envejope
curves which define the wpper limit of expected flood peaks fora
given region. The curves are defined by the following equation:

QRM: _10f (i)mux

1 08 . (4}
where:
A is catchment area in km?®
K is a regional dimensionless factor which accounts for the

influence of variations in rainfall, geology, land-form and
vegetation cover in flood production,

tshould be noted at this juncture, that the “secret” to the success
of the RMF is the careful way in which Kovacs chose the regions
to group the flood data. He did this by examining the actual K-value
{from Eg. (4)) for each catchment where the flood peaks and
catchment areas were known. Regional boundaries of X were
delimited by considerations of individual K-values within the
region, the number and accuracy of the data in a particular area,
existing boundaries, maximum recorded 3 day sform rainfall,
topography, catchment orientation with respect to dominant storm
generating weather systems, general soil permeability, main drain-
age network and ihe location of large dams sitvated upstream from
the guaging sites {Kovacs, 1988). Of these considerations, indi-
vidual K-values were evidently the most important and the regions
were iraced based on this. In areas of high flood peak potential a
difference 0f 0.2 between individual K-values was allowed for and
a difference of 0.6 in areas of low flood peak potential.

What is evident from Eq. (4), and all other derived empirical
equations produced for the prediction of floods, is its dependence
on Area as an independent variable. Because of the RMF's
apparent naivety, one might expect other parameters of the fluvial
landscape to play an important role in flood response and make the
estimates more accurate. Flood peomorphologists, such as Horton
(1932; 1945) and Strahler (1952; 1964) and many others since have
been interested in relating flood discharges to physical measures of
landscape (morphometry). They identified parameters of the flu-
vial landscape which intuitively would correlate well with flood
discharge.

Linear parameters (such as stream orders and stream lengths),
areal parameters (such as caichment area, catchment shape and
drainage density) and relief parameters (such as catchment relief,
catchment slope, channel slope and ruggedness number) are some
of the physical measures that have been identified as significantly
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affecting flood response. One can expect such a

relationship between fiood discharge and catchment TABLE 1

motphometry to exist because a catchment is effec- Ratio between T-year flood and 2-year flood {TRH 25, 1994)
tively ““an open system trying to achieve a state of

equilibrium™ {Strahler, 1964). Precipitation is input T 2 14 20 30 100 200 | 1000 | 10000
to the system and soil (eroded material) and excess

precipitation leave the system through the catchment Q/Q, | 1 357 1518 | 780 | 10.24) 1314 22001 41.24

outlet. Within this system an energy transfonmnation
takes place converting potential energy of elevation
into kinetic energy where erosion and transportation processes
result in the formation of topographic charactenistics. Thus it is
evident that floods, and the landscape through which they drain,
form a mutual relationship and vltimately catchinent morphometry
should reflect this phenomenon. In this pilot study, an effort is
made to determine if landscape parameters improve the prediction
of floods in empirical equations based solely on catchment area.

What is the recurrence interval of the RMF?

What is also evident from the RMF method of flood determination
is that one is not easily able 10 associate a return period with the
estimated floods. The envelope floods (estimated from the RMF
lines) have been described as the maximum flood that the site has
experienced. Thisis noteasy toquantify in terms of areturn period.
Kovacs himself estimates the return period to be greater than 200
years {Kovacs, 1988), although he does not explicitly model their
probability distribution. Where the representative period (M} of a
flood was not known, Kovacs did not alkow this to exceed 200 years
and a provisional ¥ value was estimated based on the assumption
that the ratic of the 200-year peak to RMF, O /RMF was 0.65.

When determining a design flood, the exact magnitude of the
flood and its probability of exceedance need to be known. The
absence ofan estimate of the refurn period associated with the RMF
makes the quantification of risk by this method problematic and, as
it represents maximum discharges, it tends to be used by designers
as aconservative method. This article aims to, inrer alia, determine
areturn period associated with the RMF by simultaneously plotting
the floods determined from the RMF method and the historical
floods extrapolated to the 50-, 100- and 200-year recurrence
intervals modelled with the GEV distribution.

The first author has for many years suggested that the RMF
envelopes have a recurrence interval of about 200 years, as esti-
mated by the Weibull Plotting Position. This estimare was based on
the following argument: the data used by Kovacs (1988) in the
construction of the RMF lines had, in many imstances, record
lengths {actual and estimated) ofthe order of 100+ years. The RMF
lines are envelopes, drawn above the data whose maximum record
length & was 200 years. If we are conservative and estimate the
recurrence interval of the RMF line using the Weibull Plotting
Position, the RI(T) of the largest observation would be T, = (V+ /)
= 200years. twas decided to examine this conjecture as part of this
study.

The use of Q /Q, ratios for scaling flood maxima

It is useful to know how to scale the “200-year RI™ RMF or any
other flood of recurence interval T-years to shorter retum period
floods where desired. The first author suggested such a scaling in
Chapter 2 of TRH 25 (1994). [t was thought that this study was also
anopportune time to check that assumption which wasbased on the
following argurment.

Hiemstra and Francis (1979} examined the relationship be-
tween the peak flood discharge of a catchment and its hydrograph

Available on website http:/fwww.wre.org.za

shape defined by the volume. What they discovered was that for
extreme events, the peak discharges of various magnimdes were
well modelled by the censored log-normal distribution, They
extracted the statistics of many floods in the Department of Water
AfTairs and Forestry’s break-point continuous flow rate database at
that time and found the coefficient of variation of the peak dis-
charges averaged 1.3 with a fairly small variation. Based on this,
the first author produced ratios which relate the T-year flood to the
2-year flood. These ratios, /@, reproduced from TRH 23 (1994)
in Table 1, enable one to convert any flood of a given Rl to a T-year
flood.

To check this assumption in this study, the maximum observed
flood recorded in the observation period from each of the 130
catchmenis was associated with a return period using the Weibull
Plotting Position (T, = N+/). This flood was then scaled to 10-
and 50-year flow rates using the {,/Q, ratios and compared with
those computed from the GEV model fitted to the full set of data in
each record. These values were then compared and it was deter-
mined if these ratios are applicable in reducing flood maxima to
floods of desired recurrence intervals.,

The modified rational formula (MRF}

The ratonal formula is expressed (in S units) as:

Qoo = CIA/3.6 (5)
where:
¢ is a dimensionless runoff coefficient which ranges from 0
o1

i isthe intensity of rainfall {mm per hour) of return period T
(years) and duration 7, where T is the time of concentra-
tion {hours) of the catchment

A is the area of the catchment {in km?).

This formula is usually fimited to catchments with smail areas

(< 100 km*), The reason usually given for this is that the formula

does not take into account the areal reduction factor (ARF) and

utilises point design rainfall intensity. lt should be noted that flood-
causing rainfall in smaller catchments is mainly due to concen-
trated thunderstorm activity, whereas flood-producing rainfall in
larger catchments is mainly due o long-duration, widespread
synoptic events (Pegram, 2003}. The consequence is that the larger
the catchment, the longer the duration of the flood-causing rainfall.

To simplify the analysis, Pegram (2003} used the scaling properties

of the GEV distribution fitted to rainfall depths, hence, using the

GEV distribution defined in Eq. (3), the precipitation scaling

relationship becomes:

Py =(u+(a )= {-n(1-1 T a*" (6
where:
P

'+ is the rainfall depth of duration 4 and retum period T.

ForeachofKovacs’ regions, representative 1 -,2- and 3-day rainfall
depths for 2-, 5-, 10-, 20- and 30-year return periods were extracted
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Flgure f
Fit based on the GEV (smooth
curves), to an average of Adamson’s
{1981) data {dots) for Kovacs {1968}
RMF Region 5 (from Pegram, 2003},
The thin lines are trend-iines fitted to
each set of the 1-, 2- and 3-day

rainfall duration data. The thick lines
are the combined models fitted to alf
the data with a common power faw

refationship.

Duration {hrg)

from Adamson (1981) by Westray (2001). These were averaged
(peoled) by region and Eq. (6) was fitted to the 15 points by Least
Squares. An examptle is given in Fig. 1 where the pooled data and
the fitied function are compared for Region 5. The £ and 1} values
were fixed at -0.182 and 0.67% respectively by using the whole
South African data set as a first approximation {Pegram, 2003),
Values of ;i and & were the parameters that were estimated foreach
region. It was found that the coefficient of variation C = ofu was
effectively independent of Kovacs’ regions, so the major variable
to concentrate on was the parameter .

In addition to this simplification, for all the catchments whose
data are available in the report by Petras and Du Plessis (1987), the
time of concentration T, computed from the Kirpich (1940} for-
mula: T, = 0.0633¢(L/SP** (where as vsual, L is the length and Sis
the average slope of the caichment’s longest watercourse} was sel
to the duration of the flood-causing storm as demanded by the RF.
When this duration T, was plotted against area, the points clustered
around a curve to which a power law relationship could be fitted.
This is also the practice in Australian Rainfall and Runoff{ AR&R,
2001). For interest sake, this was superimposed on the areal
reduction factor { ARF) diagram, published in the Flood Studies
Report(FSR, 1975), which appears as Fig. 2. It is possible that the
FSR’s ARF curves over-estimate the ARF in South Africa, but the
degree is likely to be a matter ¢f climate, Conscious of this, itisstill
remarkable that the Area ~ T curve yields an almost constant ARF
value of 88% across the FSR curve. Thus, as long as the precipita-
tion intensity used in the rational formula corresponds to the time
of concentration of the catchument, the point rainfall is auwtemati-
cally scated by a constant ARF. Combining these ideas, the MRF
was then expressed (Pegram, 2003) in preliminary form as:

Qe = €x0.318F,,, , [1+0,385].¢1r]¢¢l°55"a (7}
where:

C is the conventional rational formula (RF) c:0<c <1

P ... isthe median 1d ansual maximum rainfall available
frommaps{e.g. Adamson, 1981; Smithersand Schulze,
2003) :

¥; is the reduced variate of the GEV Distribution of the
rainfall

A is the catchment area in km*.

In this paper the 10-, 20~ and 50-year floods of the MRF are
compared with the observed flood peaks modelled with the GEV
distribution of the same recurrence intervals. The intention is to
determine whether the MRF in its coarse form is possibly a useful
candidate for predicting the design floods of a catchment.
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Does the GEV regionalise following the RMF?

The annwal observed flood data series, extracted from the observed
records, were modelled using the GEV distribution. This was
explained above. The records were thought to be long enough,
most cases, 10 make reasonable predictions of future events.
Following this analysis, it was of interest to determine if the shape
parameter & established by modelling historical floods using the
GEV distribution, display any trends with a region descriptor such
as Kovacs’ regional K-value. That concludes the introduction.
The full analyses are reported in the following sections.

Floods and landscape

Landscape data from 25 catchments were extracted ina preliminary
study by Parak {2003) that corresponded with the peak discharges
of the catchments modelled in this study. Parak {2003) captured
morphometric data of 45 carchments across the commry in his
investigation into the relationship between floods and landscape.
He used already catalogued data (Petras and Du Plessis, 1987 and
Kovacs, 1988) and supplemented this with further data through
map work from Midgley et al. {1994). In this paper the landscape
data were utilised to assess whether they improved the prediction
of floods compared with the RMF, which uses only catchment areas
in particular regions, The flow rate that was used for comparison
here was the 20-year event determined by modelling the historical
fioods of the catchments using the GEV distribution, the rationale
being that:

= Itwould be the least likely estimate 1o be affected by fitting the
wrong probability distribution
= Many of the records were longer than 20 years.

The flood and kandscape data were split into two groups, one for
calibration and the other for validation. The landscape data in-
cluded catchment area, mean channel slope, mean annual precipi-
tation, drainage density, catchment relief and ruggedness number,
These are summarised in Table Al and explained in the Appendix
and a typical catchment and its derived geometry are shown in
Fig. 3(from Parak, 2003). It is aknowledged that the landscape data
catalogued are sensitive to map scale, ie. at different scales,
different values of the parameters will be obtained. For example,
the river detail shown on a larger scaled map is much less than that
which is shown on fine-scaled maps. This has a direct influence on
the magnitudes of the landscape parameters. Measures such as total
stream length, siream orders, drainage densities and ruggedness
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Figure 2
The FSR diagram
for ARF (FSR,
1975), as contours
in percentages,
with T_vs area
relationships (using
Kirpich's (1840)
formula:
T,=0.0633
(LUSY%) for
South African
catchments
superimposed
(Westray, 2001).
The best fit is:
T,=0.148 A%,

Distance along longest stream, L (km)

Figure 3
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Basin area 4 152 km?
Effective area 4 152 kn?
Longest watercourse 181 km
Total stream length 1 286.7 km
Basin relief 820 m
Mean river slope 0.00132
Shape factor AJA, 0.56
Time of conc. 47h
Mean annual precip. 785 mm
Mean annual runoff 325x10°mY¥s
Max. obs. flood peak 1220 m¥/s
Representative period 69 years
_ RMF K-«value 46
E Strahler basin order 4
} Shreve magnitude 96
Drainage density 0.310 kmv/km?
i Ruggedness number  0.254
E Bifurcation ratio 210
outiet

Plan, long section and basin properties of the Klip River catchment (represented by gauge C1H002) in the eastem highveld area of
South Africa (Petras and Du Plessis, 1987; Kovacs, 1988; Midgley ef al., 1990 and Parak, 2003). Reference should be made to the
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numbers are all dependent on the scale of the map

Group 1 - CALIBRATION

fromwhich these parameters were extracted. More 10000

accurate measures can be made with the use of
finer scaled maps, but this comes at the expense of
greater effort and time requirements. Parak {2003)
used uniform scaled maps from Midgley et al.
(1990) showing river detail at 1:250 000 for the
data extraction.

Thecriterion for choosing an appropriate mode) 1000

. Ct = 24 AANSIT
+ @ =0.856

was based on the determination of the R? statistics
through stepwise regressions. The first group of
flow rates were plotted against caichment area to
determine a regression equation and R statistic in
the calibration set. The regression equation was
then used to generate flow rates of the second
(validation) group from the independent variable
and these estimates were plotted against the re- 100

Flow rate O ,, {m¥s)

cotded ones of the same group fto see if they 100
mimicked each other. The degree of validation
was based on the strength of the R statistic.
Subsequently, other landscape data were com-
bined with catchment area to examine if they
improved the strength of the relationship (based

on the R? statistic) in calibration and validation. A
10000

1000 10000

Area A (i) 100000

Figure 4
Q,, vs. arva - calibration set for 13 catchments

Group 2 - VALIDATION

conclusion was drawn based on the examination
of the R? statistic in calibration and validation of
the two groups of flood and landscape data.

In the original study Parak (2003) examined
the relationship berween the flood peaks and the
various candidate landscape parameters. The
model, given by Eq. (8), was selected after exam-
ining the literature on geomorphological estimates
of floods and carefully plotting pairs of variables.
A power-law relationship was selected and vari-
ous groupings of “independent” variables were
included in the regression equation, which wasthe
logarithm of Eq. (8), shown as Eq. (9). The model
selection process was performed by fining the
model to a calibration set and checking the fit for _ 10

1000 -

100 -

Generated flow rate Q 20 (m¥/s)

a validation set. The most suitable formulation 10
was a power relationship of the form:

Q, = aA*XYC.... {8)

where:
a, b, ¢ and d are parameters to be regressed
from the data and 4, X and ¥ are landscape
guantities.

The formulation for regression was to take logarithms of Eq. (8)
and regress using the linearised model:

log(Q,,) =log(a)+ b.log(A}+c.log{X)+ d.log(Y} (%)

Figure 4 shows the calibration of the empirical squation defining
the 20.year flood as a function of catchment area. The R’ statistic
from this model implies a strong relationship (0.856) and goaod fit.
When this empirical model is tested against the reserved data of the
second group in validation (Fig. 5), the fit is evidently poor,
producing amoderate R’ statistic of0.538. When further landscape
data are added to catchment area in the hope of improving the fit of
the empirical models, the results are no better. The addition of
landscape data as independent variables in the prediction of floods
did not improve flood prediction and it seemned as though the best
mede] of floods and landscape is simply area based. These results
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100 1000
Obsened faw rate G 2 (mYs)

10000

Hgure 5

Generated flow rates (based on the regression of Fig. 4) vs. observed
flow rotes for the 20-year retum period - validation set

are based on the negligible difference of the R? statistic in calibra-
tion and validation when additional landscape data are added to the
catchment area, implying no significant additional prediction input
from these parameters. The results are summarised in Table 2.
What is evident from the table is that the one group of data is
quite diffetent frotn the other; Group 1 is stronger in calibration and
validation than Group 2. The grouping was a random choice
process and this result is probably due to the small sizes of the
groups (respectively 13 and 12 stations). Larger data sets are
probably required to eliminate the effects of utliers in the samples.
Table 2 also shows that catchment area on its own is a sufficiently
good predictor of floods and the addition oflandscape data does not
immprove this by much. This observation is based on the values of
R? for the validation group. Besides Area, when Relie/ and then
MAP are included, the results are best for vatidation using Group
2(0.556 and 0.553 respectively compared to 0.538 for Area only).
Conversely, when Group 1 is used for validation, Area alone has
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the best R?(0.856) followed
by the inclusion of Drain- TABLE 2
age Density (0.784) and Results of the step-wise regression
MAP (0.770). Drainage s
Density is an area surro- R
gate, so the apparent Group 1: calib. | Group 2: calib.
strength in validation might Group 2: valid. Group 1: valid.
:f::;‘mt':e’:g; ﬁhfiﬁs Area Calibration: 0.856 0.538
Ultimately designers; Validation: 0.538 (3) 0.836 (1)
require an efﬁ’cient flood Area and slope Calibration: 0.869 0.566
formula and the acquisition Vallldatul:m: 0.534 0.724
oflandscape datais not easy Area and MAP Cah‘bragon: 0.886 0.552
nor does it seem to provide Validation: 0.507 6.770 (3)
much help 1o use a more Area and drainage density Calibration: 0.872 0.538
complicated formula, Thus Validation: 0.531 0.784 ()
the use of the RMF (area- Area and relief Calibration: 0.875 0.644
based) empirical equations Q,, vs.. Val‘idatifm: 0.556 (1) (.628
seems justified. However, Area and ruggedness number Calibration: 0.880 0.593
since this is only a prelimi- Valfdat;f)n: 0.552 0.659
nary review, further inves- Area, slope and MAP Calibration: 0.896 0.635
tigations into the role of Va]fdm‘?“: 0.502 0.393
landscape in affecting a Area, mggedness number and MAP | Calibration: 0.920 0.59%6
flood regime is reaqmred to Validation: (.523 0.640
help with the understand- Area, drainage density and MAP Calibration; 0.887 0.571
ing of this phenomenon. Validation: (.488 0.534
Area, relief and MAP Calibration: 0.8%0 0.647
Return period of the Validation; 0.553 (2} 0.605
RMF
(1}, (2) and (3): These numbers in parentheses flag the “best™ (based on the R? statistic) fit to the
The RMF method of flood | Vvalidation data.

computation was applied to
57 catchments, where both
annual flood peak data were available and where the
regional K-values were known from Kovacs (1988).
The floods were estimated for Regions4.6,5and 5.2,
which nearly cover the entire country (the remaining
regions have a small number of recorded floods in
their database). The floods were modelled from
histotical records using the GEV distribution and
were plotted coaxially with those that were deter-
mined from the RMF, corresponding to the same
regions and catchments, against catchment area as
the independent variable as shown in Fig. 6. Since
the return periodsofthe modelled floods were known,
the return period of the RMF could then be esti-
mated. For this reason, the 50-, 100- and 200-vear
floods were determined from the statistically mod-
elled floods to determine the return period of the
RME. The results are shown in Figs. 6, 7 and 8 which
cover Regions 4.6, 5 and 5.2 respectively.

The 200-, 100- and 50-year observed flood
magnitudes are represented by the thin solid line, the
thin dashed line and the thin dotted line respectively.
These magnitudes were determined from the statisti-
cal analysis of observed flood data for the individual
catchments using the GEV distribution; a subset of
the full data set (used for comparison with landscape

analyses) appears in Part 3 of Table A1 in the Appendix. The RMF
estimates were then determined from Kovacs (1988) using the
Francou-Rodier equation and Kovacs® regional K-values for the
corresponding catchments. These are represented by the thick selid
lines in Figs. 6, 7 and 8. The 200-, 1{H}- and 50-year flood ¢stimates
are plotted coaxially with the RMF estimates for the corresponding
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Figure &

Determination of the return period associated with the RMF for Region 5.2. The
bold line is the RMF estimate explained by the Francou-Rodier equation and the
thin lines {dolted. dashed and solid) are frend-fines fitted to the 50-, 100-, and
200-year floods estimated from the recorded flows (points) in region 5.2, using

the GEV

can be associated with t

distribution.

he RMF.

catchments in regions 4.6, 5 and 5.2 to examine if a retum period

From Figs. 6, 7 and 8 it is clear that the RMF, when compared
to the 30-, 100- and 200-year floods, is closest to the 200-year
flood. The trend-line equations, summarised in Table 3, make for
interesting reading. The siopes of the corresponding curves and
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trend-lines are not equal. In fact the 200-

, 100- and 50-year trend-line slopes are  10°%?

slightly flatter than the RMF curves for
all the floods in all the regions except one
(Q,, for Region 4.6); nevertheless, the
cosrespondence is good and provides a

starting point for further research to ex- 10000
plain the similarities, evenifthe R?values ¥
are quite low. E
In all three cases, the RMF line and g
the 200-year trend-line estimated from 8
the fitted GEV distributions slmost lieon & oo, |

top of each other and are very nearly
parallel, mindful of the contents of Table
3, However, il must be admitted that the
trend-lines for the 200-, 100- and 56-year
floods have a poor fit and a fair amount of

100

u 200
& Q100
. w Q50

scatter ¢an be observed. In all of Figs. 6,
7 and 8, serious outliers are evident for
catchments with areas of about ] 000km?,
where the RMF is more likely to be asso-
ciated with an event of return period of
100 years, On further investigation, it
tums out that the problem 200-, 100-, and

50-year GEV flood estimate outliers are
100000

10000 160000

1000 ara & m?)

Hgure 7

Determination of the retum petiod assoclated with the RMF for Region 5

{description as per Fig. 6)

Region 4.6

skewed by excessively large flood peaks
that were observed in a relatively short
record (between 20 and 30 years) for
those catchments. It is expected that with
more data, the effect ofthe outliers will be
diminished. The result is that the plot for

]

Region 5 (Fig. 7} is likely to be closer to
the truth than Figs. 6 and 8 as it contains
more data. In Fig. 7 the difference be-
tween the 200-vear Anod estimate and the
RMF estimaie is greater than the other
two, but this difference is not excessive
and the 200-year estimate and the RMF
estimate are ofthe same magnitude, Based
on these results, it is the opinion of the
authors that it would be reasonable to

Flow rate O (m'/s)

2

assume the RMF to have areturn period of 100
the order of 200 years,

Q,/Q, ratios in scaling floods

The @/0, ratios given in Table | are

based on the premise that flood peaks in

South Africa are log-nommally disiributed with a coefficient of
variation equal to 1.3. To determine whether this average relation-
ship is applicable in a design context, each of the maximum flood
peaksrecorded for the 130 catchments was assigned a return period
based on the Weibull Plosting Position and then scaled down to 10-
and 50-year events using the 0/, ratios. These flow rates were
then plotted againstthe 10- and $0-year flow rates determined from
modelling the historical records by the GEV distribution, to exam-
ine if the scaled flow rates are of the same order as the historical
OnEs.

To simplify the analysis, a simple power-law relationship was
sought between the ratios 0/0, and T shown in Table 1. This
short-cut approach was used instead of computing the percentage
points of the lognormal distribution and to see its validity, the
relationship is shown in Fig. 9, where a power law curve (0/Q, =

334 1SSN 0378-4738 = Water SA Vol. 30 No. 3 July 2004

Figure 8

Delermination of the refum period associated with the RMF for Reglon 4.6

{description as per Fig. 6}

TABLE 3
Summary of the trend-lines from Flgs. 6, 7 and 8
Qe | Qo | O Q,
Region 5.2 145404 | 26049 | 19]1A0 | 134499
Reglon 8§ 100A%* {29404 TTAE 4544
Region 4.6 48A0H 5540 29A0% 2045

1.287%4%) was fitted in the 10- to 100-year interval. This interval
was used firstly because it fitted better (R7 = 0.996) than a power-
law curve through all the points and secondly, because all the
recorded maximma were observed to lie in this interval, i.e. between
10 and 100 years. The plot of these scaled floods with the corre-
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sponding 10- and 50-year floods modelled
from historical records using the GEV distri-
bution are shown in Figs 10 and 1.

Figure 10 indicates a reasonably good
correspondence for the 10-year event be-
tween the GEV modelled flow rate and the
scaled flow rate using the fixed lognormal
distribution assumption. Fig. 11 indicates an
excellent correspondence between the two
estimates of flow rates for the 50-year event.
The rarer floods are better estimated by the
simple ratios than the more frequent ones
because the 50-year flood is closer to the
average of the record lengths. Even so, there
seems to be little bias in the estimates, which
might be useful if there is no distributional
information. This will have to wait until a
regional value of the GEV shape parameter &
is obtained - this matter will be addressed
below.

The modified rational formula
{MRF)

Pegram (2003) introduced the concept of the
MRF toenable the rational formula(RF) to be
more efficient in flood prediction and more
widely used for a variety of catchment sizes.
He did this by replacing the rainfall intensity
term (the / term in Eq. (5)) with a function that
incorporates the median annual maximurm
rainfall, a scaling function of an extreme
value distribution that includes the effect of
retum period and rainfall duration o. This last
tetm _is, explicitly replaced by the time of
concentration (using the Kirpich formula),
which he showed is a function of catchment
area, leading to the deduction that the areal
reduction factors are nearly constant for a
wide range of catchment sizes; the detailscan
be found in Pegram (2003). The combination
of these observations allows the MRF to be
expressed as a simple function of the median
annual maximumrainfall, the reduced variate
of an extreme value distribution and catch-
ment area as Eq. (7), repeated here:

Quuee = ©x0.318P,, ,[1+0.385y, | A°**
M

The formula was introduced as a means of
relating various scaling properties of the rain-
fall-runoff relationship to prompt discussion
and further investigation, not as a serious
design equation at this stage. Nevertheless, it
was intriguing to determine how well it fared
in comparison with the other methods de-

-sctibed hetein. 10-, 20- and 50-year floods

based on the MRF were compared with the
floods modelled by the GEV distribution
from historical records. The values of ¢ and
P, ., ; (refer to Eq. (7)) used here were based
on Pegram’s (2003) suggestions which were
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Comparison of Q,, flow rates using the QJ/Q, ratios of Table T and Fig. 9,
compared with those estimated from the GEV modef fitted (0 the observed records

100000
5
]
=
£
E 10000
£
g,
;
$9 1000
:EG
&2
E
2
[
é 100

b LJ
, ] *
L
*
L
L3 R2 = 0,946
+
L L
+
&
100 1000 10000 100000
Flow rate (m*/s} for the 50-yoar event fom the GEV analysis.
Fgure 11

Comparison of Q, flow rates using the Q/Q, ralios of Table 1 and Fig. 9, compared

with those estimated from the GEV modef fitted to the observed records
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10-year event, Region 5
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Fiow rate Q 1o (m?/s)

“e GEV
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| ——Power (GEV)
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Area A (km?)

Figure 12
Comparison of the MRF, using P,,, ,= 60 mm for Region 5 and ¢=0.45 for the
10-year retum period and the 10-year fiood estimated from the GEV model

fitted to the observed records
20-year event, Region 5

10000

Flow rate Q 20 (m*/s)

- —— Power (GEV)

w'ou PO | 10000 100000
Figure 13

Comparison of the MRF, using P, .., ,= 60 mm for Region 5 and c=0.5 for the
20-year retumn period and the 20-year flood estimated from the GEV model

fitted to the observed records
50-year svent, Region §

Flow rate Q s (m¥/s)

+ GEV
? e MRF
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Figure 14

Comparison of the MRF, using P, ,= 60 mm for Region 5 and c=0.6 for the
50-year retum perniod and the 50-year flood estimated from the GEV model

fitted to the observed records
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average values determined for each of Kovacs’ K-
regions. It is acknowledged that the values have as
much as 25% variation within a region, depending
on area, size and local conditions, however the aim
of this preliminary study is to examine if the MRF’s
floods are of the same order as those observed and
if this alternative is applicable. The regions used
were Region 4.6, 5 and 5.2 and the P, , values
were estimated as 45, 60 and 85mm respectively
while values 0f0.45, 0.5 and 0.6 were used for ¢ for
the 10-, 20 and 50-year events respectively. Values
of P,,  ,rainfall estimates for each Region K were
determined by Pegram (2003) from Adamson’s
(1981) regional map of median annual maximum
1-day rainfall over South Africa. The value of ¢
could vary from 0.45 to 0.75 (Pegram, 2003), which
depends on soil type and land cover. With increas-
ing recurrence interval, the role of rainfall abstrac-
tions becomes less as, during larger events, the
catchment becomes more saturated and the vegeta-
tion gets stripped resulting in an increase in speed
and volume of overland flow (AR&R, 2001).
Mindfull of the fact that large to rare events such as
the RMF are likely to have T > 200 years which
would equate to a high value of ¢, and that the
dominant land type is fairly flat grassland, the
subjective estimates of ¢=0.45, 0.5 and 0.6 were
made for the 10-, 20-, and 50-year return periods
respectively.

The results of Region 5 (which covers the ma-
jority of the country) are shown in Figs. 12, 13 and
14. The results for the other two regions are very
similar and the trend-line equations for all the re-
gions are summarised in Table 4.

From Figs. 12, 13 and 14 and Table 4 it is
evident that the MRF floods and those modelled
with the GEV distribution are roughly of the same
order of magnitude (although the 10-year GEV
trend-line is over-estimated more than the 20- and
50-year events). The MRF floods are generally
larger than the GEV floods for the same return
period and this is true of all the regions. What is also
evident is that the MRF floods model the GEV
floods better as the return period increases (larger,
less frequent events). This is also true of all the
regions. In all figures, a large amount of scatter is
observable in the plots ofthe GEV modelled histori-
cal flows. This is especially true for catchments of
1 000 km? area. Asthe recurrence intervals increase,
the scatter becomes less and it would seem that the
extreme value distribution is more suited to the
50-year recurrence interval floods.

The results indicate that the MRF computes
floods of similar magnitude to those modelled, and
the difference might be attributed to the choice of ¢
and P, ,values whose variation can be of the order
of 25%, which Pegram (2003) suggests is probably
twice the typical standard error associated with
flood peak measurement. The conclusion is that the -
MRF provides a potential alternative “as a check
formula for estimating flood peaks on a wide range
of catchment areas for any recurrence interval”
{(Pegram, 2003). The discrepancy at smaller recur-
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TABLE 4

Summary of the trend-line equations from Figs. 12, 13 and 14 for
Region 5; and Regions 4.6 and 5.2 which are not shown.

TABLE 5
Statistics of the GEV k
and Kovacs’ regional K

Region 5.2 Region 5 Region 4.6 Kovacs| Mean | Standard
K GEV k Error
MRF GEV MRF GEV MRF GEV
5.2 -0.671 0.102
Q, 25 2AM55 | 49 QANNT 17.8A05 12.5A05% 13.3A%5% | 2 5] A0 5 -0.477 0.0585
i 34‘0An.ssu 79.6A']'359 24.0)\"'5“ 22.1 An.sll 1 S.OA“'SSE‘ 5‘?8AM'30 4.6 -0.463 0.1 13
qu 81 _7A1L55u 133 _ﬁAli..\'M 316 _SA:!.SSE 45_5Aﬂ.452 27‘4A:l.55l| 1 S_OA[LST?
Kovacs' Regional K
4.4 4.6 4.8 5 52 54
rence intervals might be attributable to sev-
eral sources - the choice of coefficients ¢ based l
on return periods only rather than including 0 A %

which averages k=-0.5 (see below). Whatis
encouraging is that the slopes of the lines are
not that different. For larger events, the MRF 4 5
flood estimates are closer to the GEV mod-

elled floods.

more detailed considerations of land typeand
cover, the use of the median instead of the 10- §
or 20-year rainfall (also available from maps 0.4
(Adamson, 1981)), the GEV shape param- §
eters of the rainfall, chosen as a fixed & = - g
0.18, which is far less skew than streamflow g 08
>
)

*® Tx?

.e-#--- Moan
. —&— + 51. deviation X
x —a&—— - st. deviation x
x  GEV k parameter

Regional GEV distribution values

The parameters of the GEV distribution in-
clude a shape parameter k. The relationship
between this value and the regional K-value
introduced by Kovacs (1988) is now examined to detectif any trend
exists. The GEV k was allowed to assume any fitted value above -
1.5. The lower limit was placed on the distribution in cases where
extreme outliers skewed the extrapolation to unreasonable flood
magnitudes. The GEV £, because it was determined by minimising
the least squares in the model, was hoped to display a trend with the
regional K-values. The GEV 4 and the regional K were plotted
against each other for Regions 4.6, 5 and 5.2. The results are
summarised in Table 5 and are shown in Fig. 15.

From Fig, 15, it is evident from the mean that no strong
relationship exists, The GEV k-value for each catchment is plotted
against the regional K-value for the region in which it is found. The
mean GEV £ for each region, plus and minus a standard deviation,
are also plotted and show that the least deviation is for Region 5,
where most of the data are. However, no real conclusion can be
attributed to only three points and the lack of catalogued regional
K-values for many of the catchments possibly account for this
shortfall. The results are inconclusive; however, it would be nice to
think that a relationship did exist (as shown by Kjeldsen et al.,
2002) and that the modelling of historical floods could be region-
alised, perhaps using some regional definition other than the RMF.

Conclusion
It is difficult to place exact values on flood magnitudes and their
probabilities of occurring. No one method (empirical, determinis-

tic and probabilistic) can be accepted a priori as better than the
other, as all methods are approximations and their accuracy is
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Figure 15

Plot of GEV k (shape parameter) and mean plus and minus a standard deviation, vs.
Kovacs' regional K-value for Regions 4.6, 5 and 5.2

relative. However, if one has a sufficiently long period of record,
then one can make reasonably accurate predictions on future floods
based on what was observed in the past. This premise is based on
the assumption that climatic and geological controls in flood
production remain the same as when the floods were observed. The
database of annual flood peaks for the 130 catchments around
South Africa allowed us to utilise the probabilistic method in
determining future flood magnitudes that were, in all probability,
representative ofthe truth. This database was used asareference set
to validate the other methods in review.

The addition of landscape data in an attempt to improve flood
prediction was not particularly dramatic, nor did it provide much
insight into which geomorphometric controls are involved in flood
response. The role of landscape in flood production is not in doubt;
however, furtherinvestigation isrequired in this regard. Larger sets
of landscape data at accurate scales are required to assist in this
endeavour. In this preliminary study it was found that landscape
datado not make flood prediction more accurate and the area-based
RMF empirical equation seems best. If an understanding of the role
of landscape in flood production is required then the study should
perhaps be based on physical and scaling, rather than statistical
relationships.

The RMF method of flood computation is a versatile and easy
method to compute the upper limit of floods that a site or region has
historically experienced within the observed period of record. In
this paper it was found that the return period of the RMF is
approximately 200 years and this will no doubt increase the
popularity of this method. If the return period is known, the RMF
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can now be used as a convenient check method to ascertain the
validity of design flood magnitudes. Once the data set used in this
paper is augmented by 15 or more years of observed annual floods,
refinements are likely to appear.

The use of the Q /Q, ratios, suggested in TRH 25 (1994), was
found to scale observed flood maxima to flow rates with desired
return periods reasonably accurately. The Weibull Plotting Posi-
tion was used to associate a return period with the flood maxima
and was based on the flood having been observed within the 10- to
100-year interval. The floods were reduced to 10- and 50-year flow
rates through interpolation of the ratios; extrapolation to larger
events is yet to be tested.

The use of the MRF proved to be a useful modification of the
conventional rational formula and predicted flood magnitudes of
similar order to those observed. It has potential to provide an
alternative to other flood computation methods and might be used
as acheck formula for design floods for a wide variety of catchment
sizes and return periods, especially where site-specific rainfall data
and c-values are used.

The GEV scaling parameter & did not show any particular trend
with the regional K-values. Other definitions of regionalisation
may allow a stronger relationship; it is known that more arid areas
experience floods with higher skew which in turn should give more
negatively biased k-values. Our results were inconclusive, but
again, more observed flood data should refine this.

The thoughts and ideas presented in this paper are here to serve
as preliminary insight into some interesting relationships between
some of the flood determination methods employed in South
Africa. Admittedly, the flood database used in this investigation is
15 years old, and in many instances, a fair degree of scatter is
observable in the flood distributions. Longer records of floods are
required to possibly eliminate these anomalies. However, the flood
database utilised did provide a consistent foundation to launch this
review.

References

ADAMSON PT (1981) Southern African Storm Rainfall. Tech Rep
TR102. Dept, Environ. Affairs, Div. Hydrology, Pretoria,

ALEXANDER WIJR (2002) The Standard Design Flood — Theory and
Practice. Dept of Civil Engineering, University of Pretoria, Pretoria.

AUSTRALIAN RAINFALL AND RUNOFF (2001) 4 Guide to Flood
Estimation. Pilgrim DH (editor-in-chief). The Institution of Engi-
neers, Australia.

DE MICHELE C and SALVADORI G (2002) On the derived flood

frequency distribution: analytical formulation and the influence of
antecedent soil moisture condition. J. Hydrol 262 (1-4) 245-258.

FSR (1975) Flood Studies Report. Vol. 2 Meteorological Studies. Natural
Environment Research Council, London.

HIEMSTRA LAV and FRANCIS DM (1979) The Runhydrograph —
Theory and Application for Flood Predictions. Water Research Com-
mission, Pretoria.

HORTON RE (1932) Drainage basin characteristics. Trans. Am. Geophys.
Union. 13 350-361.

HORTON RE (1945) Erosional development of streams and their drainage
basins: Hydrophysical approach to quantitative morphology. Bull.
Geol. Soc. Am. 56 275-370.

KJELDSEN TR SMITHERS JC and SCHULZE RE (2002) Regional flood
frequency analysis in the KwaZulu-Natal Province, South Africa,
using the index-flood method. J. Hydrol. 255 (1-4) 194-211.

KIRPICH ZP (1940) Time of concentration of small agricultural water-
sheds. Civ. Eng. 10 (6) 362.

KOVACS Z (1988) Regional Maximum Flood Peaks in Southern Africa.
Technical Report TR 137, Department of Water Affairs, Pretoria.
MIDGLEY DC, PITMAN WV and MIDDLETON BI (1994) Surface

Water Resources of South Africa, 1990. WRC Report No. 298/1/94.

PARAK M (2003) The Flood-Landscape Relationship. Unpublished un-
dergraduate dissertation. School of Civil Engineering, University of
KwaZulu-Natal, Durban.

PEGRAM GGS (2003) Rainfall, rational formula and regional maximum
flood — Some scaling links, Keynote Paper. Just. J. Water Resour. 7
(1) 29-39.

PETRAS V and DU PLESSIS PH (1987) Catalogue of Hydrological
Parameters. Flood Studies. Technical Note No. 6, Department of
Water Affairs, Pretoria.

SHREVE RL (1966) Statistical law of stream numbers. J. Geol. 74 17-37.

SMITHERS JC and SCHULZE RE (2003) Design Rainfall and Flood
Estimation in South Africa. WRC Report 1060/1/03, Water Research
Commission, South Africa.

STRAHLER AN (1952) Hypsometric (area-altitude) analysis of erosional
topography. Bull. Geol. Soc. Am. 63 1117-1142,

STRAHLER AN (1964) Quantitative geomorphology of drainage basins
and channel networks. In: VT Chow (ed.) Handbook of Applied
Hydrology. Sec. 4-11. Mcgraw Hill, New York.

TRH 25 (1994) Guidelines for the Hydraulic Design and Maintenance of
River Crossings. Vol. 1 2-21 Hydraulics, Hydrology and Ecology.
Pretoria, Department of Transport.

WESTRAY L (2001) Linking Rational Formula to the Regional Maximum
Flood formula to give the Modified Rational Formula (MRF). Unpub-
lished undergraduate dissertation. School of Civil Engineering, Uni-
versity of KwaZuluNatal, Durban.

Appendix

Hydrologic and morphometric parameter definitions
(from Parak, 2003):

1. Catchment area: A (km?
This is the gross catchment area that is represented by the relevant
gauging station.

2. Ineffective area: A, (km?)
This includes those areas from which runoff cannot reach theriver,
for example from pans or depressions.

3. Effective area: A, (knmv’)

This is the part of the catchment area that contributes runoff to the
rivers and ultimately the relevant gauging station. It is the differ-
ence between the gross catchment area and the ineffective area.
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4. Catchment perimeter: P (km)
This is the distance measured along the catchment boundary, i.e.
the distance along the watershed boundry.

5. Longest water course: L (km)

This is the distance from the gauging station along the longest
watercourse to furthest point on the channel, i.e the start of the
permenent streams (fingertip tributary) near the catchment bound-

ary.
6. Maximum elevation above sea level: Z_(m)

This is the point of maximum height above sea level on the
catchment divide (watershed).
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7. Elevation of gauging station above sea level: Z (m)
This is the elevation of the gauging station above sea level.

8. Catchment relief: R (m)

This is defined as the height difference between the maximum
elevation on the watershed and the elevation of the gauging station,
It is thus the difference between Z_and Z .

9. Mean river slope: S

The mean slope of the channel or fver is computed from the
longitudinal profile of the river along the main watercourse from
the furthest point along the channel (fingertip tributary) by equat-
ing the cut and fill areas (refer to Fig. Al).

10. Shape factor: A/A,

Thisistheratio ofthe gross catchment area {(4) to the area of acircle
(4,) drawn from the longest possible catchment diagonal (refer to
Fig. A2). :

11. Time of concentration: T_(hours)
This is the time required for a water particle to travel from the
catchment boundary along the longest watercourse (L} to the gauge
at the basin outlet, and was computed from Kirpich (1940);
L 0 ags

T 0‘0633[ s] (Al)
12. Mean annual precipitation: MAP (mm)
This was determined on 1:250000 scale isohyetal maps.

13. Mean annual runoff: MAR (10° m*}
This was obtained from the gauging records,

14. Maximum observed flood peak: Q,_ (n/s)
These are the maximum observed flood peaks recorded at the
relevant stations for the length of the representative period.

15. Representative period: N (years)
This is not the retumn period, but the length of record at the gauges.

16. RMF K.value of region

This is the K-value ofthe region where the gauging station is found,
determined from the Map of Maximum Flood Peak Regions in
Southemn Africa (Kovacs, 1988). This map devides South Africa
into hydrologically homogeneous regions.

17. Total length of all streams in basin; EL {km)

This is the sum of the lengths of all the streams and channels which
feed the catchment outlet at the gauge. This was determined from
a 1:250000-scale map.

18. Strahler basin order

This is the order of the channel, ordered according to the method
of Strahler (1952), at the catchment outlet {see Fig. A3(a)). The
smallest recognisable channels (fingertip tributaries) are desig-
nated order /. Where two channelsofordet i join, a channel of order
i+1 forms downstream. Where a channel of order 7 and i +/ join, the
channel downstrearmn assumes the order of the higher channel.
These were determined from 1:250000-scale maps.

19. Shreve magnitude

This is the order of the channgl, ordered according 1o the methed
of Shreve (1966), at the catchment outlet (see Fig. A3(b)). The
Shreve magnitude of a catchment stream network reflects the
number of fingertip tributaries feeding the catchiment outlet. Atthe
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The mean channel siope (afler Petras and Du Plessis, 1987)
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The shape factor AJA,

{afler Petras and Du
Plessis, 1987}
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Figure A3
Two methods of stream ordering
{a) Strahler basin order
{b) Shreve magnitude

Jjunction of fwo streams, the resulting order of the downstream
channel is the sun ofthe orders of the two streams feeding it. These
were determined from 1:250000-scale maps,

20. Drainage density DD (km/km?)
This is the quotient of total stream length within a catchment and
the catchment area, determined by dividing ZL by A.

21. Ruggedness number RN
This is defined as the product of drainage density and catchment
relief, i.e. RN=DDxR.

22, Bifurcation Ratio R,

This was defermined by plotting the number of streams in cach
order of a catchment on a logarithmic scale with the stream order
on a linear scale. The slope of the fitted regression line is the
bifurcation ratio.
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The rational formula from the runhydrograph

Mohamed Parak and Geoffrey GS Pegram*
Civil Engineering Praogramme, University of KwaZulu-Natal, Durban, 4041, South Africa

Abstract

The rational formula is possibly the simplest flood estimation technique available using rainfali-runoff relationships. In
spite of the many criticisms regarding its over-simplification of the processes of rainfall conversion into runoff, it remains
possibly the most widely used method for estimating peak flood flows forurban drainage systemsand small (<100 km?) rural
catchments. However, as a result of the criticisms, the formula carries with it many cautions. One such caution regards
the determination of the formula’s runoff coefficient e, which is seen as the main difficulty in the design application of the
formula. Mindful of this, it was decided to investigate the calibration of this coefficient, on past flood peak and flood vol-
ume pairs for a number of catchments in South Africa. To this end the “data set” of runhydrographs. which describe the
characteristic peak and volume discharges of a catchment for a given recurrence interval, was used to calibrate the coef-
ficients for selected catchments and to explore the assumptions underpinning this simple model. This article describes
the methods employed in achieving this as well as a discussion of the results.

Keywords: design flood estimation, probabilistic rational formula, runhydrograph, calibration of runoff

coefficients

Introduction

The rational formula is perhaps the best known and most widely
used method for the determination of peak flood flows from
rainfall events. It has survived numerous criticisms regarding
its over-simplification of the complex hydrological processes of
flood production but nonetheless is possibly the most favoured
method used by practitioners for peak flood estimation. The
rational formula owes its popularity to the fact that it is easy to
understand and simple to use. The peak flood flow due to a rain-
fall event on a catchment, determined from the rational formula,
is expressed (in SI units) as:

Q.. =CiAl3.6 o
where:

0, ,.is the flood peak in m?/s

¢ is the runoff coefficient. which is (in the traditional deter-

ministic approach) defined as the proportion of precipitation

that contributes to runoff

i is the storm rainfall intensity in mm/h

A is the catchment area in km?.

The criticisms concerning the rational formula in the above form

are not unfounded and the use of this method carries valid cau-

tions that are based on the following assumptions built into the

formula (which are not always explicit in its presentation):

= The maximum rate of runoff from a catchment is achieved
when the duration of rainfall is equal to the time of concen-
tration (7’) of the catchment, which is defined as the time
taken for the outflow from a catchment to reach near equi-
librium due to a storm uniformly spread in space and time,
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= The spatial and temporal characteristics of rainfall are con-
sequently ignored and the storm rainfall, as input into the
formula, is assumed to be a rectangular pulse of duration 7',
deposited in lumped form on the catchment (i.e. there is no
routing component implicit in the formula).

As a consequence, the rational formula was previously limited
in its application to small catchments (<15 km? in South Africa
(HRU. 1972)) and was only to be used as a check method (it
was not to be used in isolation). It was further noted that sound
engineering experience and judgment was required for its use.
However, work that has since been done, locally by Alexander
(2002) and Pegram (2003), and abroad in Australia (Institute of
Engineers Australia, 1987), has shown that these cautions were
too timid and its use may well be extended beyond small catch-
ments.

For the estimation of design floods, a probabilistic approach
to the rational formula is needed, where the variables ¢ and i (the
runoff coefficient and rainfall intensity respectively) of the for-
mula are associated with a probability of exceedance. A probabi-
listic approach is different to a deterministic approach (which is
the form shown in Eq. (1)), as it does not involve the representa-
tion of a historic event. As opposed to the latter case, no unique
combination of rainfall and catchment conditions (such as storm
patterns, ground cover conditions, antecedent moisture condi-
tions, etc) exist to reproduce the design flood. In a probabilistic
approach, the rational formula is used to estimate, for a given
probability of exceedance, the magnitude of the peak discharge
from a site; this peak would be equivalent to a discharge esti-
mated from a frequency analysis of flood records if a long and
representative record were available at that site.

Pilgrim and Cordery (1993) stated that the design situation is
exactly suited to the probabilistic approach of the rational formula
and has little similarity with the deterministic rational formula,
so that the criticisms associated with the deterministic approach
are not necessarily valid for the probabilistic design case. Alex-
ander (1990) stated that as the catchment size increases the value
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of ¢ becomes more probabilistic than deterministic in its deriva-
tion. The probabilistic approach to the rational formula has the
same form as Eq. (1) but is defined more specifically as:

Qm e cm'irc_nA /3.6 (2)

where:

0, is the flood peak in m¥s of recurrence interval (RI)

T-years

¢, is the runoff coefficient for a T=year event

{ .y 18 the T-year storm rainfall intensity in mm/h of
duration equal to the time of concentration T_ (h) of the
catchment

A is the catchment area in km?.

In this approach, the value of ¢, purports to transform a T-year
design storm /. of duration T, into a T-year flood peak O
for a catchment of area A. The variable i , . can be determined,
for a particular site, from suitable intensity-duration-frequency
(IDF) relationships of design storms. However, the estimation of
the runoff coefficient ¢ , remains the main source of uncertainty
in the probabilistic application of the rational formula. Itis the
least precise variable of the rational formula, in spite of it being
bounded in the interval (0; 1), and suggests that a fixed ratio
of peak runoff rate to rainfall rate exists for the site, which in
reality is not the case (Chow et al., 1988: 497). It is this charac-
teristic (the estimation of the design runoff coefficient) of the
rational formula that forms the main focus of this article. To this
end, this article investigates the calibration of the runoff coef-
ficient, on past flood peak and flood volume pairs for a number
of catchments in South Africa, to assist with its determination.
The calibration of runoff coefficients on past floods is also the
practice that was adopted in Australia (Institute of Engineers
Australia. 1987). It was shown in Australia that the use of cali-
brated coefficients in a probabilistic approach to the rational for-
mula could consistently provide flood estimates for catchments
up to 250km?-. In this research, the “data set” of runhydrographs
produced by Hiemstra and Francis (1979) was used to calibrate
the coefficients in order to investigate this for the selected catch-
ments.

In South African practice, the idea of calibrating the rational
formula’s runoff coefficient is not new. Alexander (2002) pro-
posed a new standardised regional flood estimation technique
called the standard design flood (SDF). This method is essen-
tially a probabilistic approach to the rational formula, as advo-
cated by Alexander (1990), utilising calibrated runoff coeffi-
cients. The SDF method is based on the calibration of the runoff
coefficient against design floods determined from a frequency
analysis. using the LOG-Pearson-111 (LPIIl) distribution, of
recorded events from a number of catchments in South Africa.
According to Alexander (2002), the SDF can be applied to all
sizes of catchments in South Africa. ranging in size from 10 km?
to 40 000 km-. Alexander has also suggested a standard design
hydrograph for the SDF with a fixed triangular shape that has a
rising limb equal to the time of concentration of the catchment T,
and a falling limb equal to 27,., i.e. an effective time base-length
of 37... This idealised hydrograph is the same as that proposed
by Rooseboom et al. (1981) where, in this instance, it is noted
that the runoff volume is greater than the proportionate part of
the storm rainfall that runs off during the time of concentration.
In an independent test, the average ratio of Alexander’s 50-year
SDF flood peak to the 50-year LPIII flood peak was found to be
approximately 210% (Gérgens, 2002). Alexander’s method was
designed to be purposefully conservative and he states that the
over-estimates fall within the range of uncertainties associated

Quadrant includes
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Figure 1
A standard bivariate normal probability density function, with a
cross correlation coefficient of 0.85, plotted with log-transformed
observed flood peak-volume pairs in probability space (from
Hiemstra and Francis, 1979: 14). The bold lines in the positive
quadrant are the 10- and 100-year return period joint-exceed-
ance contours. The dashed lines include a quadrant to the
upper right which, on average. will include 1% of the observations.

within all design flood procedures. However, Gorgens (2002)
states that although the cost and implications associated with a
conscious over-design in terms of a bridge/culvert is relatively
minor, by contrast it is not acceptable for dam spillway design,
where the cost of the spillway is a significant component of the
total dam cost. An average over-estimate of 200% might render
some projects infeasible. As such, Gorgens recommends that the
SDF should be seen as a conservative approach similar to that of
the regional maximum flood (RMF) method.

Conscious of this. it was thought that where this investiga-
tion would add value would be in the calibration of the runoff
coefficient on past flood peak and volume pairs, as offered by the
runhydrograph method. Thus. it was hoped that this would yield
coefficients that could. in a design situation. describe a complete
design flood hydrograph (peak. volume and time base-length).
The following sections describe and explain the theory behind
the runhydrograph method, the methods employed in this inves-
tigation and the results achieved.

The runhydrograph

The runhydrograph method (Hiemstra and Francis, 1979) sum-
marises, for a given catchment, the family of characteristic peak
and volume discharges for a given recurrence interval. These
hydrographs were based on the frequency analyses of all rare
hydrographs (which were carefully screened for reliability) in a
continuous stream flow record and, as such, are independent of
rainfall input and catchment characteristics. This set of statis-
tics was thus a valid data set against which to calibrate the run-
off coefficient towards a probabilistic approach of the rational
formula.

The runhydrograph method was developed by Hiemstra
and Francis (1979) (in the sequel referred to as H&F) and was
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based on earlier work by Hiemstra
(1972: 1973; and 1974), Hiemstra et al.
(1976) and Francis (1979). It is based
on the joint probability analyses of
same-event flood peak and flood vol-
ume pairs of recorded data from 43
catchments around South Africa (see
Table Al in the Appendix). H&F dis-
covered that the natural logarithms of
the flood peak and its corresponding
volume were approximately normally
distributed and well correlated, with
a cross-correlation coefficient with
mean 0.78 and standard deviation
0.12 (a relatively narrow range) whose
mode is 0.85. Fig. 1 shows the natural

logarithms of the recorded flood peak g
and volume pairs plotted together with

the contours of equal probability den- 2
sity of a standardised bivariate normal ¥
probability density function (with a
cross-correlation coefficient of 0.85). &
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Also shown in Fig. 1 (in the positive & 5 $ 2 : Ve si00 50001
quadrant) are 10- and 100-year return = 4 ] / 2.3?3 i
period exceedance probability con- |6 ” R
tours (bold lines). The dashed lines iy | 108 1 r.pa00 194
intersecting on the 100-year exceed- x 4 | ¥ §E=
ance contour define an area in the L sl
plane whose probability density inte- o H o Ei"‘ %E
grates to 0.01. Thus, on average. 1% = a6 e
of the observations will lie within this = ooy s 18
area, and within other areas defined  |& «] 3olaes T
similarly on the 100-year contour. & i8N
The contours describe the joint =4 tas 1 pae e
probability of flood peak and flood o ¢ e il
volume exceedance and are able to g ¢l S
produce “families” of hydrographs =]
(peak-volume pairs) of equal prob-
ability of jointly being exceeded, but 2
of varying shape. These families 2 000
can range from the marginal peak g
(associated with any volume), to the “-en 0.50 1.00 1150 T80 59 3.00 3.5 .00 o250 s.00
“most likely™ joint peak and volume STANOCARDISED VOLUME (LOG!

pair through to the marginal volume,
each with an equal probability of joint
exceedance. However, it can be seen
from Fig. 1 that the plotted peak-vol-
ume pairs cluster around the 45° line
in an elliptical shape. If the cross-cor-
relation coefficient approaches unity. the minor axis of the ellipse
reduces to zero. Thus, although more than one combination of a
peak-volume pair exists that has the same probability of jointly
being exceeded, the most likely (modal) pair will be found at the
intersection of the 45° line on the exceedance contour. the point
where the probability density is highest.

Figure 2 shows the application of the runhydrograph method
for design flood peak and volume estimation for a cross-corre-
lation coefficient of 0.85. The listed numbers on the top right
of Fig. 3 are the standardised ordinates of the peak-volume
exceedance contours for the selected recurrence intervals. They
describe the joint exceedance of the most likely peak-volume
pair (corresponding to line #1) through to the exceedance of the
marginal peak (corresponding to the vertical axis to the left of
line #6). It is unlikely that a peak-volume pair will occur on lines
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Figure 2

Joint flood peak and flood volume exceedance contours, in probability space for a peak-
volume cross-correlation coefficient of 0.85 (from Hiemstra and Francis, 1979)

4, 5 and 6 for this relatively high correlation, and thus for the
purposes of this investigation the modal peak-volume pair was
chosen in order to limit the number of variables.

In passing, it is interesting to note that this idea of describing
hydrographs with a joint probability of exceedance of peak and
volume, has surfaced again more recently to be exploited in the
evaluation of dam safety (De Michele et al., 2005).

Method and results

The methods employed in this investigation were typical of those
used in the derivation of a probabilistic rational formula utilising
calibrated coefficients, of which an explanation follows which is
adapted from Pilgrim and Cordery (1993) (quotes appearing in
italics):
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»  Where a set of long and reliable record of flood data from o
particular catchment exists, a frequency analysis should be
carried out on the observed data to determine design values
of flood peaks for a range of recurrence intervals. In this
study, flood peak and volume pairs (2, in m*/s and V7, in m?
respectively) for the 'most likely* runhydrograph was com-
puted for each of the selected catchments for RIs of 10-, 20-,
50-, 100- and 200-years. These appear in Tables A2 to A in
Appendix A. As a result of this, values of 8, the time base-
length of the triangular approximated hydrographs, were
also computed.

= Adesign formula for the calculation of time of concentraiion
T must be selected and used consistently throughout the
derivation and use of this method. In this study the Kirpich
(1940} formula was used. following the lead of Petras and
Du Plessis (1987):

T, = 0.0633(2/SP >

where:
T is the catchment’s time of concentration (in hours)
L is the length {in km) of the longest water course
S is the slope of the longest waler course.

3

» Design rainfall intensities, i, ., for the corresponding time
of concentration of the catchment and recurrence interval
should be determined from a suitable Intensitv-Duration-
Frequency (IDF) database. These were determined from
Smithers and Schulze’s (2002) design rainfall data-base
for South Africa. These data appear in the same tables in
the Appendix. (A computer program with a graphical
user interface has been developed to obtain design rainfall
depths for any location in South Africa trom this database.
The software may be downloaded from the following web-
site: hilpywww beehunp.aczaliydrorisk’ and follow the
“Design Rainfall” option).

s From these data, values of ¢, can be back calculared by the
Jollowing equation (where the variables are as defined for
Eq (2)r.

36-Q,

'ii;.r WA o “

Cn =
This data also appears in the same tables in the Appendix,

»  These calibrared values of ¢, can then be regressed on any
phvsical characieristic of the catchmen. In order to validate
th e calibrated coefficients at untested sites, regional parame-
ters with which to relate ¢ ;, with Rl were sought, However, it
was noted by Pilgrim and Cordery (1993} that the probabilis-
tic runoff coefficients determined for Australia did not show
much sensitivity to physical characteristics of a catchment.

It is important to note that the values of ¢, obtained in this man-
ner are conditioned on the use of a consistent formula for the
calculation of 7 and a consistent database for the derivation of
the IDF rainfall relationships. A detailed explanation of each of
the steps listed above and the results of each exercise are given
in the following subsections.

The streamflow database

The 43 catchments used by H&F in their study were based on
the Department of Water Affairs and Forestry’s drainage region
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delineations. These and their derived statistics are listed in Table
Al in the Appendix. As a point of departure, runhydrograph
data from H&F were combined with catchment parameters
from Petras and Du Plessis (1987), namely area (4) and time of
concentration {7, - based on Kirpich’s formula). The number of
catchments from the H&F database, for which 7 values were
available from the Petras and Du Plessis catalogue, reduced the
number of avaitable catchments for calibration to 29. These are
listed in Table A2 in the Appendix and formed the core data set
on which the rational formula calculations were performed,

The rainfall database

For each of the 29 catchments, a number of locations (depend-
ing on the size of the catchment} along the main watercourse
within the catchment were chosen for which design rainfall esti-
mates were obtained from Smithers and Schulze {2002). The
output from this rainfall database provides point rainfall depths
tin mm) for durations ranging from 5 minutes to 7 days and for
return periods ranging from 2 to 200 years at a spatial resolu-
tion of £ arc minute in South Africa. The mean depth for each
catchment was computed and thereatter the intensity, duration
and frequency (IDF) relationships were computed by fitting a
simple power-law function of storm duration 1o the mean rain-
fall depths. For the selected recurrence intervals, these took the
form of: P (rainfall depth in mm) = ad* and J (rainfall intensity
in mm/hr) = ad~, where 4 is the storm duration in hours and g,
b and ¢ (which equals 5-1) are the fitted power-law parameters.
The mean intensity, corresponding to the time of concentration
T. was calculated from the IDF relationships for the 10-, 20-,
50-, 100- and 200-year recurrence intervals for each catchment.
The parameters fitted to the rainfall duration, for the selected
recurrence intervals, are listed in the Appendix (Tables A2 to
A8). It was found that rainfall depth scaled, on average. to the
power of 0.238 of rainfall duration and thus rainfalf intensity to
the power of -0.762 of ratn fall duration with a standard deviation
of 0.0419.

Area reduction factors (ARFs} were not used in this study
to scale the point rainfall depths into average depths over the
catchment. Instead simple averages of a few representative
points along the longest watercourse within the catchment,
determined from the Smithers and Schulze {2002) database,
wete used to account for the variation in precipitation with posi-
tion and altitude for large catchments. ARFs were deemed not
necessary based on the findings of Pegram {2003), of which a
summary is presented here. He investigated the scaling prop-
erties of rainfatl in South Africa and found that they could be
expressed as a function of three factors: the median one-day
rainfall {which is a function of location). a function of return
period (the reduced variate of the general extreme value (GEV)
distribution) and a function of duration. He used this finding
to modify the intensity expression of the rational formula. The
storm duration used by Pegram was the catchment’s time of
concentration 7, as in this study, from the Kirpich (1940) for-
mula. When this duration T was plotted against catchment area,
it was found that the points clustered about a curve to which
a power-law relationship could be fitted. This was superim-
posed on the area reduction factor (ARF)} diagram, published
in the Flood Studies Report (FSR. 1975). He found that the
Area ~ T curve yielded an almost constant ARF value of §7%
across the FSR curve. The implication of this is that, as long
as the precipitation intensity used in the rational formula cor-
responds to the time of concentration of the catchment, the point
rainfall is awtomatically scaled by a constant ARF. It is likely
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that the FSR's ARF curves over-estimate the relationship in
South Africa, but the degree is likely to be a matter of climate
(Pegram and Parak, 2004), so it is also likely that the scaling
behaviour will be maintained. However, the reduction factor
would automatically be absorbed into the fitted ¢, -values. The
first thing to note then is that because c is explicitly a function of
7', it is therefore implicitly independent of the ARF.

Calibration of the runoff coefficients (c ;)

The next thing to explore was the dependency of ¢ on the flood
regime of catchments of various sizes and locations. The first
task was to relate ¢ to the peaks of each catchment for vary-
ing recurrence interval, 7. e-values were fitted to the flood peak
of the calculated modal runhydrograph at each site. using the
parameters for that site as estimated by H&F.

The summary of results from the calibration of the runoff
coefficients is shown below in Table 1. They are the 10-, 20-, 50-,
100- and 200-vear runoff coefficients for each of the 29 catch-
ments that formed the core data set. These data and results are
drawn from the Appendix (Tables A2 to A6).

Coefficients from 6 of the 29 catchments (marked with an
asterisk in Table 1) produced results that did not increase in

magnitude with recurrence interval. As mentioned in Alexander
(1990), an increase in ¢ with recurrence interval is necessary to
accommodate the known effects which also increase with rain-
fall intensity but are not accounted for in the formula’s calcula-
tion process. The main effect. requiring this increase of ¢ with
recurrence interval, is that the catchment is likely to be more
saturated at the start of a storm with a longer recurrence interval
(Rooseboom et al.. 1981). This initial saturation caused by pre-
event rainfall is the main reason why one can expect to obtain
a higher percentage runoff with an increase in the recurrence
interval of an event. Alexander (2002) states that in many of the
destructive events observed, severe rainfall events were often
preceded by above-normal seasonal rainfall.

The calibrated values of ¢ (values of ¢, for all 29 catchments)
were coaxially plotted with c-values from Chow et al. (1988: 498)
against recurrence interval. This relationship is shown in Fig. 3,
where the coefficients from Chow et al. (1988) correspond to the
“flat” slopes type (i.e. for ground slopes between 0 and 2%. since
all the test catchments in this calibration exercise had slopes of
less than 2%) and are for the three “undeveloped™ (rural) coverage
types (i.e. cultivated land, pasture/range and forest/woodland).
These values are shown in Table 2 and were determined for small
rural catchments (i.e. less than 100 km*) of Austin, Texas (USA).

TABLE 1
The results of the calibration of the c-coefficient of the rational formula on flood peak and flood volume

pairs from Hiemstra and Francis (1979)
Num. Station | River Latitude Longi- Catch- | Time of Calibrated c-coefficients

(degrees tude ment | concen- [ 4q. 20- 50- 100- 200-

decimal) {deg_rees area tration year year year year year

decimal) (km?) T
(hours)
1 A2ZMO03 | Hex 2577 2728 494 6.4 0.301 | 0303 | 0.304 | 0.305 | 0.306
) A2MI2 | Krokodil 25.82 27.92 2 586 18 0.089 | 0.093 | 0.095 | 0.097 | 0.098
3 A3MO!l | Klein Marico 25.53 26.10 1002 8.7 0.084 | 0.092 | 0.104 | 0.113 | 0.123
4 B2MO01 | Bronkhorstspruit 25.80 28.77 1585 18.1 0.210 | 0.228 | 0.244 | 0.254 | 0.262
5 B4MO03 | Steelpoort 25.02 29.53 2271 19.6 0.091 | 0102 | 0.112 | 0.125 | 0.135
6* B7M04 | Klaserie 24.55 31.03 130 37 0.234 | 0.233 | 0.214 | 0.227 | 0.224
7 CIMOl | Vaal 26.95 29.27 8254 74 0.396 | 0419 | 0444 | 0460 | 0.476
8 C4MO1 | Groot Vet 28.48 26.67 5504 34 0.368 | 0.386 | 0.409 | 0425 | 0442
9F C4M02 Vet 27.85 2590 17 550 111 0.179 | 0.175 0.170 | 0.167 | 0.164
10 C5M03 | Modder 29.17 26.58 1 650 18.3 0.419 | 0.440 | 0.458 | 0.469 | 0.479
11 C5M04 | Modder 28.85 26.18 5012 38 0.528 | 0.592 | 0.660 | 0.706 | 0.749
12 C5MI2 | Riet 29.65 25.98 2383 23 0.218 | 0.235 | 0.252 | 0.264 | 0.274
13 C5MI15 | Modder 28.80 26.10 6 545 43 0.280 | 0302 | 0325 | 0.341 | 0.355
14 C7MO01 | Renoster 2727 27.18 5255 57 0.236 | 0.300 | 0.379 | 0.438 | 0.498
15 DIMO05 | Oranje 30.03 28.50 10 891 60 0.261 | 0.266 | 0.270 | 0.272 | 0.274
16* D5M01 | Renoster 31.65 20.62 2129 27 0.263 | 0.264 | 0.264 | 0.264 | 0.264
17* D5M04 | Sak 31.65 21.77 5799 28 0.130 | 0.128 | 0.125 | 0.123 | 0.121
18 E2M02 | Doring 32.50 19.53 5778 30 0.389 | 0.420 | 0.459 | 0.487 | 0.516
19 HIMO6 | Bree 33.42 19.27 754 7.6 0454 | 0457 | 0461 0.464 | 0468
20* HIMO07 | Wit 33.57 19.15 83 2.4 0.814 | 0.800 | 0.790 | 0.787 [ 0.786
21 H7M04 | Huis 33.92 20.72 26 23 0.278 | 0.307 | 0.336 | 0.353 | 0.368
22 J12M03 Gamka 33.53 21.65 17 941 42 0.076 | 0.082 | 0.090 | 0.095 | 0.099
23 J3MO04 Olifants 33.48 23.03 4 330 23 0.163 | 0.180 | 0.194 | 0.200 | 0.205
24 QIMO1 | Groot Vis 31.90 2548 9 150 18 0.089 | 0.097 | 0.108 | 0.116 | 0.124
25 Q9M10 | Groot Vis 33.22 26.87 29 376 108 0.176 | 0.227 | 0.282 | 0.318 | 0.349
26 Q9M12 | Groot Vis 33.10 26.45 23 041 85 0.113 | 0.133 | 0.158 | 0.178 | 0.198
27 T3M02 | Kinira 30.48 28.62 2 100 26 0.186 | 0.172 | 0.156 | 0.145 | 0.135
28 W4A03 | Pongola 27.42 31.52 5843 31 0.267 | 0.278 | 0.284 | 0.285 | 0.284
29 W5M05 | Hlelo 26.83 30.73 751 17.8 0177 | 0.193 | 0.212 | 0.225 | 0.237
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It is evident from Fig. 3 that the TABLE 2
¢,,~values obtained from this exercise Runoff coefficients for use in the rational method for undeveloped (rural)
are spread around those of Chow et regions in Austin, Texas in the USA (from Chow et al., 1988: 498)
al. (1988) but are generally lower in Runoff coefficients ¢
magn ltu.de. The_ ¢,,~values obtained Character 2. 8- 10- 25- | 50- | 100- 200- 500-
from this exercise range from 0.084 | of syrface year | year | year | year | year | year | year year
to 0.786, while the values from Chow (inter-
et al. are between (.28 and 0.57 (for polated)
the recurrence interval range of 10- to Undeveloped
200-years). However, the scatter asso- Cultivated land
ciated with the latter data set is not Flat, 0 - 2% 0.31 [ 034 [ 036 | 040 | 043 | 047 | 0.5l 0.57
known and hence not shown, so it is Average, 2-7% | 0.35 | 0.38 | 041 | 0.44 | 048 | 0.51 | 055 | 0.60
conjectured that they are curves fitted Steep, 1% 039 | 042 | 044 | 048 | 051 | 054 057 061
to the high side of the original data. : . : . . . . : -
Pasture/range
Hydrograph ﬁme base-length B F]ﬂt. 0-2% 0.25 028 03 034 03? 0.41 0.46 0.53
Average,2-7% | 033 | 036 | 038 | 042 | 045 | 0.49 0.52 0.58
The use of flood peak and volume Stccp, =>7% 0.37 0.4 0.42 0.46 0.49 0.53 0.56 0.60
pairs for calibration in this inves- Forest/woodlands
tigation (from the runhydrograph Flat, 0 - 2% 0.22 | 025 | 0.28 | 0.31 | 0.35 | 0.39 0.42 0.48
method of H&F (1979)) was thought Average,2-7% | 031 | 034 | 036 | 04 | 043 | 047 [ 050 0.56
to have the added advantage in that Steep, >7% 035 | 039 041 | 045 | 048 | 052 | 054 0.58

complete design flood hydrographs
could be calculated from these cali-
brated coefficients. From the flood database computed for the
calibration exercise, hydrograph time base-lengths B for each RI
were determined for each catchment. Out of interest, they were
then expressed as ratios to the catchment’s time of concentra-
tion 7' for the respective recurrence intervals (which. in terms
of the rational formula, is effectively a ratio to the hydrograph’s
time to peak). The average ratio of B/T, for each recurrence
interval, was then determined and the results are presented in
Table 3 together with their standard deviations. These results
exclude three catchments whose area is 130 km? or less as they
gave B/T ratios in excess of 7. It is noted here that there is an
increase of base-length with recurrence interval, which means
that the volumes of the floods relative to the peaks, as modelled
by the runhydrograph, also increase with 7. The figures in the
third row of Table 3 show the proportion of floods whose base-
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length B exceeds 3T, so that when 7" is 100, the proportion is
approximately one third.

Validation of the runoff coefficients (cy)

The purpose of validation is to test whether the model operates
in the manner for which it was designed in “ways that were not
explicitly built into the model” (Basson et al., 1994). Validation
tests are necessary to convey confidence that the model works as
expected. In order to validate the ¢ -values achieved in calibra-
tion, it was necessary to find some physical regional descriptor(s)
on which to regress the coefficients. This was required so that the
calibrated coefficients may be extended to un-gauged catchments.

Several regional descriptors were tested in combination with
the ¢, -values to examine if a relationship existed on which to
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TABLE 3
The mean and standard deviations of the ratio of
the hydrograph time base-length B to the catch-
ments’ time of concentration T_as a function of
recurrence interval T. The proportion of 8/7 values
above 3 in each group are given in the third row.

Recurrence intor- 10 20 50 100 | 200
val T {years)

Mean of B/T ratios | 1.92 1 2.06 | 225 | 240 | 2.56
Standard deviation | 0981 | 109 | 129 | 148 | 1AL
Proportion > 3 014 {019 [028 | 034 | 040

regress the coefficients. Descriptors such as catchment slope,
mean annwval precipitation (MAP), percentages of land coverage
and Kovaés' regional K-values {Kovacs. 1988) were tested. From
these analyses, no meaningful relationships between any of the
descriplors tested and the ¢ -coefficients were found, There
were also no relationships found between parameters (multiplier
and exponent) of a power-law function fitted to the ¢ -values
as a function of recurrence interval and regional descriptors.
This result is in line with the comments of Pilgrim and Cordery
{1993) for conditions in Australia, where the calibrated runoff
coefficients did not show much sensitivity to catchment charac-
teristics and indicate that the c-values are essentially functions
of Tand T as conjectured. Because there was no dependency
observed between ¢-values and catchment properties, we were
left with a problem: what values to use for validation?

It was decided to wse the curves from Chow et al. (1988:
498), shown in Fig. 3, where it can be seen that the calibrated
coefficients are gencrally lower than those of Chow et al. and
the latter coefficients can be viewed as an approximate upper
bounding set of curves. This choice, although conservative, was
based on the premise that a practitioner will make a choice of
the value of ¢ based on catchment slope and land usage. knowing
that it is bounded in the interval {0.1) and usually in the range 0.3
to 0.6,

Twenty-one catchments, which were not used in the calibra-
tion exercise and for which flood records were available, were
selected for validation. These catchments ranged in size from
126 km?* to 24 044 ktn’. The flood records were modelled using
a general extreme value (GEV) distribution in a previous study
{Pegram and Parak, 2004) which was shown to be the most
appropriate distribution generally speaking for flood peaks in
the region. For these catchments, times of concentration (T7)
values were obtained from Petras and Du Plessis (1987) and
representative design rainfall intensities from Smithers and
Schulze (2002) in the same manner as for the calibration set.
These data are summarised in Table A7 (Parts 1, 2 and 3) in the
Appendix.

In order to obtain appropriate c-values from Chow et al.
(1988: 498) for each catchment, it was necessary to relate the
land coverage type and slope of each catchment with theirs (see
Table 2 above). These catchment characteristics are given in Pet-
ras and Du Plessis (1987) where the percentages of land coverage
for each catchment are catalogued as forest, dense bush wood,
thin bush wood. cultivated land, grass and bare. At this stage it
then became necessary to relate each catchment’s coverage type
(Petras and Du Plessis, 1987) to the generalised coverage types
of Chow et al. (1988: 498). In order to easily accomplish this,
several assumptions were made. They were:

+ That the greatest percentage of land coverage (the modal
type) was representative of the entire catchment
¢ That the following coverage types (from the descriptions of

Available on website hup:/fwww. wrc.org.za
ISSN (378-4738 = Water SA Vol. 32 No. 2 April 2006
ISSN 1816-7950 = Water SA (on-line)

Petras and Du Plessis (1987) and Chow et al. (1988} respec-
tively) were equivalent (shown in Table 4 below).

TABLE 4
Equivalent land coverage types from the descrip-
tions of Petras and Du Plessis {1987) and Chow et
al. (1988: 498)

Equivalent land coverage types

Actual catchment land coverage | c-coefficient land cover-

{as describad in Petras and Du ages {as listed in Chow et al.
Plessis {1987)) {1988: 498)}

Forest Forest/woodland

Dense bush wood Forest/woodland

Thin bush wood Forest/woodland
Cultivated land Cultivated land

(rass Pasture/range

Bare Cultivated land

From the above procedure, design flood peaks were obtained
using the rational formula method (,,), i.e. a function of catch-
ment area. design rainfall (of duration equal to the catchment
time of concentration and the desired recurrence interval) and
the runoff coefficients from Table 2. These design flood peaks
were compared with the statistically modelled floed peaks
{Q,.,;). from the same catchments, for the corresponding recur-
rence intervals. The results of this exercise, for the 10-, 50- and
200-year recurrence intervals are shown in Figs. 4, 5 and 6
respectively and are summarised for all recurrence intervals in
Table 5.

Although there is a fairly large scatter around the trend-line
in log-space tn Figs. 4. 5 and 6. some conclusions ¢an be drawn
from this validation exercise.

TABLE §

A summary of the power-law curves, of the form
Qpe=aQ,. " fitted to the graphs of Q. vs. Q
{where Q,__are the flood peaks obtained from the
rational formula and Q. are the statistically
modelled flood peaks). The average ratio of
Q.1 Q;, for each recurrence interval is also given.

Recurrence in- | 10 20 50 100 200
terval T {years})

Factor: a 544 | 510 5.17 5.75 7.03
Exponent: b 0.795 | 0,798 | 0.785 | 0.766 | 0.735
R? B.751 | 0746 | 0726 | 0.699 | 0.657
Mean Q.10 | 1.34 1.64 1.42 1.31 1.21

It is evident from the 10-, 50- and 200-year validation
graphs (shown in Figs. 4, 5 and 6 respectively) that the e¢stinated
rational fermula flood peaks @, tend to be larger than the GEV
modelled flood peaks O, , especially for the lower magnitude
floods, however, their trend-lines cross the 1:1 line at the larger
tlows — peaks at about 7 000 m*/s. This trend is also exhibited for
the 20- and 100-year validation tests {the results of which are not
shown here) and is confirmed in Table $ where the average ratio
of @,./Q,..-across all recurrence intervals is approximately 1.5,
reducing from 1.84 for 7= 10 to 1.21 for 7=200. This observa-
tion is to be expected since the c-values used to compute @,
from Chow et al. (1988: 498), were generally larger than the
calibrated runoff coefficients obtained in this study (see Table
2 and Fig. 3). Although the R-values are reasonable, the cor-
relation is calculated in log-space and may disguise the fact that
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some flow peak ratios are occasionally different
by up to a factor of 5 (see Table A7, Part 3 in the
Appendix for the full list of values). As a conse-
quence, the c-values adopted for this validation
exercise, from Chow et al., were treated as trial
upper bound estimates, conceding that although
consistent, the method is prone to error.

Discussion of results
Calibration

Calibration of the rational formula’s runoff coef-
ficients. using runhydrograph flood peak and
volume pairs of given recurrence intervals, was
performed with the intention of removing the
subjectivity involved in this parametet’s estima-
tion in the design environment. Use was made
of characteristic T-year flood peak and volume
pairs together with T-vear design rainfall inten-
sities. as a function of the catchments time of
concentration, in order to obtain the coefficients.
The results of this exercise produced calibrated
runoff coefficients, as a function of recurrence
interval, which were scattered (see Fig. 3) around
published values from Chow et al. (1988: 498).
The calibrated values spread around the latter
set of coefficients but were, in general, lower
in magnitude {bar two catchments} and had
gentier growths as a function of recurrence inter-
val. Although this result did not produce a good
match, the calibrated coefficients were sensible
in magritude. However, it was worrying to note
that calibrated coefficients from six calchments
tof the original 29} had a tendency to decrease in
magnitude with increasing recurrence interval,
This deviation from the norm is attributed to the
fact that the flood runoff data (calculated using
the runhydrograph method) had a gentler growth
curve, as a function of recurrence interval. than
the design rainfall data. It was found that the fit-
ted c-values could not be regionalised in agree-

Figure 4 {top left)

A graph. for the purposes of validation, showing
& plot in log space of the 10-year rational
formula flood peaks Q. (Using Chow et al’s
{1988) c-values as substitutes for calibrated
runoff coefficients) vs. the 10-year GEV
modefied flood peaks Q.

Figure 5 (middie left)

A graph, for the purposes of validation, showing
& plot in fog space of the 50-year rational
formula flood peaks Q. (using Chow ef al.'s
(1988} c-values as substilutes for calibrated
runoff coefficients) vs. the 50-year GEV
modelled Rood peaks Qg

Figure 6 (bottom left)

A graph, for the purposes of validation, showing
a plot in log space of the 200-year rational
formuia flcod peaks Q. (using Chow et al.’s
{1958) c-values as substitutes for calibrated
runoff coefficients) vs. the 200-year GEV
modelied flood peaks Q.
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ment with the conclusions of Pilgrim and Cordery (1993). Thus
it is confirmed that ¢ is a function of land-use, slope, T (through
the design storm} and 7. The fitted c-values (Fig. 3) were gener-
ally lower than those suggested by Chow et al, (1988: 498); it was
therefore decided to accept the latter values for the purpose of
validation, conscious of this discrepancy.

Hydrograph time base-length 8

[t was initially thought that this investigation would be able to
produce entire design hydrographs (albeit in an idealised trian-
gular form) from the rational formula since the flood data used
(from the runhydrograph method) described characteristic peak
and volume pairs for each catchment. It was hoped that the ratio
of Bto T (effectively a ratio of & to the time to peak of a rational
formula hydrograph) would be consistent and that a particular
outflow hydrograph could be prescribed with the use of this
method. However, the results {(see Table 3) indicate that, firstly,
the average ratios are not constant across all recurrence inter-
vals and, secondly, that the coefTicients of variation are quite
high (they range from 0.51 to 0.66). Also. the results shown in
Table 3 exclude three catchments of area less than 130 km® as
they gave ratios in excess of seven, however, several points are
worth noting.

Firstly the base-lengths are, on average, 2.25 times the catch-
ments’ time of concentration across all recurrence intervals. This
result is somewhat less than the length of the hydrograph sug-
gested by Rooseboon: et al. (1981} and Alexander (2002}, which
was 3T, but Table 3 also indicates that a fair proportion of the
calculated base lengths exceeded this number. As explained ear-
lier. the hydrograph shape suggested by Rooseboom et al. {1981)
was nol meant to maintain continuity but was instead designed
to be conservative. The hydrographs derived in this study are
thus expected to have a smaller base-length as continuity is
implicitly maintained, so the result is in line with expectation.

Secondly, the tendency of the base-length to increase with
T is possibly due to the method employed by H&F in extract-
ing their hydrographs and the non-linearity of the rainfall run-
off process (abstractions reduce with T). As depicted in Fig. 7.
H&F employed a truncation level for each catchment in order to
extract independent hydrographs from their continuous records
of streamflows. Flood volumes were obtained by extrapolating
the rising limb and the recession limb of the discharge curves
downwards towards zero flow from the first point below the
truncation level which showed a reversal in slope. Depending on
this level, a higher truncation level is likely to result in a reduc-
tion in the medelled volume when compared to the actual vol-
ume of the flood event. Thus it is tikely that the base-lengths
achieved in this study are smaller (as a function of T) for the
smaller Aoods (more frequent events) than the base-lengths for
the larger events, thus exhibiting the trend in Table 3.

Finally, it interesting to examine the refationship between
B and T using a linear rainfall-runoff model as a comment on
the values appearing in Table 3. If a constant (pulsed) input of
rainfall of intensity / (in mun/h} on a catchment of area A (in km)
lasts for the time of concentration T, (hours), the total volume of
rain that falls is = 1000-i- T -4 {in m"). The average rate of flow
onta the catchment is 1 000-/-4 {in m*h) and the peak outflow
{ must be a fraction of this, say o {00054 (m*/h), where 0 <a <1
{(a is a factor related to the closeness of the peak to its asymp-
totic value as defined by its nearness to equilibrium). The base-
length of the equivalent triangular hydrograph is thus 8="/ =
2-T ju (in hours). If there are ne losses, the maximum peak that
occurs at T can only be approaching equilibrium asymptotically,
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Figure 7
The method employed by Hiemstra and Francis (1879) to
extract independent hydrographs from a continuous flow
record, showing thal a lower truncation level is tikely to
provide a bigger volume.

so « has to be chosen close to 1. 1f & = 0.9, then it turns out that
B = 22T, which is close to the average ratic (determined from
Table 3 above).

Validation

The validation exercise was nzcessary to test whether the cali-
brated coefficients behaved in the probabilistic manner for which
they were designed. i.e. to predict design floods of magnitudes
equivalent to those derived from a statistical analysis of flood
records from that site. However, since it was shown that ¢ is not
dependent on physical properties nor location of the un-gauged
catchments. ¢-values from Chow el al. (1988: 498). which are
a function of T, catchment slope and land-use characteristics,
were substituted for the calibrated coefficients as approximate
upper bound values. Based on this substitution, the validation
exercise was ultimately reduced to a test of whether the ¢-val-
ues from Chow et al. {or possibly some other summary values)
could provide reasonable design Aood estimales such as those
obtained from a statistical distribution (such as the GEV) fit to
historical flood data.

The result of this exercise showed that the floods estimated
using the substitute ¢c-values from Chow et al. {[988) produced
floods from the rational formula that were, on average, approxi-
mately 1.5 times larger than the floods estimated from the statis-
tical distributions of the historical data {sce Table 5 and Figs. 4,
5 and 6), with a tendency to overestimate for lower flood peaks
and T This result is in ling with expectation as the substitute
c-values from Chow et al. {1988) were adopted as upper bound
estimates. Given that, in order to make vse of the coefficients of
Chow et al., a crude matching of land coverage types was per-
formed (see Table 4). this result is relatively pleasing especially
since the catchments used in validation ranged in size from
small to large (170 to 24 000 km?® — see Table A7}. The precision
of the method is of course still low, as indicated by the spread of
results in Figs. 4, 5 and 6, and relies heavily on the judgement of
the practitioner

Conclusion

The rational formula, which is possibly the simplest rainfall-
runoff flood estimation technique available was reviewed by
means of calibrating the most uncertain variable of the for-
mala, i.e. the runoff coefficient c. The “data set” used to achieve
this was the set of runhydrographs produced by Hiemstra and
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Francis ([979). The results of the calibration were reason-
ably encouraging, producing c-coefficients that were scattered
around, but generally lower than, those offered by Chow et al.
(1988: 498), whase precision is not known. It was discovered that
the fitted ¢ -coefiicients of this investigation did not show any
variation with catchment characteristics, in line with Australian
experience (Pilgrim and Cordery, 1993), and hence validation of
these values at other sites was only possible using land-use and
average slope of validation catchments together with recurrence
interval as guides for the choice of c-values. It was thus decided
to use the c-values from Chow et al. as approximate upper bound
estimates of the fitted ¢, -coefficients in validation. In order to
use their values, a match of land coverage types was required,
The results of the validation were as expected. producing floods
from the rational formula that were on average 1.5 times larger
than the floods estimated from a statistical analysis of the vali-
dation set (not used for calibration), but with a wide scatter. OF
minor importance, it was discovered that the time base-lengths
of the derived triangular hydrographs of this investigation were
approximately between 1.9 and 2.6 times the catchment’s time
of concentration, depending on the recurrence interval of the
flood, lower than suggested elsewhere. It can be concluded.
from the results of this investigation, that the rational formula
is a simple, consistent, approximate tool when used in its proba-
bilistic frame-work and although not suitable as a stand-alone
design tool for flood estimation, can be useful as a quick check
methed for calculating flood hydrographs for large catchments
as it is for small,

Acknowledgements

The first author would like to acknowledge the post-graduate
funding provided by the South African Department of Trans-
port. which made this research towards improved design flood
estimation techniques possible.

References

ADAMSON PT (1981} Southern African Storm Rainfall. Tech. Rep.
TR, Departinent of Water Affzirs, Pretoria.

ALEXANDER WIR (1990) Flood Hyvdrologw for Southern dfrica.
SANCOLD, Pretoria.

ALEXANDER WJR (2002) The Standard Design Flood ~ Theory and
Practice, Report, Dept of Civil Engineering, University of Pretoria,
Pretoria.

BASSON MS, ALLEN RB, PEGRAM GGS and VAN ROOYEN JA
(1994} Probabilisiic Management of Warer resonrce and Hydro-
power Svsiems. Water Resources Publications, Colarade.

CHOW VT, MAIDMENT DR and MAYS LR (1988) Applied Hydrol-
ogy. McGraw-Hill, New York.

172

DE MICHELE D, SALVADOR] G, CANOSSI M. PETACCIA A and
ROSSO R (2005) Bivariate statistical approach to check adequacy
of dam spillway. /. FHydrol. Eng. ASCE 10-(1) 50-57

FRANCIS DM (1979) The Runhydrograph Applied. M.Sc. Thesis.
Dept of Civil Engmeering, University of Natal, Durban.

FSR (1975) Flood Studies Report. Vol. 2 Meteorolagical Studies. Natu-
rai Environment Research Council, London.

GORGENS AHM (2002) Design Flood Hydrology. Design and Reha-
bilitation of Dams. G Basson {ed.) Institute for Water and Environ-
mental Engincering, Department of Civil Engineering, University
of Stellenbosch, South Africa. 460-524.

HIEMSTRA LAV (1972) Runhydrographs - A new technique in hydro-
graph generation. Proc. Int. Symp. on Modelfing Technigques
Water Resources Sysrems. Qttawa, Canada. 1205-214.

HIEMSTRA LAV (1973) Runhydrographs for the sizing of dam spill-
ways and the mimimum reservoir capacities. Proc. fmernational
Cammission on Large Dams. Madnid. Spain, 1 217237,

HIEMSTRA LAV {1974) Runhydrographs from Poisson-generated run
lengths. J. Hvdraeul Div. ASCE 100 1617-1630.

HIEMSTRA LAV and FRANCIS DM (1979 The Runhydrograph
- Theory and Application for Flood Predictions. Water Research
Commussion, Prelora.

HIEMSTRA LAV, ZUCCHINI WS and PEGRAM GGS {1976} A
method of finding the family of runhydrographs for given return
periods. J. Hvdrol. 30 95-103.

HRU REPORT NO 1/72 (1972) Design Flood Determination in South
Africa. DC Midgley (ed ¥ Hydrological Research Unit, Department
of Civil Engineering, University of Witwatersrand, Somh Africa.

INSTITUTE OF ENGINEERS AUSTRALIA (1987) Australion Ram-
Sall and Runoff: 4 Guide 10 Flood Estimation. DH Pilgrim (ed.y Can-
berra, Australia.

KIRPICH ZP {1940) Time of concentratien of small agricultural water-
sheds. Civ. Eng 10(6) 362,

KOVACS Z (1988) Regional Maximum Flood Peaks in Sonthern A Ifrica.
Tech. Rep. TR 137, Department of Water Affairs, Pretoria,

PEGRAM GGS (2003) Rainfall, rational formula and regional maxi-
mum flood - some scaling tinks. Keynote Paper. Ausr. J. Water
Resonr T(1)29-39,

PEGRAM GGS and PARAK M (2004) A review of the regional maxi-
mum flood and rational formula using peomorphological informa-
tion and observed floods Water 54 30 (3) 377-392.

PETRAS V and DU PLESSIS PH (1987) Catalogue of Hvdrological
Parameters. Flood Studies. Technical Note No. 6, Department of
Water Affairz, Pretoria.

PILGRIM DH and CORDERY | (1993} Chapter 9: Flood Rinoff’ 1n;
DR Maidment (ed } Handbook of Hydrology. McGraw-Hill, New
York.

ROOSEBOOM A, BASSON MS, LOOTS CH, WIGGET JH and BOS-
MAN ) (1981) Nationma! Transport Commission Road Drainage
Manual (I"edn.) National Transport Commission, Directorate Land
Transport, Pretoria

SMITHERS JC and SCHULZE RE (2002} Design Rainfall and Fioad
Estimation in Sauth Africa WRE Report 106071703, Water Research
Commission, South Africa,

Available on website hitp:/fwww.wrc.org. za
ISSN 0378-4738 = Water SA Vol. 32 No_ 2 April 2006
ISSN 1816-7950 = Water SA (on-line)

- 18R -


http://www.wrc.org.za

“ ook~

(suj-uo) V'S 19BM = 0S6L-9181 NSSI

9007 11dY T "ON TE I0A VS 1a1epm

8€/H-BLEO NSSI

22 31000 M/ dny an1sqam Uo JgejiBAY

£L1

TABLE A1

Selected information, extracted from Hiemstra and Francis (1979), on the streamflow stations used by them in the development of the runhydrograph method
No. | Station | River Lat. Long. Area Length | Quality | No. Trun- Deg. In (peaks) In (vol) Cross Chi- Accep-
(deg & | (deg & | (km?) of of of cation of Mean | St. Mean | St. correl- | square | tance
min) min) record | data hydro- | level trunc. Dev. dev. ation bi- level
(years) graphs | (m%/s) % coeff, variate | Chi-
square
1 A2MO1 | Krokedil 25 44 | 27 52 2907 1 A 20 3234 4351 5.964 133 | 7812 727 ] 0.843 13.36 70.
2 A2MO02 | Magalies 25 44 | 27 51 1206 1 A 17 116.6 64.36 4282 297 | 5896 461 0.907 824 70.
2 AZMO3 | Hex 25 46 | 27 17 494 9 A 48 798 12.90 5.061 0.60 6.00 839 | 0.846 .64 88.0
4 A2M12 | Krokodil 25 49 27 55 2 586 36 D 37 109.6 49.87 4699 | 0698 | 6432 1.065 | 0.750 297 R8.0
5 A3MO Klein Marico 25 32 26 06 1002 33 A 33 524 7344 3338 | 0992 [ 5307 | 0776 | 0704 20.31 0
6 B2MO Bronkhorstspruit | 25 48 28 46 1 585 47 A 42 145.9 36.14 5242 | 0.731 7.664 1062 | 0923 21.70 0
7 B4MO03 | Steelpoort 250 29 32 2271 10 A 9 76.4 45.57 4423 | 0787 | 7.87 0.555 | 0.748 8.59 544
8 B7M04 | Klaserie 24 33 31 02 30 10 D 24 419 33.07 4048 | 0716 5848 1163 0.586 7.98 70.1
9 CIMO!1 Vaal 26 57 29 16 254 54 A 56 4338 4473 6162 | 0678 | 10158 | 0907 | 0847 14 39 88.0
0 | C3M04 | Dry Hartz 27 34 24 43 039 24 A 13 471 25.81 4241 | 0600 | 6.561 L187 | 0.676 21.39 70.1
1 C4MO1 | Groot Vet 28 29 26 40 504 24 B 40 3253 40.22 5962 | 0718 | 9359 0,663 | 0827 .69 .0
2 | caMo2 | Vet 27 51 25 54 7 550 14 A 41 217.5 13.79 5899 | 0473 0392 | 0.645 | 0.839 27 0
3 C5M03 | Modder 29 10 26 35 650 36 A 35 2474 9.04 6.189 | 0.504 806 | 077 0,889 6.86
4 C5M04 | Modder 28 51 26 11 5012 28 A 24 4496 1244 6863 | 0652 | 9640 | 083 0.879 6.49 ;
5 | C5MI10 | Kromellenboog 29 30 25 38 1994 17 A 28 434 11.61 4686 | 0765 | 7.353 1055 | 0.893 9.96 70.
6 | C5MI12 Riet 29 39 25 59 2383 2 D 20 2717 46 5547 | 0.577 | 849 0758 | 0.877 5.07 70.
7 | C5MI15 Modder 28 48 26 06 6545 1 A 8 2989 30 6252 | 0.61 9.278 0.894 | 0.892 6.07 70.
§ | CTMOIL Renoster 27 16 27 11 5255 25 A 4 2188 38.02 5.671 0.93 9566 | 0924 | 0.892 145.16 544
9 | COMO3 | Vaal 28 31 24 42 10 8081 | 16 C 9 3826 9.01 6715 | 0.569 .599 112 | 0.892 562 70.
20 | COMO6 | Vaal 27 39 25 35 102384 | 22 A 23 5196 35.57 6554 | 0815 565 151 0754 918 70.
21 DIMO5 | Oranje 30 02 28 30 10 891 29 A 26 574 59 87 6.195 | 0.631 0.593 | 0.599 | 0.683 8.04 70.
22 D2MO5 | Caledon 28 53 27 54 3815 4 A 37 171.5 26.04 5538 | 0613 | 9724 0.731 0.692 7.56 88.0
23 D3MO5 | Oranje 29 48 24 26 91 994 9 A 22 23026 | 64.51 7509 | 0625 | 1275 0476 | 0439 12.85 70.1
24 D5SMO1 | Renoster 31 39 20 37 2129 26 E 31 82.19 6.86 5.174 0.510 | 7918 0769 | 0839 9.8 70.1
25 D5SMO4 | Sak 31 39 21 46 5799 31 E 36 49,56 4.05 5.51 0466 | 842 0712 | 0.651 6.69 .0
26 D6MO2 | Brak 30 07 23 34 6 360 16 A 36 739 6.47 4925 | 0.638 | 7.688 0995 | 0.760 9.77 .0
27 E2M02 Doring 32 30 9 32 5778 37 C 40 2109 46.64 5414 | 074 9.310 0.826 | 0935 32.01 0
28 GIMO02 | Vier-en-twintig 33 08 9 04 186 0 A 9 261.4 9.12 6.010 | 0.33 7.388 0683 | 0577 492 54.4
29 HIMO6 | Bree 33 25 9 16 754 0 A 12 360.8 231 6083 | 0425 | 8962 0384 | 0.573 0.83 54.4
30 HIMO7 | Wit 33 34 9 09 83 0 A 27 71.5 66.75 4918 | 0524 | 6884 | 0847 | 0608 819 70.1
31 H7M04 | Huis 33 55 20 43 26 10 A 9 0.2 2498 2881 | 0837 |51 1223 | 0707 5.34 544
32 | J2MO3 Gamka 33 32 21 39 17 941 19 A 25 8.7 2037 5120 | 0867 | 771 1.667 | 0765 047 70.1
33 | J3AMO4 Olifants 33 29 23 02 4330 44 E 29 727 9.70 5723 | 0671 7.802 0.731 0.852 0.57 70.1
34 L7TM02 | Groot Vet 33 20 24 21 25 587 19 A 35 65.6 0.65 5703 | 0523 | 8560 | 0935 | 0716 .10 88.0
35 | QIMOl | Groot Vis 31 54 25 29 9 150 43 A 30 2421 0.84 5273 | 0787 | 7399 1314 | 0882 934 70.1
36 | Q7MOl | Groot Vis 32 57 25 49 954 23 A 72 2433 811 6.059 | 0620 | 9133 0698 | 0.80 8.83 107.8
37 | Q7M02 | Groot Vis 32 43 25 51 436 26 A 9 2756 6.35 6230 | 0623 | 922 (1.880 | (0 .858 6.5 70.1
38 | Q9MI0 | Groot Vis 33 13 26 52 29 376 26 A 3 6714 22.34 7192 | 0.89 0513 | 0942 | 0899 725 544
39 | O9MI12 | Groot Vis 33 06 26 27 23 041 24 B 35 86.6 22.88 5242 | 1.052 615 1.315 | 0916 11.21 88.0
40 | T3M02 Kinira 30 29 28 37 2100 2 A 5 2073 80 5,671 0.238 953 0929 | D494 7.01 54.4
42 | W4A03 | Pongola 27 25 3] 31 5843 6 A 3 6557 36.17 6710 | 0636 | 9328 0700 | 0.877 40.60 544
42 | W5MO05 | Hlelo 26 50 30 44 751 9 A 25 416 4955 3739 1.003 | 5831 1.54 0 666 14 84 70.1
43 | X2A02 Wit 25 19 31 03 176 20 B 20 48.3 10.51 4.511 0,503 | 6.194 1.23 0736 6.85 70.1
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TABLE A2
Data used for the calibration of the rational formula’s c-coefficient for the 10-year case (i.e. all floods and rainfall estimates correspond to a 10-year recurrence interval)
No. Station Lat. Long Area Time of Runhydrograph design flood Design rainfall Cali- Comment
{dec (dec (km?) conc. (used for calibration) (used in rational formula for calibration) brated
deg) deg) (h) Peak Vol x 10° Hydro. a b c Inten- c-coeff-
(m?s) {m?) base- sity icient,
length imm/h €
(h)
1 A2M03 25.77 27.28 494 6.4 510.8 7.5 8.2 52.2 0.225 0.776 12.37 0.301
2 A2ZM12 25.82 2792 2 586 18 331.4 12.1 20.2 46.8 0.237 0.763 5.16 0.089
3 A3MO1 25.53 26.10 1002 8.7 204.3 34 9.3 48.2 0.210 0.790 8.73 0.084
4 B2M01 25.80 28.77 1 585 18.1 531.2 34.4 36.0 53.9 0.227 0.773 5.74 0.210
5 B4MO03 25.02 29.53 2271 19.6 249.7 20.5 45.5 41.7 0.240 0.760 4.34 0.091
6 B7M04 24.55 31.03 130 37 2159 10.8 277 69.1 0.240 0.760 25.56 0.234 Anomalous
7 CIMO1 26.95 29.27 8254 74 14044 396.7 156.9 42.8 0.229 0.772 1.55 0.396
8 C4MO01 28.48 26.67 5504 34 1524.0 147.6 53.8 45.5 0.200 0.800 2.71 0.368
9 C4MO02 27.85 25.90 17 550 111 968.5 444.5 255.0 44.0 0.218 0.782 1.11 0.179 Anomalous
10 C5M03 29.17 26.58 1 650 18.3 843.5 56.0 36.9 41.5 0.227 0.773 4.39 0.419
11 C5M04 28.85 26.18 5012 38 1 807.6 125.4 38.5 41.1 0.226 0.774 2.46 0.528
12 C5M12 29.65 25.98 2 383 23 479.1 39.8 46.2 38.3 0.220 0.780 3.31 0.218
13 C5M15 28.80 26.10 6 545 43 1106.8 116.7 58.6 40.1 0.225 0.776 217 0.280
14 C7MO01 27.27 27.18 5255 57 666.7 117.2 97.7 45.1 0.221 0.779 1.93 0.236
15 DIMO05 30.03 28.50 10 891 60 1 339.0 372.4 154.5 44.1 0.204 0.796 1.69 0.261
16 D5MO1 31.65 20.62 2129 27 331.0 25.5 42.8 32.6 0.172 0.828 2.13 0.263 Anomalous
17 D5M04 31.65 21.77 5 799 28 418.4 36.5 48.4 31.0 0.177 0.823 2.00 0.130 Anomalous
18 E2M02 32.50 19.53 5778 30 835.1 172.0 114.4 20.7 0.194 0.806 1.34 0.389
19 HIM06 3342 19.27 754 7.6 765.5 46.5 33.7 29.8 0.355 0.645 8.05 0.454
20 HIMO07 33.57 19.15 83 24 475.9 26.4 30.8 429 0.399 0.601 25.37 0.814 Anomalous
21 H7M04 33.92 20.72 26 23 43.0 2.2 28.1 38.3 0.301 0.699 21.42 0.278
22 J2MO3 33.53 21.65 17 941 42 567.6 84.7 82.9 31.6 0.186 0.814 1.51 0.076
23 J3M04 33.48 23.03 4 330 23 500.1 15.0 16.7 30.3 0.211 0.789 2.55 0.163
24 QIMO1 31.90 25.48 9 150 18 683.0 477 38.8 29.9 0.209 0.791 3.04 0.089
25 QIM10 33.22 26.87 29 376 108 1962.9 199.4 56.4 38.1 0.289 0.711 1.37 0.176
26 QoM12 33.10 26.45 23 041 85 11147 182.4 90.9 33.5 0.307 0.693 1.54 0.113
27 T3M02 30.48 28.62 2 100 26 370.0 71.7 107.7 45.1 0.207 0.793 3.40 0.186 Anomalous
28 W4A03 2742 31.52 5843 31 1833.4 98.1 29.7 54.0 0.259 0.741 423 0.267
29 W5MO05 26.83 30.73 751 17.8 230.8 16.8 40.4 57.6 0.229 0.771 6.25 0.177
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TABLE A3
Data used for the calibration of the rational formula’s c-coefficient for the 20-year case
No. Station Lat. Long Area Time of Runhydrograph design flood Design rainfall Cali- Comment
(dec (dec (km?) conc. (used for calibration) (used in rational formula for calibration) | brated
deg) deg) (h) Peak Vol x 10° | Hydro. a b c Inten- c-
(m¥s) (m?) base- sity coeff-
length imm/h | icient,
(h) Cm
1 A2MO03 25.77 2728 494 6.4 597.9 9.3 8.7 60.7 0.225 0.776 14.39 0.303
2 A2M12 25.82 2792 2 586 18 404.2 16.3 224 55.2 0.237 0.763 6.08 0.093
3 A3MO1 25.53 26.10 1002 8.7 258.6 4.1 8.8 55.6 0.210 0.790 10.06 0.092
4 B2MOI 25.80 2877 1 585 18.1 680.3 49.3 40.2 63.7 0.227 0.773 6.79 0.228
5 B4MO03 25.02 29.53 22N 19.6 317.7 24.2 42.4 47.3 0.240 0.760 4.93 0.102
6 B7M04 24,55 31.03 130 3.7 255.2 14.1 30.7 82.2 0.240 0.760 30.39 0.233 Anomalous
7 CIMO1 26.95 29.27 8 254 74 1719.7 520.1 168.0 49.6 0.229 0.772 1.79 0.419
8 C4aM01 28.48 26.67 5504 34 1 841.8 175.8 53.0 523 0.200 0.800 3.12 0.386
9 C4M02 27.85 25.90 17 550 111 1 090.5 522.7 266.3 50.9 0.218 0.782 1.28 0.175 Anomalous
10 C5M03 29.17 26.58 1 650 18.3 1019.7 75.1 40.9 47.8 0.227 0.773 5.06 0.440
11 C5M04 28.85 26.18 5012 38 23345 174.2 41.5 47.3 0.226 0.774 2.83 0.592
12 C5M12 29.65 25.98 2 383 23 594.7 52.9 49.5 44.1 0.220 0.780 3.82 0.235
13 C5M15 28.80 26.10 6 545 43 1374.5 160.1 64.7 46.2 0.224 0.776 2.50 0.302
14 C7MO01 27.27 27.18 5255 57 976.4 171.2 974 52.0 0.221 0.779 2.23 0.300
15 DIMO05 30.03 28.50 10 891 60 1 590.5 438.5 153.2 51.4 0.204 0.796 1.98 0.266
16 D5MOI1 31.65 20.62 2129 27 394.6 332 46.8 38.7 0.172 0.828 2.52 0.264 Anomalous
17 D5M04 31.65 21.77 5799 28 486.5 459 52.5 36.6 0.177 0.823 2.36 0.128 Anomalous
18 E2M02 32.50 19.53 5778 30 1 041.5 220.0 117.4 24.0 0.194 0.806 1.55 0.420
19 HIMO06 33.42 19.27 754 7.6 864.7 51.9 333 334 0.355 0.645 9.03 0.457
20 HIMO7 33.57 19.15 83 24 528.0 31.2 32.8 48.4 0.399 0.601 28.62 0.800 Anomalous
21 H7MO04 33.92 20.72 26 2.3 57.4 3.3 32.1 46.4 0.301 0.699 2592 0.307
22 J2M03 33.53 21.65 17 941 42 740.8 141.4 106.0 379 0.186 0.814 1.81 0.082
23 J3M04 33.48 23.03 4 330 23 667.0 20.6 17.1 36.6 0.211 0.789 3.09 0.180
24 QIMO1 31.90 2548 9 150 18 869.3 71.4 45.6 34.6 0.209 0.791 3.51 0.097
25 Q9M10 33.22 26.87 29 376 108 3080.4 320.0 57.7 46.3 0.289 0.711 1.66 0.227
26 QoM12 33.10 26.45 23 041 85 15334 2717 98.4 39.2 0.307 0.693 1.81 0.133
27 T3M02 30.48 28.62 2 100 26 398.5 95.8 133.5 52.6 0.207 0.793 3.97 0.172 Anomalous
28 W4A03 27.42 31.52 5843 31 22871 125.1 304 64.7 0.259 0.742 5.07 0.278
29 W5MO5 26.83 30.73 751 17.8 299.3 25.0 46.4 68.4 0.229 0.771 7.43 0.193
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Data used for the calibration of the rational formula’s c-ceefficient for the 50-year case

TABLE A4

No. Station Lat. Long Area Time of Runhydregraph design flood Design rainfall Cali- Comment
{dec {dec {km?} conc. {used for calibration}) {used in rational formula for calibration) | brated
deg) deg) (h) Peak Vol x 10¢ | Hydro. a b c Inten- c-
{m¥is} {m?) base- sity coett-
length imm/h | icient,
(h} €m
1 AZMO3 2577 27.28 494 6.4 718.4 12.1 23 72.6 0.224 0.776 17.21 0.304
2 AZMI12 2582 27.92 2 586 18 507.2 231 25.3 67.2 0.237 0.763 7.41 {.095
3 A3MO1 2553 26,10 1002 8.7 3416 5.1 3.3 63.3 0.210 0.790 11.82 0.104
4 B2MO1 2580 2877 1 585 18.1 895.0 734 45.6 78.2 0.227 0773 8.33 0.244
5 B4M03 2502 29.53 2271 19.6 416.6 29.3 EPA 50.4 0.240 0.760 5.88 0.012
[ B7M04 24.55 3103 130 37 3107 194 4.8 101.3 0.294 0.706 40.21 0.214 Ancmalous
7 CIMO1 26.95 29.27 8 254 74 2 [65.0 707.8 181.6 58.9 0,228 0.772 2.13 (444
] C4M01 28.48 26.67 5 504 34 2 296.0 2155 52.1 61.7 0.200 0.800 3.68 0.409
9 CAMO2 27.85 25.90 17 550 111 1253.8 632.2 280.1 60.2 0.218 0.782 1.51 0.170 Anomalous
10 C5M03 2017 26.58 1 650 18.3 1252.0 103.1 45.7 56.3 0.227 0773 5.96 .458
11 C5M04 28.85 26.18 5012 38 3 069.0 247.6 44.8 55,7 0.226 0.774 3.34 0.660
12 C5M12 29.65 2598 2383 23 7514 720 53.2 51.9 0.220 0.780 4.50 (.252
13 C5MI5 28.80 26.10 6 545 43 1743.1 2267 72.3 54.5 0.224 0.776 2.95 0.325
14 C7M01 2727 2718 5 255 57 1462.1 2556 97.1 61.6 0.221 0.779 2.64 0.379
15 DIMQO5 30.03 28.50 10 891 60 1 938.1 529.0 151.6 61.7 0.204 L.796 2.37 0.270
16 D5MO1 3165 20.62 2129 27 478.8 44.5 516 46.9 0.172 (1.828 3.06 0.264 Anomalous
17 D5MO4 31.65 21.77 5 790 28 5749 59.3 57.3 442 0.177 0.823 2.84 0.125 Anomalous
13 E2M02 32.50 19.53 5778 30 1 338.5 291.0 120.8 28.2 0.194 0.806 1.82 .459
19 HIM06 331.42 19.27 754 7.6 992.4 58.8 32.9 38.0 0.355 1645 10.27 0.461
20 HIMO7 33.57 19.15 83 2.4 598.6 38.2 335 55.7 0,399 0.601 32.88 0.790 Ancmalous
21 H7M04 33.92 20.72 26 2.3 78.7 5.3 37.2 58.1 0.301 0.699 3248 0.336
22 J2ZMO3 33.53 21.65 17 941 42 999.6 2516 139.8 46.9 0.186 0.814 2.4 0.090
23 J3MO4 33.48 23.03 4 330 23 900.4 28.5 17.6 459 0.211 0.789 3.87 (0194
24 QIMOI1 31.90 2548 9 150 13 11421 112.6 4.8 40.9 0.209 .791 4.15 0.108
25 QOM10 k3.0 26.87 29376 108 48353 513.5 59.0 58.6 0.239 0711 2.10 0.282
26 QOM12 33.10 26.45 23 041 85 22014 42740 107.8 472 0.307 0.693 2.17 0.158
27 T3iM02 3048 28.62 2100 26 4324 131.8 169.3 63.0 0.207 0,793 4,76 0.156 Anomalous
28 W4A)3 27.42 31.52 5 843 31 29176 163.6 311 80.8 0.239 0.741 6.33 0.284
29 WM 26.83 30.73 751 17.8 404.7 398 54.6 84.3 0.229 0.771 915 0.212
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TABLE A5
Data used for the calibration of the rational formula’s c-coefficient for the 100-year case
No. Station Lat. Long Area Time of Runhydrograph design flood Design rainfall Cali- Comment
(dec (dec (km?) conc. (used for calibration) (used in rational formula for calibration) | brated
deg) deg) (h) Peak Vol x10° | Hydro. a b c Inten- c-
(m¥s) (m?) base- sity coeff-
length imm/h | icient,
(h) €m
1 A2MO03 25.77 27.28 494 6.4 815.3 14.4 9.8 82.2 0.224 0.776 19.48 0.305
2 A2MI12 25.82 2792 2 586 18 591.8 29.2 274 77.3 0.237 0.763 8.51 0.097
3 A3MOI 25.53 26.10 1002 8.7 414.4 6.0 8.0 72.8 0.210 0.790 13.19 0.113
4 B2MO1 25.80 28.77 1 585 18.1 1074.7 95.8 49.5 90.3 0.227 0.773 9.62 0.254
5 B4MO03 25.02 29.53 2271 19.6 500.0 334 37.1 60.7 0.240 0.760 6.33 0.125
6 B7M04 24.55 31.03 130 37 356.2 24.3 379 117.5 0.240 0.760 43.45 0.227 Anomalous
7 C1MO01 26.95 29.27 8254 74 2 530.6 872.1 191.5 66.4 0.228 0.772 2.40 0.460
8 C4MO1 28.48 26.67 5504 34 2672.3 2479 51.5 68.9 0.200 0.800 411 0.425
9 C4M02 27.85 25.90 17 550 111 1381.1 721.3 290.1 67.5 0.218 0.782 1.70 0.167 Anomalous
10 C5M03 29.17 26.58 1 650 18.3 14325 126.9 49.2 63.0 0.227 0.773 6.66 0.469
11 C5M04 28.85 26.18 5012 38 3 668.3 311.4 47.2 62.3 0.226 0.774 3.73 0.706
12 C5M12 29.65 2598 2 383 23 876.1 88.1 55.8 58.0 0.220 0.780 5.02 0.264
13 C5MI5 28.80 26.10 6 545 43 2040.3 2854 71.7 60.9 0.224 0.776 3.29 0.341
14 C7MO1 27.27 27.18 5255 57 1 899.5 3314 96.9 69.2 0.221 0.779 2.97 0.438
15 DIMO5 30.03 28.50 10 891 60 2218.0 601.2 150.6 70.0 0.204 0.796 2.69 0.272
16 D5MO01 31.65 20.62 2129 27 544.4 54.0 55.1 53.4 0.172 0.828 3.49 0.264 Anomalous
17 D5M04 31.65 21.77 5799 28 642.4 70.2 60.8 50.2 0.177 0.823 3.23 0.123 Anomalous
18 E2M02 32.50 19.53 5778 30 1 586.0 351.6 123.2 31.4 0.194 0.806 2.03 0.487
19 HIMO06 33.42 19.27 754 7. 1 089.1 63.9 32.6 414 0.355 0.645 11.20 0.464
20 HIMO07 33.57 19.15 83 24 654.2 44.1 37.5 61.0 0.399 0.601 36.07 0.787 Anomalous
21 H7M04 33.92 20.72 26 2.3 97.0 7.1 40.9 68.1 0.301 0.699 38.05 0.353
22 J2MO03 33.53 21.65 17 941 42 12232 370.9 168.4 54.4 0.186 0.814 2.59 0.095
23 I3M04 33.48 23.03 4330 23 10919 352 17.9 53.8 0.211 0.789 4.53 0.200
24 Q1MO1 31.90 25.48 9150 18 1373.6 153.2 62.0 45.8 0.209 0.791 4.66 0.116
25 QIMI0 33.22 26.87 29 376 108 6 417.6 691.0 59.8 69.0 0.289 0.711 2.48 0.318
26 Q9M12 33.10 26.45 23 041 85 28114 579.7 114.5 53.5 0.307 0.693 2.47 0.178
27 T3MO02 3048 28.62 2 100 26 456.6 163.0 198.3 7.5 0.207 0.793 5.40 0.145 Anomalous
28 W4A03 2742 31.52 5843 31 3429.6 195.4 31.7 94.6 0.259 0.741 7.42 0.285
29 W35MO05 26.83 30.73 751 17.8 497.8 54.6 61.0 97.3 0.229 0.771 10.62 0.225
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TABLE A6
Data used for the calibration of the rational formula’s c-coefficient for the 200-year case
Station Lat. Long Aroa Time of Runhydrograph design flood Design rainfall Cali- Comment
(dec (dec {km?) cong. {used for calibration} {used in ratlonal formula for callbration} | brated
deg) deg) (h Peak Vol x 10° | Hydro. a b c Inten- -
(ms}) (m?) base- sity coeff-
fength immih | icient,
{h ¢m
1 A2MO03 2577 27.28 494 0.4 918.2 17.0 10.3 924 0.224 0.776 21.89 0.306
2 A2MI2 2582 27.92 2 586 18 683.2 364 29.6 88.2 0.237 0.763 9.32 0.098
3 A3IMOL 25.53 26.10 1002 8.7 4973 6.9 77 80.5 0.210 0.790 14.58 0.123
4 B2MO1 25.80 2877 1 585 18.1 12715 122.3 534 103.5 0.227 0.773 11.03 0.262
5 B4M03 25.02 29.53 221 19.6 591.9 376 353 66.7 0.240 0.760 6.95 0.§35
6 B7M04 24.55 31.03 130 37 405.2 29.9 41.0 1354 0.240 0.760 50.07 0.224 Anomalous
7 CIMM 26.95 29.27 8 254 74 29251 1 058.5 201.0 74.3 0.228 0.772 2.68 0.476
8 C4AMOI 28.48 26.67 5 504 34 30809 2827 510 76.4 0.200 0.800 4.55 0.442
9 C4M62 27.85 25.90 17 550 111 15127 8l16.6 299.9 75.2 0.218 0.782 1.89 0.164 Anomalous
10 C5MG3 2947 26.58 1 650 18.3 1 619.5 1534 52.6 69.8 .227 0.773 7.38 0.479
11 C5M04 28.85 26.18 5012 38 4312.8 3835 494 69.0 0.226 0.774 4.14 0.749
12 C5MI12 29.65 2598 2383 23 1 007.6 105.8 38.3 64.2 0,220 0.780 5.56 0.274
13 C5MI5 28.80 26.10 6 545 43 23566 352.5 83.1 67.5 0.225 0.776 365 £.355
14 C7MM 27.27 2718 5255 57 2 406.6 419.2 96.8 77.2 0.221 0.779 3.31 0.498
15 DIM0(5 30,03 28.50 10 891 60 25153 677.5 149.6 79.0 .204 0,796 3.04 0.274
16 D35MOL 31.65 20.62 2129 27 612.4 64.5 58.5 60,2 0.172 0.828 3.93 0.264 Anomalous
17 D5MO4 31.65 21.77 5799 28 7t1.2 82.1 64.1 56.5 0177 0.823 3.64 121 Anomaious
18 EIM02 32.50 19.53 5778 30 1856.2 418.9 1254 34.7 0194 (.806 2.24 0.516
19 HIMO6 3342 19.27 754 7.6 11870 69.1 32.3 44.8 0.355 0.645 12.12 1468
20 HIMO7 33.57 19.15 83 24 712.1 50.6 39.5 66.5 0.399 0.601 39.28 0.786 Anomalous
21 H7M04 33.92 20.72 26 2.3 1173 9.4 44.7 79.1 0.301 0.699 44,17 {.368
22 J2MO3 33.53 21.65 17 941 42 1 474.0 5309 2001 62.4 0.186 0.814 2.98 0.09%
23 I3M04 33.48 23.03 4 330 23 12987 42.5 18.2 624 0.211 (1.789 526 0.205
24 QIMO1 3190 2548 9 150 1% 1629.7 203.8 69.5 50.9 0.209 0.791 5.17 0.124
25 QIMI10 33.22 26.87 29 376 108 8 251.8 §99.5 60.6 $0.8 0.289 0.711 2.90 0.349
26 QOM12 33.10 26.43 23 041 85 35269 769.6 121.2 60.3 0.307 0.693 278 0.198
27 T3IMO2 30.48 28.62 2100 26 480.0 198.0 229.2 80.7 0.207 0.793 6.09 G.135 Anomalous
28 WAA03 2742 3152 5 843 3! 39775 2301 321 110.2 .259 0.1 8.64 (284
29 W5MOS 26.83 30.73 751 17.8 604.2 736 67.7 1127 0.228 0.771 12.23 0.237
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TABLE A7 (Part 1)
Data used for validation

Num. | Station River Lat. Long. Area Time Percentage land coverage Runoff coefficients c from
(dec (dec (km?) of Chow et al. (1988)
deg) | deg) Conc. For- Bush Wood Cult. | Grass | Bare | 10- | 20- | 50- | 100- | 200-
(hours) est Land year | year | year | year | year
Dense Thin

1 A4MO02 Mokolo 24,28 28.09 1777 18.1 0 25 39 26 7 3 0.28 | 0.31 035 | 039 | 042
2 A6MO6 Klein-nyl 24.70 28.41 168 4.4 0 28 34 29 6 3 0.28 | 0.31 035 | 039 | 042
3 C3MO03 Harts 27.58 24.75 10990 78 0 0 28 59 4 9 036 | 039 | 043 047 | 0.51
4 C5M08 Riet 29.81 26.21 593 11.9 0 0 7 25 22 46 036 | 039 | 043 | 047 | 051
5 C8MOI Wilge 27.27 28.32 15673 122 0 6 8 50 24 12 036 | 039 | 043 | 047 | 0.51
6 C8MO3 Cornelis 27.84 28.96 806 19.2 0 3 4 42 34 17 036 | 039 | 043 | 047 | 0.51
7 DIMOI Stormbergspruit 31.00 26.34 2397 19.9 0 0 46 13 14 27 028 | 0.31 0.35 | 039 | 042
8 DIMO04 Stormbergspruit 31.40 26.37 348 9.1 0 0 50 30 7 13 0.28 | 0.31 035 | 039 | 042
9 D2MOI Caledon 29.72 26.98 13421 106 0 4 7 73 11 5 036 | 039 | 043 | 047 | 0.51
10 E2M03 Doring 31.90 18.69 24044 59 0 0 16 16 0 68 036 | 039 | 043 | 047 | 0.51
11 GIMO8 Klein-berg 33.31 19.08 395 4 5 20 5 48 15 7 0.36 | 039 | 043 | 047 | 0.51
12 H3MO0I1 Kingna 33.79 20.13 611 9.5 0 0 25 15 0 60 036 | 039 | 043 | 047 | 0.51
13 Q7M03 Groot-vis 32.78 25.84 18534 59 0 0 30 8 0 62 036 | 039 | 043 | 047 | 0.51
14 Q9MO04 Kat 32.56 26.69 404 6.3 4 8 24 16 32 16 0.38 | 041 045 | 049 | 0.52
15 QIMO08 Kat 32.71 26.59 748 12.7 7 3 25 19 31 15 0.38 | 041 045 | 049 | 0.52
16 RIMOI Tyume 32.76 26.86 238 6.2 10 10 15 20 30 15 0.38 | 041 0.45 049 | 0.52
17 T3M04 Mzimhlava 30.57 29.43 1029 18.8 5 5 14 46 20 10 036 | 039 | 043 047 | 0.51
18 V2MO02 Mooi 29.22 29.99 937 18.9 20 10 0 25 43 2 0.30 | 0.33 037 | 041 0.46
19 V6MO2 Tugela 28.75 30.44 12862 48 1 24 0 30 42 3 0.30 | 0.33 0.37 | 041 0.46
20 W5M06 | Swartwater 27.11 30.83 180 5 15 13 0 7 64 1 0.30 | 0.33 | 037 | 041 0.46
21 X2M10 Noordkaap 25.61 30.88 126 3.3 45 15 0 10 28 2 0.28 | 0.31 0.35 039 | 042
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TABLE A7 (Part 2)
Design rainfall data used for validation
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Station b c a Rainfall Intensity, i=ad"* (mm/hr)

10- 20- 50- 100- 200- 10- 20- 50- 100- 200-
year year year year year year year year year year

1 A4MO2 0.218 0.783 50.19 58.40 69.88 79.13 86 521 6.06 7.25 8.21 922
2 ABMOB 0.217 0.783 49.87 58.07 69.45 78.64 37 16.37 1905 2279 2580 2898
3 C3M03 0.188 0.812 48.66 56.27 66.3 73.96 78 1.41 1.63 1.92 2.15 237
4 C5MO8 0.220 0.780 3817 44 2 52.68 59.38 66.52 5.53 6.42 7.64 6 9.64
5 C8MO1 0.234 0.766 4293 49.42 58.35 65.43 72.77 08 .25 147 63 1.84
6 C8MD03 0.231 0.769 4223 482 56.45 62.94 69.62 4.35 497 5.8 6.48 7.17
7 DIMO1 0214 0.786 3520 400 46,24 50.85 5548 336 3.82 44 4 85 529
8 DIMO4 0.240 0.760 36.85 42 0 48.99 54 .31 59.66 6.88 7.86 9.15 10.14 11.15
9 D2MOI1 0.226 0.774 41.02 47.57 56.61 63.85 7149 I .29 1.53 173 1.94
E2M03 0.201 0.799 24 .06 27.80 3273 36.52 40.36 0.93 07 1.26 1.40 1.55
GIMOS8 0.327 0.673 26.19 29.38 3345 3649 3944 10.31 11.56 13.16 14.35 15.52
H3MO01 0.278 0.722 29.63 36.07 4570 5397 63.29 583 7.09 808 10.61 12.44
QTMO03 0.295 0.705 32.07 37.50 45.10 51.20 57.66 1.81 212 2.54 2.89 3.25
Q9MO04 0.252 0.748 37.78 4420 5317 6033 67.99 953 11.15 1341 1522 17.15
Q9MO8 0.285 0.715 30.99 36.22 43 57 4948 557 5.03 589 1.08 8.04 9.05
RIMO1 0.258 0.742 38.84 45.44 54.62 62.00 69.88 10.03 11.74 14.11 16.02 18.05
T3IM04 0.22 0.779 51.08 60.15 73.32 4.35 96.45 5.19 6.12 746 8.58 981
VIM02 0.223 0777 51.33 59 81 112 145 91.87 522 6.09 7.30 29 9.35
VeMO02 0.228 0.772 57.56 69.04 6.15 100.91 117.52 2.90 347 433 5.08 591
W5MOD6 0.227 0.773 57.15 67.96 83.76 97.13 111.94 1648 19.59 24.15 28.01 3228
X2MI0 0.225 0776 6292 74.80 9218 106.94 12324 2493 2963 36,53 4237 48 83

TABLE A7 (Part 3)
Flood data used for validation
Station Rational formula flood peaks, Q.. (m%/s), using design | GEV modelled flood peaks of recorded events Q ., (m/s)
rainfall and
c-values from Chow et al. (1988)

10- 20- 50- 100- 200- 10- 20- 50- 100- 200-

year year year year year year year year year ear

1 AdMO2 719.5 913.9 1252.1 1 579.5 1 930.1 255.0 359.0 516.0 652.0 806.0

2 A6MO6 213.9 271.7 372.2 469.6 573.8 59.0 79.0 110.0 37.0 68.0
3 C3MO03 1552.6 1962.2 25249 3079.5 3 678.0 291.0 397.0 622.0 893.0 1301.0

4 C5M08 328.2 416.3 540.9 666.6 806.4 325.0 432.0 585.0 712.0 851.0
A C8MO1 1 699.9 2 141.5 27593 3 383.6 4 067.3 959.0 1515.0 2719.0 4 197.0 6 456.0
6 C8MO03 350.4 438.2 559.7 682.0 814.6 220.0 321.0 514.0 727.0 1024.0
7 DIMO1 626.0 776.6 1027.5 12589 1493.9 616.0 1 144.0 2 246.0 3 557.0 5 505.0
8 DIMO04 186.3 232.2 309.6 382.3 457.1 101.0 156.0 279.0 437.0 687.0
9 D2M0O1 1 490.9 1 890.9 24574 3029.3 3 663.7 1939.0 2 653.0 3543.0 4 185.0 4 804.0
0 E2M03 22271 2 813.1 3 616.8 4407.9 52617 1029.0 1.389.0 1 956.0 2 470.0 3073.0
1 GIMOS 407.2 499.5 620.9 740.3 864.6 288.0 400.0 603.0 813.0 092.0
2 H3MO01 356.0 474.0 635.5 846.6 072.2 304.0 436.0 661.0 881.0 56.0
3 Q7MO3 3 3515 4 290.2 5 630.4 6 986.4 505.1 1 289.0 2022.0 3561.0 5 399.0 8 141.0
4 QIMO4 406.3 517.2 677.0 836.8 007.9 245.0 340.0 493.0 635.0 805.0
5 Q9IMO8 3974 505.6 661.8 18.4 985.3 305.0 401.0 539.0 652.0 775.0
6 RIMOI 252.0 320.7 419.7 518.8 624.9 78.0 269.0 442.0 632.0 895.0

7 T3M04 534.5 688.8 916.5 11524 423.8 297.0 534.0 1 083.0 801.0 2 963.
8 V2MO02 408.0 529.3 703.2 884.6 08.5 548.0 716.0 954.0 149.0 1 357.0
9 VeMO02 3104.3 4 144.6 57284 74354 9 618.5 3096.0 3791.0 4 790.0 5 620.0 6523.0
20 W5MO06 247.2 327.3 446.8 574.2 735.1 192.0 292.0 474.0 662.0 970.0
21 X2M10 244.3 317.0 4474 578.3 725.0 102.0 146.0 240.0 355.0 530.0
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APPENDIX C

C-1. Code to resolve a D8 flow direction raster into a D4 flow direction raster in

a clockwise direction:

% Code to resolve the flow direction inte a "D4"

% Values of data contained in ASCII array
ncols = 60;

nrows = 114;

nodata_value = -9999;

% Loading the data file, input file
D8 Data = load{'C:/ARCGIS/Text Files/D8.txt");

raster (clockwise) %

% Create a matrix of nodata values which will be replaced with D4 flow

% direction values
for a=l:nrows
for b=1l:ncols
U4 Flow Dirf{a,b)=ncdata_value;
end;
end;

% Loop through the data set
for i=l:nrows
for j=l:ncouls

Flow Direc = D8 Datal(i,j);

if D8 _Data({i,j)==nodata_value
continue
end;

if Flow Direc==128

D4 _Flow Dir{i,Jj)=1;
elseif Flow Direc==

D4_Flow _Dir(i,j)=4;
elseif Flow Direc==

D4_Flow_Dir(i,j)=16;
elseif Flow Direc==32

D4 Flow Dir(i,j}=64;
else

D4 Flow Dir(i,j}=Flow_Direc;
end;

end;
end;

% Output file directory

dlmwrite (*C:/ARCGIS/Text Files/D4_Flow Dir l.txt', D4 Flew Dir, "\t’)
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C-2. Code to resolve a D8 flow direction raster into a D4 flow direction raster in
an anti-clockwise direction:

% Code to resolve the flow directicon into a "D4" raster {anti-
% clockwise)

% Values of data contained in ASCII array
nceols = 60;

nrows = 114;

nodata_value = -9999;

% Loading the data file, input file
D3_Data = lead{'C:/ARCGIS/Text_Files/DB.txt');

% Create a matrix of nodata_values which will be replaced with D4 fiow
% direction values
for a=l:nrows
for b=l:ncols
D4_Flow Dir({a,b)=nodata_value;
end;
end;

% Loop through the data set
for i=l:nrows
for i=1:ncols

Flow Direc = D8 Data{i,j);

if D8 Data(i,j)==nodata_value
continue
end;

if Flow Direc==128

D4 Flow Dir{i,j)=64;
elseif Flow Direc==2

D4 Flow Dir{i,j)=1;
elseif Flow Direc==

D4 _Flow Dir{i,j)=4;
elself Flow_Direc==32

D4 _Flow Dir(i,j)=16;
else

D4 Flow Dir{i,j)=Flow_Direc;
end;

end;
end;

% OQutput file directory
dlmwrite (*C:/ARCGIS/Text_Files/D4 _Flow Dir 1.txt', D4_Flow Dir,'\t")
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C-3. Code to resolve a D8 flow direction raster into a D4 flow direction raster in

the direction of the steepest neighbour:

$ Code to resolve the flow direction into a "D4" raster (steepest
¥ neighbor)

% Values of data contained in ASCII array
ncols = 64;

nrows = 123;

nodata_value = -9939;

problem value = -100000;

% Loading the data file, input file
D8 _Data = load{'C:/ARCGIS/Code/Text_Files/DB_2.txt’');
Height_Data = load('C:/RRCGIS/Code/Text Files/fill_1km_dem 2.txt");

% Create a matrix of nodata_values which will be replaced with D4 flow
% direction values
for a=l:inrows
for b=l:ncols
D4 _Flow Dir{a,b)=nodata_value;
end:;
end;

¢ Loop through the data set
for i=2: (nrows-1)}
for j=2:{ncecls-1;

Height = Helght Data(i,j}:
Height Up = Helght Data(i-1,1):
Height Down = Height Data{i+l,j}:
Height Right = Height Data(i,j+l};
Height Left = Height Data{i,j-1);

Flow Direc = D8 Data{i,j);

if D8 Data(i,j)==ncdata value
continue
end;

if Flow Direc==128
if Height Up<Height Right && Height Up~=nodata value
D4 Flow _Dirx{i,j)=64;
elseif Height Right~=nodata_value
Dd Flow Dir{i,j)=1:
else
D4 _Flow Dir(i,j)=-100000;
end;
and;

if Flow Direc==
if Height Right<Height Down && Height Right~=nodata value
D4 _Flow Dir(i,j)=1;
elseif Height Down~=nodata_value
D4 Flow Dir{i,j)=4;
else
D4 _Flow Dix{i,)=-100000;
end;
end;

- 199 -



Appendix C

if Flow Direc==
if Height Down<Height Left && Height Down~=nodata value
D4 Flow Dir(i,]j)=4;
elseif Height Left~=nodata value
D4 Flow Dir(i,j)=16;
else
D4 Flow Dir(i,3j)=-100000;
end;
end;

if Flow Direc==32
if Height Left<Height Up && Height Left~=nodata value
D4 Flow Dir(i,j)=16;
elseif Height Up~=nodata_value
D4 Flow Dir(i,j)=64;

else
D4 Flow Dir(i,j)=-100000;
end;
end;
if Flow Dir==64 || Flow Dir==1 || Flow Dir~=
end;
end;

% Output file directory
dlmwrite ('C:/ARCGIS/Code/Text Files/D4 Flow Dir 1.txt',
D4 Flow Dir, '\t')
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C-4. Code to find the erroneous flow direction codes from the resolved "D4"

raster

% Code to find the erroneocus flow direction codes from the resolved
%2 "D4™ raster

% Values of data contained in ASCII array
ncols = 64;

nrows = 123;

nodata value = -9969;

problem value = -100000;

% Loading the data file, input file
D4 Data = load('C:/ARCGIS/Code/Text_Files/D4_Flow_Dir 2.txt');

% Create a matrix of nodata_values which will flag the erroneocus
& values
for a=l:nrows
for b=l:ncols
Flag(a,b)=nodata_value;
end;
ernd;

% Loop through the data set
for i=2: {(nrows-1}
for j=2:(ncols-1}

PBir = D4 Dataf(i,j):

Dir Up = D4_Data{i-1,9);
Dir bown = D4_Data{i+l,]):
Dir_Right = D4 _Data{i,j+1):
Dir Left = D4_Data{i,]j-1);

if Dir==64 && Dir Up==
Flag(i,j}=10;
Flag{i-1,7)=10;
end;

if Dir==4 && Dir Down==64
Flag{i, j)=10;
Flag(1l+1,j}=10;

end;

if Dir==1 && Dir Right==16
Flag(i,j)=20;
Flag(i,j+1)=20;

end;

if Dir==16 && Dir Left=s=
Flag(i,j}=20;
Flag{l, j~-1)=20;

end;

if Dir==problem_value
Flag(i,j)=30;

end:

end;
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end;

% Qutput file directory
dlmwrite('C:/ARCGIS/Code/Text Files/Flag.txt', Flag, '\t')
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APPENDIX D

Appendix D presents a printout of the test catchment of Chapter 7 as it is simulated
with the TOPKAPI model on Microsoft Excel™.
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Figure D-1, The soil store model for Cell 1.
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e

Figure D-2. The overland store model for Cell 1.
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Figure D-3. The flow partitioning model for Cell 1.
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Figure D-4. The channel store model for Cell 1.
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Figure D-8. The soll store model for Cell 3.
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Figure D-10. The overland store model for Cell 3.
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Figure D-13. The soll store model for Cell 4.
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Figure D-14. The overiand store model for Cell 4.
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Figure D-15. The flow partitioning model for Cell 4.
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