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ABSTRACT 

The goa l of irrigation is to supply sufficient watcr for crop growth to all areas within a field. 

Therefore, the uniformity of application of irrigation waler is of grea t importance. The 

objectives of thi s study were to quantify the performance of irrigation systems under licld 

conditions using standard evaluation techniques and to investigate the use of spatial stati stics 

to characteri se the spatial vari ability of applica tion. The main objec ti ve was to develop 

techniques to estimate gross irrigation water requirement that incorporates the uniformity of 

application. 

Different practitioners have gIven diffe rent definitions to the cri teria used to evaluate the 

performance of an irrigation system. A literature review was conducted to determine the 

curren t defini tions uscd and thc fac tors that affect these performance criteria. The theory and 

application of spatial stati stics was investigated in order to ci1araclcl j:,t,; Lilt,; :,patial distribution 

of irrigation water. The spatial distribution of irrigation water under centre pivots was 

detennincd using field measurements. A number of ccntre pivot, sprinklcr, floppy, drip and 

micro-irrigation systems were evaluated using standard techniques. 

The results from the evaluation of spat ial data show that this approach is useful to determine a 

map of the distribution of applied ilTiga tion wate r. Due to thc smoothing characterist ic of the 

spatial stat istical method employed, the maps have a unifo rmity that is grea ter than in reality. 

The results from the standard eva luation techniques show that quick and representa ti ve results 

for the performance of an irriga tion systcm can be obtained. The distribution unifomlity has 

an affect on the efficiency of a system and should therefore be included in the calculation of 

the gross irriga tion water requirement. The methods for these calcu lations are discussed. 

Further research necds to be conducted to detenlline actual di stribution unifonllities and 

application efficiencies for irrigat ion systems under various field conditions. This wi ll provide 

useful standards to include in the calcu lation of gross irrigation wa ter requirements. 
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I INTRODUCTION 

Irrigation is the largest user of water in South Africa. This use is es timated at 53.6% of the 

tota l water consumption (W RC, 1999). For this reason, the efficient and prudent use of waler 

by irrigators is ofparamoullt importance. 

The Nat ional Water Act ([ 998) recognises the need for the equitable use o f water as well as 

the provision of basic waler requirements for a "reserve", This reserve includes basic human 

consumption and the minimum requ irements to ensure the protection o f the ecology of the 

water resource. In light of the National Water Act (1998), the water use by irrigators will have 

to be registered and they will receive a certain allocation of water. Thus to ensure 

profitabili ty, the irrigators will have to pay part icular attenti on lO the performance of their 

irrigation systems. 

Since one of the goals of irrigation is to produce high yielding fields, the uniformity of water 

app lication across the entire field is of importance. A field with high lI ni formity of applica tion 

wi ll produce higher yie lds with less variabili ty in the yie ld wi thin the field (Letey et al., 1984; 

Solomon, 1984; Letey, 1985; Solomon, 1990). However, under these condi tions of higher 

levels of adequacy, the application efficiency oflhe system can be much lower. Thi s is caused 

by dee p percolation resu lting from excess water being applied to ensure a greater uniformi ty 

of infiltrated water in the root zone (Rogcrs er al., 1997). 

The applicat ion efficiency of a system is the ra tio of the vo lume of water contributing to the 

target over the volume of irrigation water applied (Burt et al., 1997). In South Africa, the 

South African Irrigation Institute (SAB I) gives acceptable design norms for the applica tion 

effic iency for different types of irrigation sys tems. These des ign norms range from 95% for 

drip irriga tion 10 60% for flood irriga tion wi lh earth supply channels (SAB I, 2000). These 

norms are used to obtai n gross irriga tion water requi rements from crop water requirements. 

Although these are accepted des ign norms, they arc not us ually met in practise. T herefore, the 

est imation of wate r allocation using the design norms may res ult in an inadequate amount of 

irrigation water being a lloca ted. Bos and Nugteren (1990) and Wolters (1992) evaluated 

irrigation systems from around the world and found that the average applicat ion efficiency 

was less than 70%. An average application efficiency of 53% was observed for furrow 



irri gation. These averages arc well below the design norms lI sed in practice and sincc the 

application crfi ciency is important for the design of iITigation systems, the relationship 

between uniformity and efficiency needs to be understood to ensure that fanners receive an 

adequate alloca tion of water. 

The objectives oflhe study were to: 

• Review current principles and procedures for the determination of irriga tion 

performance criteria including dis tribution uniformity, coeffi cient of uniformity, 

sagacity, adequacy and efficiency. 

• Quantify irrigation performance measures and spatial variability under ex isti ng 

sys tems using fie ld observations. 

• Quantify irriga tion performance using standard irrigation evaluation procedures. 

• Inves tiga te the use of spatial statisti cal methods to eva luate the performance of 

irriga tion systems. 

• Propose an ini ti al methodology for assessi ng the spatia l variability for selected 

irriga tion systems. 

• Develop procedures for the esti mation of the convers ion fac tor to ca lculate the 

irriga tion waler requirement. 

To accomplish these obj ec ti ves , a literature review of current procedures and principles of 

irrigation performance criteria was conducted. This literature reviewed is presented in Chapter 

2. In order to assess the spatial variab ility, the theory and application of spatial statistics, or 

gcostati sti cs, was investigated. Th is is contained in Chapter 3. The methodology used to 

satisfy the fi eld evaluation objecti ves of the study is given in Chapter 4. Here the method used 

for both the spatial evaluat ion as well as the standard eva luat ion procedures is detailed. The 

resu lts obta ined for the study arc discussed in Chapter 5. The main results of the study and the 

methodology used to determine gross irrigation water requirement from crop waler 

requi rements arc discussed in the fi nal Chapter. 
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2 IRRI GATION PERFORMANCE C RITE RI A 

In order to estimate the gross alllount or irrigation water required , the performance of an 

irrigation system has to be quantified. This is obtained by using performance criteria to 

descri be the irrigation system. To ensure standardisation of these criteria, the defini tions need 

to be clearly stated and the factors that affect these te rms need to be understood. In the pas t 

the re has been con fus ion over the definitions of irrigation performance criteria. The terms, 

such as irr igation erficiency, application effic iency and di stribution uniformity, have been 

given diffe ren t definitions by various evaluators and thus a comparison between d iffe ren t 

irrigation systems has not always been possible (Wol ters, 1992; Bun el al., 1997; Rogers el 

al., 1997). Therefore, a standard definit ion of performance criteria was required to cnable 

comparison of irrigation systcms. In an auempt to accomplish thi s, a Task Committee of the 

American Society of C ivil Engineers (A SCE) set about redefining irrigation perfonllance 

criteria so that they could be used as industry standards and address any confusion in the 

definitions previously used. This collaborative effort is contained in BUJ1 el al. (1997) and 

has bccomc the new industry standard on the correct definitio ns of irrigation pcrfomlance 

criteria. The definitions contained in this paper will be used throughout thi s document. 

An irrigat ion efficiency, defined as the ratio of water beneficially used to water app lied less 

change in storage, of 80% does not imply that 20% of the water used is availab le fo r 

conserva tion. T herefore, the fate of water fro lll an irrigation event needs to be ascertained in 

order to determine the amoun t of water Iha t cou ld be conserved (Bun el al., 1997). Since not 

a ll losses from irrigation events are recoverable or unavo idab le, the use of irrigation sagacity 

as a performance measure gives a bettcr representation of the amount of water avai lable fo r 

conserva tion. Irrigation sagacity includes reasonable uses and is defined as the ratio of water 

beneficially or reasonab ly used to water applied less change in storage (Solomon and Bun, 

1999). Once the perfonnance and variability of an irrigation system have been quantified, 

they need to be included into the calcu lation of the gross irrigation water requiremcnt. 

In this Chapter the defin itions of performance criteria will be investigated. Of these c riteria, 

particular attcn tion will bc paid lo the d istri bution uni fo rm ity of an irrigation system. Th is is 

a measure of the variabi lity of applied irrigation wa ter. Current techniques lI sed to evalua te 

the d istribution uniformity will be discussed. 
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The partitioning o f irrigation water in to various categories IS required to calcu latc the 

performance criteria for an irrigation sys tem. The partitioning of app lied water will be 

discussed in the next sec tion. 

2.1 Partitioning of Irrigation \Vatcr 

The water balance of the irrigation event needs to be clearl y understood and the fa tes of 

fractions of the water balance need to be determined in order lO evaluate an irrigation system. 

The amount of waler dist ributed to the crop, the amount of recoverable water, the degree of 

deep percolation, and the amount of surface runoff need to be quantified or estimated for the 

calculat ion of irrigation pcrfonllance criteria. Fractions o f the irriga tion wate r balance can be 

lumped together into categories, such as bcneficial , recoverable, reasonable, requ ired, and 

use ful to estimate performance (Bun et al., 1997). The partitioning of irrigation wate r, which 

allows one to calculate irri ga tion performance cri teria, will be discussed in the following 

sections. 

2.1.1 Water balance in an irrigation region 

The various components of the wa ter balance in an irriga tion region, with defined boundaries 

and for a specific lime interval, are described in Figure 2.1. The speci fi cation of boundaries 

plays an important role in the determination of irrigat ion performance criteria. The region 

under consideration for the irrigation water balance is in fac t a volume and not just surface 

area. For example, the plant canopy can rorm the top boundary and the bottom of the roo t 

zone can form the lower boundary. In previous definitions of irriga tion performance the time 

scale for establ ishing the des tination or function of some portion of the applied wate r was 

often ambiguous. Therefore , to evaluate the performance of an irrigation event , the various 

fractions entering a nd leaving the boundaries in a speci fied time must be estimated. Water 

not leaving the boundary in the specified time is excluded from the evaluation (Bu11 et al., 

1997). 
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Figure 2.1 Components of a simpli tied watcr balance wi thin defined boundaries for specified 

time interval (after Burt er al., 1997). 

The definit ions o f thc components of the water balance, as indicatcd by Figurc 2.1> for use in 

irriga tion system evaluations are evaporation, transpiration, evapotranspiration, crop 

evapolranspiratioll , in fi ltration, deep percolation and runoff. 

• Evaporation is the convers ion of water from liquid form to vapour form. In the context 

of this discussion, only evaporation from free surfaces of wa ter in transit, from plant 

surfaces that have intercepted irrigation water and from the so il surface interface will 

be considered. Examples of water in transi t are sprinkler droplets, surface ponding, 

puddles and surface runoff. The rate of evapora tion is de pendant on climatic 

conditions, water surface area and soi l properties. Changing the frequency of 

app lica tion, the irriga tion method used, or the amount of m ulching and shading can 

modify the amount of evaporation tha t takes place. The amount of cvaporation can 

also be influenced by advection; for example, a flow ing canal can have higher 

evaporation per unit arca than a large open body of water (Burt el al., 1997). 
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• Transpirat ion is waler that has passed through the plant's stomata to the atmosphere as 

vapour. Transpirat ion and evapora tion at the plant surface arc closely re lated, as an 

increase in evaporation leads to a decrease in transpi ration. Factors such as the 

microclimate formed around the plant and plant physiology, can also inn uence the rate 

of transpira tion (Burl et a/., 1997). 

• Evapotranspiration (ET) is the combined process of evaporation frolll the soil and wet 

plant sur races as well as the transpiration rrom the plant. Soil, crop, irrigation and 

atmospheric factors innuencc the ET process. Since evaporation and transpiration are 

difficult to measure individually, the ET is estimated by so il water balance or 

abovcground cnergy balance methods (Burt et a/., 1997). 

• Crop evapotranspiration (ETc) is the quanti tative amount of evaporation and 

transpiration that occurs w ithin the cropped area of a fie ld , and which is associated 

with the grow ing of the crop. The ETc wi ll va ry with different irrigation methods and 

managemcnt. Managcmcnt decisions such as maintaining wct or dry soi ls, or st ressed 

versus unstressed crops will influence ETc. For most cl imates the ETc is partly 

supplied through rai nfall and the rest through irrigation water (Bu n et al., 1997). 

• Infiltration is the process of the movement of water through the so il surface into the 

so il ma trix. All infiltrated water is in transit. Some enters the plant roo t zonc 

immediate ly, another frac tion is temporarily stored in the root zone that equals or 

exceeds the fi cld capacity of the soi l (Burt et al., 1997). 

• Deep percolation (DP) is the frac tion of applied water that moves through the soi l 

below the 1'001 zone (Bun el al., 1997) and is thcn unavailable to the crop. 

• Runoff (RO) is surface water that leaves the reg ion 's boundary in liquid forlll. Runoff 

from part o f a rcgion tha l rc-infiltrates elsewhere in the region is not considered as 

runoff. Surface water that is collected from a region's boundary and reapplied withi n 

the region does also not co nt ribu te to runoff (Bult et al., 1997). 

The partitioning of water can also be class ified by the avai lability for recovery. 
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2.1.2 Part ition ing of app lied irrigalioll water by availability for recovery 

The amount of applied irrigation water that is available for recovery depends on whe ther the 

water was consumed or not. Consumptive and non-consumptive uses of irrigation water can 

be defined as fol lows: 

• Consumpt ive uses: Irrigation water that ends up in the ~l tmosphe re, through evapora lion 

and transpiration, or in the harvested plant tissue, is considered irrecoverable (Burt et al., 

1997). 

• Non-consumpti ve uses: These include any other amounts of wate r tha t leave the selected 

region that can be reapplied elsewhere. Runoff, deep percolation and canal spi ll s arc 

considered non-consumptive uses. However, the movement of this water within the 

boundaries may degrade the quality of the water (Burt er al. , 1997). 

T he partitioning of applied irrigation wa ter can also be conducted on a judgmental basis. 

2. 1.3 J udgmental partitioning Of.lpplied irriga tion water 

The j udgmental part itioning of irrigation water divides the water into categories that include 

beneficial uses, non-beneficial uses, reasonable uses and unreasonable uses. Thi s method of 

class ifica tion is very subjective and it will therefore vary be tween evaluators. The defin itions 

of these ca tegories are: 

• Beneficial uses. 

A beneficial lI se of wate r is one that supports the production of a crop. Water consumed in 

order to fulfil an agronomic purpose is therefore classed as beneficial. Examples o f beneficial 

uses o f water for irriga tion events on a field scale arc: 

o crop evapotranspiration, 

o improving or maintain ing soil productivity, slI ch as "salts" leachi ng, 

o water for climate cont rol, such as fros t protection or plant cool ing, or seedbed 

preparation and seed gel111ination , and 

o evapotranspira tion from plants beneficial to crop production, such as windbreaks. 
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Although the benefits of some of the above can be small , they can Ill"ke up a considerable 

portion of the beneficia l irrigation watcr use (B un et al., 1997). Previously, the only 

recognised beneficial use of water by a crop was the crop transpiration. Mcrriam (1999) 

believes that this should be kept as the only beneficial use of irrigation water and that the 

other uses should be reclassified. However, Burt et al. (1999) hold that the other uses should 

be included as they do have a bencficial affect on crop production. 

• Non-beneficial uses. 

Any watcr use that is not beneficial is by definition non-beneficial. Water uses that fall into 

this category include (Bun et aI., 1997): 

o unnecessary evaporation from a wct soi l, 

o excess decp pcrcolation due to non-uniformity of irrigation water application and 

from excess salt leaching, 

o tail water from irrigations that is not recovered and redistributed, 

o evaporation due to excessively high irrigation frequency, and 

o weed or phreatophyte ET. 

• Reasonable uses. 

All beneficial uses are reasonable uses in the con text of irrigation performance. Non­

beneficial uses are reasonable if they arc justified under ccrtain c ircumstances at a particular 

time and place. Some degree of non-benefic ial uses is reasonable if they arc due to physical, 

economic or managerial cons traints, or environlllental requirements. An example of a nOI1-

bencfic ial, but rcasonablc water use wou ld be runoff frolll an irrigated land into a wctland . 

This use is beneficia l for the environment, but not for agricultural production. Reasonable, but 

lion-benefic ial deep percolation can result due to the uncertainty of the farme r on how mueh 

to irrigate. These uncertainties ean be due to estimation of actual so il moisture depletion, crop 

coefficients, refcrence cvapatranspi ration, measurement of the inflow rates, estimates of 

advance times and infiltration depths for surface irrigation, and necessary leaching 

requirements for salt contro l (Burt et al., 1997). 

• Unreasonable uses. 

For the pUIl)ose of measuring irriga tion performance, unreasonable uses arc non-beneficial 

uses that are not reasonable. That is, they are without econom ic, practical, or other 
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justification. For example, cxccss deep percolation or excess tail water can be considered 

unrcasonablc uses as they could be curtailed (Burt et a/., 1997). 

Oncc the partitioning of irrigation watcr has been determined, the next step is to calculate 

irrigation perfon1lance critcria. T he definitions of these criteria will be discussed in the next 

scction. 

2.2 Definitions of Irrigation Performance C rilcrin 

Performance cri teria for eval uat ing an irrigation system are innuenced by the design and 

managemcnt of the irrigation systcm. Physical propcl1ies of a field as we ll as managcria l 

clemcnts such as scheduling, allowable moisture deficits, and soiimoisture deficits at the time 

of an irriga tion event, will have a direct bearing on the calculated performance tenll for the 

irrigation systcm under consideration (Pereira, 1999). For this reason, both design and 

managerial pract ices should be taken into consideration when evaluating an irrigation system. 

This scction will address the definition of several irrigation performance indicators including 

irrigation efficiency, irrigation consumptive use coefficient, irriga tion sagaci ty, dist ribution 

uniformi ty, applicat ion efficiency. potential application effic iency. low-quarte r adequacy and 

the coeffic ien t of uniformity. 

2.2.1 Irrigntion efficiency 

Irrigation efficiency ( I E) can bc defined by the following rciationship: 

volume of irrigat ion water beneficia lly used 
1 E = -,---::-:''-:----,:-'-----'''------:-:----:-------',-,.--;--,----x 1 00% 

volume of irrigation water appJied- 8 storage of irrigation water 
(2.1) 

The denominator in Equation 2.1 represents the total vo lume of wate r that leaves the 

boundaries. These volumes leave within a specified lime, i.e. the interval from just before an 

irrigation event until just before the next irrigation event. T he volume of irriga tion water 

ap pl ied includes water that results in crop ET, runoff, deep percolation, evaporation, and so 

forth . If, at the end ofa period, the water contained within the boundaries is the same as at the 

beginning of the period, then the ,1 storage or wa ter = 0 and all the applied water has left the 
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regIOn. Thercfore, water that is temporarily stored in the roo t zone for a subsequcnt time 

period is not included in the calculation (Burt et al., 1997). 

The term "irriga tion water" does not include water obtained from natural sources, such as 

precipitation or a rise in the natural water table. In Equation 2. 1 the depth of wate r can rcplace 

the volumc of water without loss in gcneral ity (BUI1 et aI., 1997). 

T he beneficial use tcrm in irrigation erficiency is ofien improperly defined. Common mistakes 

arc the use of thcoretical bencficial uses instead of actual benefic ial uses, and the double 

counting of beneficial uses. An example of double coun ting is wa tcr that is app lied for frost 

protection , which is latcr avai lable to the crop for evapotranspira tion (Burt el al., 1997). Thus 

care should be exercised when calculati ng irrigation c rfi cicncy. It was noted by Solomon and 

Burt ( 1999) that lE is often misinterpreted from the point of view that (100 · lE)% ofappJied 

irrigation water can be conscrvcd or rC(llIoClIlCd . 

2.2 .2 Irrigation consumptive use coefficient 

Jenscll (1993, cited by Burt et al., 1997) introduced the concept of the irrigation consumpti ve 

use coeffic ient ( ICUC). It is defined as the ratio of the vol ume of irrigation wate r 

consumpt ivcly lI sed to the total vo lume of wa ter that has len the irrigation boundaries, both in 

a spcc ified per iod of timc. ICUC ex pressed as a form ula as fo llows: 

volume of irrigalion water consllmptively used 
ICUC = ---,---7-'=-=--:"--.:====.=--====?'--==-- -- x 100% (2.2) 

vo lume of irrigation water app licd - !J. storage of irrigation water 

Icue can be applied at a field, project, district or faml scale. ICUe has sometimes been 

incorrect ly used to estimate lE. Water used for salt removal or drainage water may have 

quality problems that make them unusable. Howevcr, this does not mean that they have been 

consumed, as they can be reused afte r treatment (Burt el a/., 1997). 

2.2.3 Irrigation sagacity 

Irrigat ion erric iency is a useful term for comparison, but from a socictal and grower's point of 

view it can be incomplete. Benerits may accrue to society or to the environment and hence 
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reasonable uses need to be included (Burt eJ al., 1997). Solomon and Burt ( 1999) gave the 

fol lowing examplcs of reasonable losscs: 

• Losses that cannot bc avoided becausc it would no t be economical to prevent them. 

• Losses that are the result of techn ical rcquirements , such as the evaporat ion for a 

reservoi r, backwashi ng of filters for micro irrigation, or spray and evaporation losses from 

sprinkler systcms. 

• Losses due 10 uncertainties, such as soi l watcr capacity, or crop ET sincc the previous 

application. 

• Losses that con tribute to environmental goa ls and/or requircmcnts. 

For this purposc, ilTiga lion sagacity (IS) is defined as (Burt et 01.,1997): 

IS= 
volume of irrigation water beneficial ly and / or reasonab ly lIsed 

I f ··· I· • f ··· x 100% (2.3) vo lime 0 Irnga tlon water <1pP lClI - A slomge 0 Irngatlon water 

BUr! eJ al. (1997) do not suggest that IS be used in place of lE, but that the two should be 

given with clear definitions so tha t the appropria teness of the ratio can bejudged. 

2.2.4 Distribution uniformity 

In irrigation, the uniformity with w hich water is applied is as importan t as how efficient ly the 

app lied water was used. The non-uniform applica tion of irrigation wate r can lead to arcas o f 

over-irriga tion in a field w hich can causc water- loggi ng, plan t injury, sa lin isation , and 

con tam ination of ground wa ter (Solomon, 1983, cited by BUr! et al., 1997). Distribution 

uniformity (DU) is defined as a measure of the uniformity wi th which irrigation waler is 

distributed within a field (Bur! el al., 1997). 

Exprcssing DU sole ly in terms of post- irrigation infiltrated dcp ths of watcr ignores water that 

is intercepted by the canopy and the reduction in crop transpiration due 10 evaporalion frol11 

the canopy. These are fraction s of the applied water that do not contribu tc to infiltrated depth. 

Including the canopy intcrception and the reduc tion in transpiration for ligh t sp rink ler 

irrigation applications can greatl y improve the truc DU as opposed to the calculatcd DU. Thus 

in the de fini tion of DU the term accumulated wate r is used which includes the infiltrat ion, 
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canopy interception and reduction 111 transpi ration du ring an irrigation event (Burt et al., 

1997). 

In order for DU to be applied universa ll y to a ll crops, the concepts of the tota li ty of field 

elements and elements of scale nced to be incorporated. An clemeJ1l is defined as thc smallest 

area in the fie ld that requires water wi th in which the variation in distribu ted wa ter is not 

importan t. The coneepl of clement scalc is crucial for universal use of DU. For example, in an 

orchard a DU = 1.0 does not imply that the whole field rece ives the same amount of water, 

but that the elemental areas rece ive the same amount. Whereas, in a wheat field with a plant at 

every po int would imp ly that the whole field rcce ivcs the same app lication for a DU = 1.0 

(Burt cl aI., 1997). 

DU is lIsually de fi ned as a ratio of the sma llest acculllula ted depths in the dis tribution to the 

average depths of the whole d istribu tion. The largest depths could also be used to cxpress DU, 

but since the low va lues in irrigation are more critical , the smallcst va lues are used (Burt et 

aI. , 1997). 

The average of the smallest depths in the field over the portion of the field , in which they 

occur, is given the notation dlowcsL' This term is used in the numerator o f the DU calcula tion. 

The va lues of DU will thus depend on the choice of the fraction of the total area fo r which the 

smallest va lues will be taken. This area does not have to be contiguous. A commonly used 

fraction is the lower quarter, wh ich has been used by the United States Department of 

Agricu lture (USDA) s ince the 1940's. This definit ion has proven useful in irrigated 

agriculture (A SCE, 1978) and leads to the de fi nition of the average !ow·quarter depth, d!q ' 

Thus , the average accu mulated depth in the quarter of the fiel d rece iv ing the smallest depths 

is given by: 

vo lume accumulated in 25% of total area of elements wi th smallest depths d'q =~~~~~~~~~~~~~~~~~~~~~~~~~~ 
25% of the total area o f elements 

From this the low.quarter d istribu tion uniformity, DUI'!, can be defined as: 

d 
DU =-"­

'q d 
a"S 
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_______ ~~a~v~e~r?ag~e~lo~\~v--~q~l~l a~n~e~r~d~e~p~tl~l~~ ____ __ DU ~ 
Iq average depth ofwatcr acculllulated in a ll elements 

(2.6) 

where d,n'& = total volume accumulated in all elements [mill] , divided by the total area of all 

the elements. These definitions allow the elements to be of different sizes by using area 

weighting (Bun Cl at. , 1997). 

Distrib ut ion uniformity is not 3n effic iency term and to emphas ize this it should be quoted as 

a ratio and not a percen tage. An irrigation event can have a high DU , but if excessive water 

has been appl ied then the appl ica tion crfic icncy (A E) , which will be defined next, will be low. 

However, a high AE with minimal under-irrigation is only possible if the DU is also high 

(Burl et al., 1997). The above concept of distribution uniformity assumes that a uniform target 

is des ired within the irrigated field. 

2.2.5 Applicat ion cfticicncy 

The efficiency terms lE, IS and ICUC are difficult to evaluate rapidly and require a detailed 

quantification of the water balance components. Application efficiency (AE) is based on the 

concept of meeting a target application dep th for an irriga tion event. This allows j udgmenta l 

dec isions, such as bcnc ri c ial or reasonab le uses, to bc separatcd fro m how well the irrigation 

system is ab lc to mcet a targct depth of applica tion . T he AE term applies only to a single 

irriga tion event. The target depth chosen can be the soi l moisture dericit (SM D), or a smaller 

amount to supplement potential ra in fall , or it could conta in a desired depth of reclamation 

water, or it may be a requirement for leaching of sa lt s (Burt et al. , 1997). The definition of AE 

for a single event is thus: 

AE ~ 
average depth of irrigation water contributing lO target 
--~~~--~~~~~~------~~--~ x 100% 

average depth of irrigat ion water app lied 
(2.7) 

Implicit in the defi nition of AE is the assump tion that the target depth is un iform across the 

fie ld and that no time period needs to be specified, as it accounts fo r a single event only. Since 

there a rc some unavoidable evaporation losses in an irrigation event , AE will general ly be 

lower than lE. If thc ta rget is cqual to thc sum of beneficial lIses , AE can be used as an 

estil11ate of lE (Burt Cl aI. , 1997). 
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2.2.6 P'o tcntial application efticicncy 

Potential application efficiency (PAE) is based on the concept that the irrigation event could 

be terminated when the targe t depth would just be met by the average of the lowest values in 

the irr igat ion infillration d istri bution. [n this way deep percolation losses would be kept to a 

minimum, due only to the non-uniformity ofapplieatioll , and the AE would be at a maximum 

with minimal under-irrigation (Burt et al., 1997). 

As with DU . PAE cannot be quan tified until the lowest values in the distribution have been 

characterised over a specified fraction of the field area. Here again the norm is to use the 

lower quarter and hence the definition for PAE1q follows (Burt et al., 1997): 

ave rage depth of irrigation water contributing to target 
PAE " ~ ----===::.,::..::.<::=.:...::.==:::...:=::.,.:=======-- x 100% (2.8) 

average depth of irrigation water app lied such that d lq = target 

Thus, PAE1q can be used to estimate the gross amount of water 10 apply. The denominators of 

DU lq and PAElq differ by the amount of surface losses, slleh as runoff and evaporation, and 

therefore PAE1q can be accurately estimatcd from (Burt et al., 1997): 

PAE lq ~ DUlqx (100- % surface losses) (2.9) 

where surface losses incl udc evaporat ion during an irrigation event, spray drift and surface 

runoff. 

From the above, the gross irrigation wate r required for an irrigation event can be es timated as 

(Burt et al., 1997): 

Gross average depth to apply 
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Target depth x 
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2.2.7 Low-quarter adequacy 

The degree lO which thc target, or req uired depth, is met is termed adequacy. In keeping with 

the defi ni tion of AE based on the requirement for all beneficial uses, the low-quarter 

adequacy (A D'q) is given by (Bur! el a/., 1997): 

d ,q 
AD ,q = 

d Oq 

where drcq= the req uired depth for al l beneficia l uses [mm]. 

(2.1 I) 

With this definition , an AD1q < I indicates under-irrigation and ADlq > 1 indicates over­

irriga tion. When A D1q = I, thcn AE = PAE1q and the surface losses match potential values. 

This definition of adequacy differs from othcr defini tions that arc based on the percentage of 

area adequate ly irr igated (Bun el al., 1997). 

2.2.8 Coeffici ent of uniformity 

One of the fi rst c riteria defined lO express uniformity was the coefficient o f uni formity (CU) 

as defi ned by Chris tiansen (1942) . Christianscn's CU is the 111 0st widely used and accep tcd 

cr iteria lIsed to define uni fo rmity (Zoldoske el al. , 1994). T his coefficient is derived from 

catch can da ta assuming that the catch cans represen t the same area. [t is a measure of the 

abso lute difference from the mcan d iv ided by the mean. The CU can be expresscd by (ASAE, 

1993a): 

(2.12) 

where Ds is the catch can dep th of appl ication at catch can s [mm], 0 is the mean catch can 

depth [111111] and n is the number of catch cans. 

Christiansen's CU was modified by Heermann and l-Ic in ( 1968) for use under cen tre pivot 

irrigation systcms. Equation 2.12 is modi ficd to include a te rm represe nting the di stance from 
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the centre to the catch can, Ss [m]. The modified I-Iecrmann-Hein CUmt equation is given by 

(ASAE, 1993a): 

, 
, ID,S, 

cu '"' = 1 00 1- I s, D, - -""oc',:--I (2. 13) 
$:::1 L:Ss 

5 .. 1 

There arc three fea tures of CU, and CUtm, that should be considered when interpreting the 

uniformi ty va lues obtained (Zoldoske et al., 1994). Fi rstl y, the abso lu te d ifference between 

the measured and mean depth of application results in over- and under-i rrigation being treated 

equally. Thus the deviations are represented by magnitude only and not by whether they 

represent a deficit or excess of irrigation water, onc of which may be more critical than the 

other for the crop. Secondly. the penalty ass igned to each deviation is linea rl y proportional to 

the magnitude of the deviation. Thirdly, CU is an average measure and as such compares the 

average absol ute deviation to the mean applica tion. Thus CU indicates on average how 

uni fo rm the applica tion depths are and does not g ive an indication of how bad a particular 

area may bc, or how large the area may be (Zoldoske et al. , 1994). 

Of these performance criteria the DU of irriga tion systems is of pal1icular importance. The 

impol1ance and determination of DU will be disc llssed in the next chapter. 

2.3 I)is tribution Unifo rmity 

In irrigation systems, the desired state is a uniform application o f irrigation waLer. This 

en~ure~ that the field as a whole receives an adequate amount o f water for crop production. 

The non-uniformity of irrigation water application leads to over- or under-irrigated areas in 

the fi eld. This can lead to high soil moisture tensions due to insufficient water being applied 

that may cause plant stress and reduced yie lds. Poor uni formity may also cause plant stress 

and increased disease in the case of excess water being applied (Solomon, 1990). For this 

reason the DU o f an irrigation sysLem plays an important ro le in the profitability of an 

irrigat ion system. In a study conducted by Pitts et al. ( \996) on irriga tion systems in the 

United States of America, they found that the mean DU for spr inkle r, micro, furrow and tur f 

irrigat ion were 0.65, 0.70, 0.70 and 0.49 respecti ve ly. Thcse arc below the desired DU of 
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0.80, or better, needed for high yielding fields (Zoldoskc et al., 1994). For the evaluation of 

irrigation systems, the factors that cause non-uniformity need to be determined. 

2.3.1 Factors intlucncing distribution uniformity 

The DU of a system is a functi on of both design and managerial va ri ables that characterise an 

irrigation even t (Perei ra. 1999), with the former being more easi ly characterised. Factors that 

inn uence the uniformity of wa ter appl ica tion during an irrigation event for hand-move, 

furrow, micro, moving sprinkler, under-tree sprinkler and high-volulllc gun sprinkler 

irrigation arc sUlllmarised in Tables 2.1 to 2.4. The components that affect uni formity wi ll 

differ between va rious irrigation types and the factors causing non-uniform ity will depend on 

the characteristics of the irriga tion system. The components that affect the unifon11ity of an 

irrigation event need to be known for the application of statis ti cal methods 10 determinc a 

global uniformity of an irrigation systcm. Thcsc mcthods wi ll be discussed later in this 

Chapter. 

The design and management of an irrigation sys tem are not the o nly factors that influence 

uniformity. Perrcns (1984) and Li (1998) found tha t the uniformity of soi l moisture from a 

non-uni form applica tion of irrigation water at the soil surfaee improves over time. This is due 

to lateral now with in the so il matrix and a redistribution of so il moisture. 
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Table 2. 1 Examples of components that affect uniformi ty fo r hand-move and under-tree 

sprinklcr irrigation systcms (afler Burt et al. , 1997). 

Uniformity componcnt !Factors causi ng non-uniformity 

I-land-move sprinklcr irrigation systcms 

Pressure di fferences. 

Flow rate di ffe rences between sprinklers. 
Di fferell! nozzlc s izes. 
Nozzle wear. 
Nozzle plugging. 
Spacing. 
Sprinkler des ign (angle o f trajectory, impact-

I'm interception characte ri stics). 
Sprin klcr pattcrn (catch can) non-uniformit y. Nozzle s ize and pressure. 

Wind . 
Verti cal ori enta tion o f sprinkler head. 
Plant interference around a sDrinkler. 

Unequal appl ication du ring start-up and Pipe diameter and length. 
hut down. Duration ofsel. 

Edge effeclS. Inadequate overlap on edges. 

Under-tree irriga tion systems 

Same as hand-move sprinkler systems, except 
hat the sprinkler overlap non-unifomli ty 

rree interfe rence can cause large, non-
a round each sprinklcr is usua lly not 

irrigated areas or segments in some cases. 
ons idered if there is onc sprinkler for every 

two trees. 

Table 2.2 Examples o f components that affect uniformity for furrow irrigation systems 

(Burt e"d. , 1997) . 

Uniformity component Factors caus ing non-uniformity 
Furrow irrigation systcms 

Oppol1unity-time differences down a furrow. Exten t of ponding. 
Flow rate and dura tion. 
~ Iope and roughness. 
Furrow cross-sec tional shape. 
Furrow length . 

Opporlul1 i t y-ti me difTerences between D ifferent day/ night irrigation set times. 
furrows. Wheel row compaction/no wheel eompaclion. 

Different fUITOW now rates. 

Different infiltration characteristi cs for Di fferen t degree of eompaction due to tractor 
individual fllITOWS. yres and till age. 

Differen t infiltration character isti cs across the Differcnt so il types. 
fl cld. Soil chemical difTerenees. 

Texture differences of soil. 
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Table 2.2 Examples of components that affec t unifonnity for furrow irrigation systems 

(Bun el al., 1997). 

Uniformity component IFactors causing non-uniformity 
Furrow irrigation systems 

Other opportun ity time di ffe rences [Non-uniform land preparation. 
hrougllout a rield. 

Differences in day and night intake rates. rviscosity changes due la temperature 
~hanges. 

Inriltration ra te differences due to differences Slope changes or res triction to now along the 
in wetted perimeter. furrow . 

Table 2.3 Examples of components that affect uni fb rmity for drip/micro irrigation and big 

gun sprinkler irrigation systcms (Burt et al., 1997). 

Uniformity component IFactors causi ng non-uniformity 
Drip/ micro irri alion systems 

Differences in discharge between emitters. Pres3ure 0; ffcn.:m;c~. 

Plugging of emitters. 
Manu fact uring variation. 
~oil differences for buricd cmillers. 
rremperature differences along a lateral. 

Volumes app lied not proportional la plant Variations in plant spacing arc not matched 
prea assuming the same plant age. by eminer spac ing or irrigation scheduling. 

Unequal discharge during start-up and 
~rainage . 

High-volume big gun sprinkler syslems 
Flow rate cli ffcrenecs be tween sprinklcr Pressure diFfercnces. 
loca tions. Length of supply pipeline. 

Hose on ree l rather than on ground. 
Elevation differences. 

Sprinkler overlap non-unifonnity. Plant interference around ground mounted 
prinklers. 

Wind. 
Lane and/or sprinkler spaclllg, nozzle and 
pressure. 
Gun Ira ve l soeed. 

Edge cffeels. Lane spacing. 
W ind dri ven changes. 
Wi nd ve locity changes. 

System now variations. Engine performance. 
Pump response to elevation changes. 
Pressure variations at the source. 

Speed va riation with continuously 1110Vlllg Wheel slippage. 
~ysleJl1s. FlucLUatioll o f water turbine power OUlput. 

"able or hose deplh on reel. 
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Table 2.4 Examples or components that affec t uni rorm ity ror centre pivot irriga tion systems 

(after Burt et al., 1997). 

Unirormity cOI11j)onent IFac tors causing non-unirormity 
Centre pivot and latc ral move irriga tion systems 

Sprinkler (spray head) now rates no t Poorly controlled sp ri nk ler pressures. 
)roportional to area served. Elevation changes. 

Pressure regulator dirre rences. 
Nozzle plugging and wear. 

Sprinkler overlap non-uni rOn11ity between Wind. 
I'1djacenl sprinklers. System travel speed va riations. 

Elevation of sprinkle r (spray head). 
~rop interference. 
Worn spray plates. 
Spaci ng. 

Edge eITects. Wind direction changes. 
Soi l texture. 
Distance fro m pivot point. 
~urrace condi tions (surface ponding, 
residucs). 
Nozzle ang le changes due to tODOgraDhy. 

Radia l arc e ffects. Activation of cnd guns and corner SW1l1g 
hlleral sections or lOwers without proper 
onlrol of now rates along the pivot length . 

System now variation. Engine performance. 
Pump response to different pressure 
equirements. 

Pressure variations rrom the source. 

Si nce the non-uni formity of irrigation wa ter results in areas of over and under irrigation, the 

rela tionship between DU and AE needs 10 be understood. 

2.3.2 Relationship between distribution unifonnity and application efliciency 

The re lationship between distribution uniformity and application e ffi c iency is best 

summarised using an example. Figure 2.2 illustratcs an example of DU and AE for surface 

irrigation and sprinkler irrigation. For the calcula tion of DU and AE ill Figure 2.2, the authors 

defined AE and DU as follows: 

AE = 
water ava ilab le for use by crop x 100% 

(2.14) 
watcr delivered to fi e ld 

DU = 100[1-%'J (2. 15) 
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where y is the average absolule numerical devia tion in depth of water stored [l11m] from 

ave rage depth of water stored, d [mm] , during the irrigation event (Rogers et al. , 1997). 

AE ~ 100% 

A 

~------~ 
AE " 100% OU " 10% 

o 

~ 
~ 1 ________________ ~ 

AE · 100% 

G 
LECEtlO: 

OU - 1S% 

SURfACE IRRlCATlQ II 

AE " 80% DU O' 8S% 

B 

AE " 8S% OU " 15% 

E 
S PRlIIKLER IRRlGATIOII 

AE O' 90% OU O' 8S% 

H 

[ nnm:J 
AE " 60% DU " 90% 

c 

~ , ' 

~ 
AE - lS% DU " 80% 

F 

AE" 60% DU " 9S% 

.. Growing crop, ~ari~ble 
height due to o~er · o. 
under. lrrigation 

Depth of w ater infiltrated inlo 
floil profile 

~----- 1 

I I Depth of floil deficit (.~.ilable fllor age) 
~ _____ J prior to Irrigation 

Fi gure 2.2 Effect of AE and DU on crop production assuming no runoff (after Hansen, 1960, 

cited by Rogers et al., 1997). 

Examples A, Band C in Figure 2.2 show the effect of increasing depth of applicat ion on crop 

production, AE and DU where the heaviest app lication occurs a t the head of the fu rrow. The 

dashed rectangle shows the soi l moisture de fi cit prior to the irrigation event. In example A it 

can be seen that th ere is no deep percolation so the AE is 100%. However, the amount o f 

wa tcr that infiltrates dccreases as the now of water moves down the furrow such that the DU 

is 80%. The effect on the crop production of the non-uniform application can be seen. 

Examples Band C show the eITect of inc reas ing the wate r supply to produce a marc uniform 

application of infiltra ted water. It can be seen that as the DU incrcases the AE decreases and 

that a small change in DU can result in a large change in AE. Examples D, E and F are for a 

fi eld with blocked-end or dyke surface irrigation. Again the same principles apply (Rogers el 

01., 1997). 

21 



Examples G , H and 1 arc for a sprinkler irrigation system where the distribution pattern 

results in nOIl-uniform app lication of waler. Here again il can be seen th<.lt as the DU 

increases the AE decreases. Figure 2.2 also illustrates tha t the gain in uniformity can be at the 

expense o f vas t amounts of water. Therefore, a compromise between uniformity and 

effIciency necds to bc reached (Rogers ellll., 1997). 

2.3.3 Components of global distribution uniformity 

The COlllmon prac tice is to focus the uniformity studies on particular components that cause 

non-uniformity. Examples of components of uniformity and the fac lors causing nOI1-

uniform ity are shown in Tables 2. 1 to 2.4. For example, soil infi ltrat ion depth variation and 

advance and recession curves have been studied for surface irriga tion. Catch-can tests to 

detc rmine s prinkler spray patterns have been investigated. However, as far as the crop is 

concerned , it is the field-wide uniformity of the distribution of cqual amounts ofwaler 10 the 

crops thal is important. Although it is impractical 10 mcasure field-wide uniformity of 

distribution, it is feas ible to study the uniformity of individual components of the systcm. 

However, the components must be investigated in sll ch a manner that an accu rate estimate of 

the global distribution uniformity can be determined (Burt et al. , 1997). 

At present , the only theoretically defensible method of combining componen t uniformities is 

through proper stat ist ical methods. The lack of a statistica l bas is fo r the Christiansen 

Uni foll11 ity Coefficient, CU, prec ludes the combining of sprink ler overlap with some 

desc ription of pressure uniformity in the latera l (Burt et al., 1997). 

Techniques for combin ing component DU will be di sc lI ssed in the nex t section. 

2.3.4 Estimation of global irriga tion distribution uniformity 

The estimat ion of a g lobal va lue for distribution uniform ity is difficul t and often impractical 

to determine on a field scale (BUr! et al., 1997). Thus methods of determining this global 

value from the components that cause non-uniformity (deta il ed in Tables 2.1 to 2.4) arc 

briefly discussed in the next section. The fu ll details of the tncthods are beyond the scope of 

this review. 
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• Combination of uniformity components. 

Various methods exist for combining uniformity components. These include multiplicative 

and additivc tcchniqucs (Clcmmcns and Solomon, 1997). Traditionally the individual 

component distribution uniformi ties have been combined through mu ltipl ication (Burt et al., 

1992, ci ted by Clellll11CnS and Solomon, 1997) as follows: 

where a 

1,2 

(2. 16) 

subscri pt that denotes the relevan t frac tion of the population, 

subscri pt that denotes the individua l DU components 1 and 2 

respectively, 

DUao combined DU. 

Equation 2.10 can be expanded to include as many terms as desired on the right-hand s ide. If 

all the different components are included, then DUao is an estimation of the overall or g lobal 

distribu tion uniformity. An example of this approach is thc cmission uniformi ty (EU) for 

micro-irrigation given by Karmeli and Kelle r (1974; cited by Clelllmens and Solomon, 

1997): 

where CV., = 

n = 

Q" = 

Qavg = 

EU = ( 1 - 127 ~1 )( ~'J X 100% 

manufacturers' coefficient of variation for emitlers, 

number of cm itters per plan t, 

average low-quarter emitter discharge [lIh] and 

(2.17) 

overall average of emi tter discharges [l/h] ass llming the same pressure­

discharge relationsh ip for all emitters. 

In Equat ion 2. 17 the fi rst term on the righ t-hand side accoun ts for emi tter variation and the 

second accoun ts for system pressure variation. 

The advantage of this approach is the si mplicity of calcu lation. However, low-quarter 

averages do not always combine in predictable ways, and the proper method of combination 
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does not always follow the simpl ici ty of the above equations (Clcmmens and Solomon, 

1997). Clen1mens and Solomon (1997) believe that a Illore statis tically based approach 

produces answers that are more consistent and defensib le. 

• Stati stica l expressions of uniformity. 

An alternative method to express uniformity of irrigation is to perform a stati sti ca l analys is 

on the depths in the distribution. A standard stat istical measure, the coeffic ien t of varia tion 

(CV) can be used to evalua te uniformity. The ratio for CV is g iven by: 

cv ~ standard deviation ofacculllulated water depths (weighted by area) 

mean watcr depth 
(2.18) 

The type of sta ti sti cal distribution, indicated by the shape, detemlines the relationship 

between CV and other uniformity crite ria, DUlq say. If the distribution pattern is known or can 

be estimated, then the DU can be determined from: 

SDU, ~ 1 - K, CV (2.19) 

where SOU = statistically derived estimate for DU, 

a 

K, 

subscript to denote fraction of area hav ing smallest depths, 

parameter related both to distribution type and area fraction , 

= 1.27 for a normal dist ribution for the low-quarter average (Bur! et al., 

1997; Clemmens and Solol11on, 1997). 

The statis tica l distribu tion un iformity for several combined components, SDUao, is g iven by: 

SDU ,o ~ 1 - 1 - K,o CVo (2.20) 

where 0 subscript denoting global uniformity, 

m, S mean and standard deviation, respec ti vely (Clelnmells and Solomon, 

1997). 
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Thc approach that is followed is by expressing the right-hand side in tcrms of its component 

parts: 

SDU,. = I - Ko<) f[(K", 111 " s,),(K",Il1" S,), ... ) (2.21) 

whcrc 1,2 = subscripts that denote components I and 2, and so on (Clemmens and 

Solomoll, 1997). 

The concept of DU is the same for all irrigation methods. However, the spatial distribution of 

non-unifonnity wi ll be different for each mcthod (Clcml11cns and Solomon, 1997). Thus, the 

Ka factor will have to be estimated for each irrigation sys tcm. For a normal distribution K1q = 

1.27, for a uniform distribution K1q = 1.30 and for a parabolic distribution K1q = 1.68 

(Solomon, 1983, cited by Clemmens and Solomon, 1997). Studies conducted by Clcmlllcns 

and Solomon (1997) showed that componcnt K1q values vary between 1.0 and 1.5. For 

pressure differences along a lateral linc, the distribution is positivcly skcwed and K1q is in the 

range 1. 1 - 1.2, whereas the opportunity time distributions in surface irrigation arc negatively 

skewed wi th K1q va lues often above lA. Thus, the selcction of the proper valuc for K1q will 

affect the final estimate of DUa. If Ka is correctly chosen to match the shape of the 

distribut ion pattern, then SDUa is equal to DUa. 

Merrial11 ( 1999) qucstioncd using a stati sti cal approach whcrc there is a dominant aspect such 

as ca tch-can patterns or the use o f a single furrow. These arc then lIsed to estimate the mean 

value whcre the mean may not be known, and from which the deviations are taken caused by 

thc other componcnts IQ find the correct low quarter ave rage in an unspecified global area. 

• Errors in distribution uniformity est imat ion 

Errors can result when trying to cstimate g lobal distribu tion unifonllitics from component DU 

due to: 

o not including al\ components that effect g loba l DU, 

o errors associated with the measurement of various components, and 

o errors in the application of the equa tions used to combine thcse components 

(Clel11mens and Solomon, 1997). 
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2.3.5 Aherna ti vc mcthods for distribution uniformity cstimation 

An alternativc mcthod to determinc DU for an irriga tion systcm is thc s liding window 

approach (Zoldoske and Solomon, 1988; Zoldoske el al., 1994). The data are collected in a 

grid pattcrn to represen t the d istribution of application depths. The s liding window mcthod 

consists of moving a window over these data . Typica ll y the window size is 2, 5 or 10% of the 

are~l and can he square or rectangular in shape. The data that fall inside this window arc 

ave raged and the resu lt stored. The window is syslCl11atieally moved over the entire data se t 

and the ave rage ealeulatcd for cach new window position. Ancr the whole data sct has been 

evalua tcd, the result s arc sorted and the minimum average is found. Thi s is divided by the 

mean of the who lc data set and multiplied by 100 to be expressed as a perecntage. For a 

window s ize, as denoted by the subscript a, this can be exprcssed mathcmatica lly by: 

DU , 
M 

lOO­
M 

low critical window value 
100 -----:---­

mean value 
(2.22) 

This mcasurc for DU addresses the size and magnitude of the critical area. Since the window 

size can be con fi gured to any size, a sensitivity analysis of the problem area can be 

dctcrm incd (Zoldoskc and Solomon, 1988). 

Another mcthod to cstimatc the uniformity o f an irrigat ion system involves the fitti ng of 

probability d istribu tion fun ctions to measured depth data . Di stribution func tions that have 

becn invcstigated arc the normal, lognormal, uniform, bcta, gamma and specialised power 

function s (Warrick, 1983; Warrick er al., 1989; Clcmmcns, 199 1; Heennann et aI., 1992). In 

these investiga tions the mean, standard deviation and coefficient of variation (CV) are used 

as input values for the distri but ion functions. These distribution functions can also be lIsed to 

detennine app lication efficiency and the area of the fi e ld adequate ly irriga tcd. 

Heermann et al. ( 1992) found that the normal di stribution could be used to es timate 

unifornlity undcr a centre pivot system wi th vary ing sprinkler patterns and wind conditions. 

However, they caution against the use of the normal di stribution when the CV is greater than 

0.5. In these circumstances a truncated normal di stribution may have to bc used. A truncated 

distribut ion is used whcn the theoretica l di stribution results in negative infiltration or 

app lica tion dcpths. The theoretical di stribu tion is then truncated to exclude these negat ive 
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values (Jaynes, 1991 ). Warrick et 01. (1989) found that the specialised power function could 

be used to estimate uniformity for furrow irrigation sys tems and that the nonnal distribution 

function could bc uscd for sprinkler irrigation systems. 

The use of theoretical distribution functions to rcpresent thc uniformity of irrigation walcr 

application may provide a better estimation of performancc parametcrs than using just thc 

measured data. The methods are relatively simple to use as they involve solving algcbraic 

cquat ions, except in the case of the normal and lognormal distribution where probabilitics 

have 10 be determined. However, it is nOI guaranteed that a Iheoretical distribution function 

will fit the measured data (Warrick et 01.,1989). 

2.4 A Yield Model that Incorporates Irrigation Uniformity inlO Yield Predictions 

A yie ld model proposed by de Juan et al. (1996) incorporates the uniformity of irrigation in 

the ca lculation of the gross amount of water that needs to be applied and the potential yield 

reduction due to the non-uniformity. In the method lIsed by de Juan et 01. (1996), a normal 

distribution is used to characterise the distribution of applied wa ter depths. It has been found 

that the normal dist ribut ion can be used to describe the app lication of sprinkler and centre 

pivot irrigation systems (Warriek el al., 1989; I-Ieermann el al., 1992; de Juan el al., 1996). 

The applied depth pro ril e, indicated in Figure 2.3, is the distribution obtained at the soil 

surface after evaporation losses have been taken into consideration. In Figure 2.3, drcq , dm and 

ddef are the required , mcan and deficit depths respectively. The deficit dcpth is the area of the 

field that is under-irrigated. AD is the adequacy of the irrigation, i.e. the portion or the field 

that receives the required depth. This is assllmed to be the so il wa ter defic it or crop water 

needs. The gross amount of irrigation water appl ied is dgross = dnJ( 1-% spray losses). The 

appl ication efficiency (AE) of the system is the depth of water that contributes to the target 

(drcq) divided by the mean depth applied (dm). Here the target is the root zone storage. 
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Figure 2.3 A normal distribution for applied irrigation depths with a certain coefficien t of 

uniformi ty (CU) va lue (afier de Juan el a/., 1996). 

For a normal distribution, the coefficient of uni formit y (CU) and the low.quarter distribution 

uniformity (DUlq) arc related to the coefficient ofvariatiol1 (CV), and to each other, by the 

following relationships (Warrick et al., 1989): 

CU ~ 100 - 0.798 CV, where CV [%] 

100 - 1.27 CV 

1.59ISCU - 59. 15 

(2.23) 

(2.24) 

(2.25) 

To calculate the potential reduction in yield, the defici t coefficient is used as a measure of the 

effect of llle non·uniform appl ication of water. T he deficit coefficient (Cd) is given by (de 

Juan el al., 1996): 

Cd ~ 

The relative yield (y/Ym) is given by (de Juan el al., 1996): 

I - y/ ~ k , Cd( l -p) 
/Ym 
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where y, Ym arc the actual and maximum yields [kg], 

ky is a yield response factor, which can be determined using values for crops reponed 

by Doorenbos and Kassam (1979), and 

p is the proportion o f the water balance that represents cont ri but ions from sources 

other than irrigation during the irrigation season. 

The water balance for thc maximum evapotranspiralion (ETrn) [mm] is given by (de Juan el 

al., 1996): 

W j - Wr + Pcrr + GW + IRRgross - RO - DIl - Elasses (2.28) 

where W j , Wrare the ini ti al and final soil wa ter content in the roo l zone [mill], 

Perr is the effective rainfall [mm], 

GW is the contrib lJtion from the grounci water [mm], 

lRRgross is the gross amount of wa ter supplied [mmJ, 

RO, DP and EJasscs arc the runoff, deep percolation and evaporation and spray losses 

[mm], respectively. 

Therefore, I' can be given by (de Juan et al., 1996): 

p (2.29) 

The required depth , dn::Q [mm], is rep resented by the fo llowing re lationship (de Juan el aI. , 

1996): 

drcq (2.30) 

where a is a number in the range [-3,3] and cr is the standard deviation o f the applied depths. 

The range for a is chosen such that the va lue of d,cq is part of the distribution with a 99.9% 

certain ty for a normal distribution. The va lue chosen for a will determine the adequacy of the 

system. In the same way, a va lue for a can be calculated from a desired adequacy. The values 

of a are the values of the standard normal cUlllu lative distribution, i.e . with zero mean and a 

standard deviation of t. Therefore, for a given probability (adequacy) the va lues of a. can be 

detcrmined. 
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Rearranging the above equation for d rcq , the ra tio of required depth to mean depth can be 

represented by (de Juan el al., 1996): 

+ a al 
I d", 

1 + a CV 

(2.3 1 ) 

(2.32) 

The remai ning coe ffi cient , Cd, is determined as foll ows. The defic it depth. dder. is the area 

indicated in Figure 2.3. This is the difference in area between the rectangle, drcq (I-A D). and 

dU_A!). whieh is the area under the normal dist ribution curve over the distance (I-A D). Thus, 

dder, Cd and AE can be calculated by (refer to Figure 2.3) (de Juan et aI., 1996; 

i-I eermann et aI., 1992 ): 

:. Cd = 

:. A E = 

= 

d"" 
d {I.AD) + d req ' AD 

d m 

-1&0.°'°' + d m ·( I -AD)+d"" ·AD 

d m 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

These equations provide the framework for determining the e ffect of irrigation uniformity on 

potential yield . T he steps in dctcrm ining the potential reduction in yield are (de Juan et al. , 

1996): 

I. An es timate is made for ET m. 
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2. Thc contribu tion to thc watcr balance or the crop other than from irrigation IS 

determined. Hence, p can be calculated. 

3. The total irriga tion depth ror the season is calculated rrom: 

d~q ET", -(Wi - Wr + P,n+ GW) (2.38) 

4. The value of ky is determined from tables for the crop concemed. 

5. The maxim um yield (Ym) is determined frol11 tab les or local knowledge. 

6. A va lue f'or CU is fixed for the irrigati on systelll. The CV and D Ulq can be determined 

frol11 the relationships stated ca rl ier. Now, either AD or a can be selec ted and the onc 

that is not fi xed can be calculatcd orr the other. Since CV and a are known. the rat io 

ofdrcq/dm can be ca lculated and hence the dm that needs to be appl ied. Next Cd and AE 

arc calcu lated. 

7. Finally, the relative yield (y/Ym) and hence y can be ca lculated. 

An example for a maize crop, given by de Juan et al. ( 1996), with ETm = 88 1. 1 111111 , P = 

266.8/881. 1, CU ~ 85%, ky ~ 1.25 and Ym ~ 15000 kg.ha' is shown in Table 2.5. In this 

example, the DU1q = 0.761. In the scenario where the ave rage depth applied is equal to the 

required depth the adequacy is 50%, which means that ha lf the field is under- irriga ted and 

ha lf the fi eld is over-irrigated. Under these conditions the application efficiency is 92.5% (this 

excludes spray and evaporation losses) and the reduc tion in y ield is calculated at 6.54%. If the 

adequacy is decreased to say 23% then the mean depth that is app lied is less than ET m for the 

season. Here, the appl ication cfficiency increases to 97.5%, but the yield is reduced by 

12.55%. Thus, for an increase in effic iency of 5%, a reduction in y ield of an extra 6% is seen. 

If the adeq uacy is increased, (Q 84% say, a greater amount of wa ter needs t0 be applied. In thi s 

case 23% extra water has to be applied during the season. T he application effi ciency drops to 

79.7%, but the potential y ield is only reduced by 1.7%. The required degree of adequacy will 

determine the total amount of water that needs to be supplied to the irrigation field. A 

comprom ise will have to be reached between increased effic iency and the reduction in yields. 

In this paper by de Juan et al. (1996), they use an optimisation program to determine the 

optimum cost effic iency depending on the cost of wate r and other production costs. 
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Table 2.5 Examplc calculation for thc rcduction in maizc yicld for an irrigat ion systcm with a 

CU ~ 85% (allcr de Juan et aI., 1996). 

AD drcq/dm dnl drt-q dm Cd AE y/YIll Y 
111 m % % kg.ha-I 

0.00 1.56 0.64 393 0.36 100.0 68.56 10284 
0.04 1.33 0.75 462 0.25 99.7 78.22 11 733 

0.23 1.14 0.88 539 0.14 97.5 87.45 131 17 

0.40 1.05 0.95 586 0. 10 94.6 91.58 13737 

0.50 1.00 1.00 614 0.07 92.5 93.46 14020 

0.60 0.95 1.05 645 0.06 89.9 95.10 14265 

0.69 0.91 1.10 677 0.04 86.9 96.40 14461 

0.84 0.81 1.23 756 0.02 79.7 98.30 14746 
0.93 0.73 1.37 842 0.0 1 72.3 99.25 14887 

1.00 0.48 2.08 1280 0.00 47.9 100.00 15000 

This mcthod allows the mcan depth of applicatio ll to be detcrmincd fo r any CU. DUlq or CV 

value. Thus, the relativc effect of irrigation nOIl-uniformity on yield and irrigation water 

requirement can be estimated. 

The effect of DUlq and AD on dn/drcq, AE and y/Ym is shown in Tablc 2.6 10 Tablc 2.8, 

respectively. The same inputs for ET rn, p and Y ma~ as used in the previous example arc used 

herc. A normal distribution is assumed. The tables can be lI sed to determine what the ra tio of 

dnldrcq, application crficicncy and relat ivc yield for a given level of adequacy and DUlq. 

Table 2.6 drn/drcq for di ffercJ1l DU1q and AD values. 

dnl drcq 
DUI, 

AD 0.5 0.6 0.7 0.75 0.8 0.875 0.9 0.95 

0.001 0.451 0.507 0.578 0.622 0.673 0.767 0.804 0.892-

0. 125 0.688 0.734 0.786 0.815 0.847 0.898 0.9 17 0.957 

0.250 0.790 0.825 0.863 0.883 0.904 0.938 0.950 0.974 

0.375 0.889 0.909 0.930 - 0.94 1 0.952 0.970 0.976 0.988 

0.500 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

0.625 1. 143 1.11 2 1.081 1.067 1.053 1.032 1.026 1.013 

0.750 1.362 1.270 1.190 1. 153 1.119 1.071 1.056 1.027 

0.875 1.828 1.568 1.373 1.293 1.221 1.128 1.100 1.047 

0.950 2.837 2.075 1.635 1.479 1.350 1.193 1.149 1.069 

0.999 3.703 2.553 1.948 1.437 1.322 1.139 
_L 

32 



For example, for an adequacy of 75% and a DUlq of 75%, the ratio dn/ dr«l would be 1.153, 

and the application efficiency and relative yie ld wou ld be 83.8% and 97.0%, respectively. 

Table 2.7. Application efficiency for different DU lq and AD values. 
-

Application Efficiency [%] 
- -

DUlq 
AD 0.5 0.6 0.7 0.75 0.8 0.875 0.9 0.95 

0 .125- I- 97.6 98.0 98.5 - 98.8 99.0 ~9.4 99.5 99.g 

0.250 94. 1 95.3 96.5 97.1 97.7 98.5 98.8 99.4 
-

0.375 89.8 9 1.8 93.9 94.9 95.9 97.4 98 .0 99.0 

0.500 84.3 87.4 90.6 92. 1 93.7 96 .1 96.9 98.4 
- 0.625 77.2 81.8 86.3 88.6 90.9 94.3 95 .4 97.7 

-

96:S 0.750 67.6 74.1 80.5 83.8 87.0 91.9 93.5 

0.875 52.3 61.8 71.4 76. 1 80.9 88.1 90.5 95.2 

0.950 34.4 47.5 60.7 67.2 - - 73.8 83.6 - - 86.9 93.4 
- 0.999 

-

2.7 27.0 39.2 51.3 69.6 75.7 87.8 
-

Table 2.8 Relative yield for different DU 1q and AD values. 
Relative Yield (y/Ym) [%] 1 

DUlq 
AD 0.5 0.6 0.7 0.75 0.8 0.875 0.9 0.95 

0. 125 - - 71.4 75.6 80.4 83.0 85.9 90.7 92 .4 96.0 

0.250 77.7 8 1.4 85.4 87.5 89.8 93.4 94.6 97.2 
0 .375- I- 82 .4 85.6 88.9 90.7 92.4 95.2 96. 1 98.0 

0.500 86.3 89.0 9 1.8 93.2 94.5 96.6 97.3 98 .6 

0.625 89.8 92. 1 94.2 95.2 96.2 97.7 98.2 99.1 

0 .750 93.0 94.8 96.3 97.0 97.7 98.6 98.9 99.5 

0.875 96. 1 97.3 98.2 98.6 99.0 99.4 99.5 99.8 
-

0.950 98.0 98.8 99.3 99.5 99.6 99.8 99.8 99.9 

0.999 100.0 99.7 100.0 100.0 100.0 100.0 100.0 100.0 

The abovc mcthod can also be appl ied to other distribution types. The specialised power 

function can be used to describe the water distribution of furrow and basin irrigation systems 

(Warrick, 1983). The distribution can be described by the fo llowing re lationshi p: 

d - d 
= U = ADb 

lid 
(2.39) 
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where du, dl are the upper and lower depths in the di stribution, 

d is the dcpth at an adequacy AD and 6d 0= du - dl. 

The mean, variance, coefficient of var iation (CV), coefficient of uniformity (CU) and DUlq 

can be calculated from the above equation and arc givcn by (Warrick, 1983): 

d ",can ~ do -~% + I (2.40) 

, ~d ' b ' 
(2.41 ) er ~ 

(1+ 2b)(b + I) ' 

CV 
b~d 

(2.42) ~ 

d m"" (b + I)(1 + 2b)05 

CU [ 2(1 + 2b) OS] CV « I + 2bros (2.43) ~ 1- CV 
(b + 1 l"~H ' 

DU " ~ 1- (3/b)(1-0.75 ')( 1 + 2b)" CV, CV « 1+ 2bros (2.44) 

For a given b, CV, AD and required depth (drcq), the upper and lower depths of the 

distribution can be solved for usi ng the rollowing equations: 

d re, ~ d o - AD bd o + AD bd, 

c. d , ~ d ", d (I h ) AD b + , - AD b (2.45) 

dmcan 

b6d d _ 6d 
~ ~ 

CV(b+ 1)(1 + 2b) oS ' (b + I) 

d -d bd , - bd , . d ' , .. -
0 

(b + I) CV(b + 1)( 1+ 2b) o.s 
(2.46) 

Substitute (2.45) into (2.46) and so lve for d , : 

-d "q/ AD b(b+CV.JI+2b) 
~ 

CV(I + 2b) oS (b + l-lIAD b) - b/AD b 
(2.47) 
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These equations allow onc to solve for dmcath deficit coefficient (Cd), appl ication efficiency 

(AE), yield and relative yie ld, and system efficiency (SE). The defte it dep th (d" r), Cd, AE and 

SE can be calculated from: 

dder 2::' b d ", ( I -AD)- A,, (d , -x I'.d)dx 

:.d ,M 
(d -d )(I - AD)+ I'.d (I_AD b., ) 

rt.q U (b+ I) 
(2.48) 

Cd 
d dc! (2.49) 
d ,", 

AE 
depth stored d rcq -d dcf 

(2.50) 
avcragedepth applied d rll cUII 

SE AE * (100 - %spray losses) (2.51 ) 

The un iform distribution is a special ised power distribution where b = I.The methods 

described above re ly 0 11 certa in assumptions. These are (de Juan et al., 1996): 

I. The scheduling of the irrigation is correctly managed to preven t runoff and excess 

deep percolation. The deep percolation that occurs will be a result of the non­

uniformity only. 

2. The CV (or DU!q or CU) is cons tant for the irrigation system irrespective of the depth 

app lied. 

3. The actual dis tribution of water can be accurately described by one of the theoretical 

distribution types discussed. 

4. There is no allocation of waler for deep percola tion. 

2.5 Co nclusions 

Dwindling water resources requi re that water use be more efficiently managed. Since irrigated 

agriculture is the largest user of water, it is important that the concepts and principles of 

irrigation performance cri teri a are understood 10 avoid misconceptions and inco lTect policy 

decisions. 
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The first step in determining irrigation performance criteria is the correct categorisation of the 

portions of the water balance. This ensures that accurate cstimates arc made for the 

components of the watcr balance for use in the various performance parameters. However, 

when it comcs to the judgmcntal partitioning of irrigation water, the process can be more 

subjecti ve. What constitutes a reasonable lIse to onc cva luator may not be the same as another 

evaluator. Therefore, a general understanding of what constitutes a reasonable, beneficial, 

unreasonable, or non-beneficial use is needed. 

In the past there have been many different definitions for va rious performance critcria that 

have resulted in an inability to compare systems evaluated at different times and places. This 

has hampered the selection of an optimal irrigation system due to the lack of quantitative 

comparison. By standard ising the dcfinitions and conccpts for irrigation pcrformance cri teria , 

appropriate decisions regarding the design and management of irri gation systems can be 

made. In this way the farmers and policy makers can reach equitable solutions that arc 

practical and agronomically and economically viable. 

An importan t performance measure is thc uniformity of application o f irrigation wate r. The 

uniformity has a direct effect on the yield and efficiency ofa sys tem. To stri ve for high yie lds, 

the application of irriga tion water needs to be uniform across the field. This will reduce the 

areas in the field that are undcr- or over-irrigated. By striving for higher uniformity, the 

amount of water lost to surface runoff and deep percolation will be reduced. This will 

improve the application efficiency of the system. The uniform ity ofa particular system can be 

improved by addressing shortcomi ngs in the components of the system that cause poor 

un iformity. These may be related to the design or operation or tile system. 

The performance of an irrigation systcm needs to be judged in context of the suitability and 

economic viability of the systcms. Physical constraints, such as topography or environmental 

factors, should also be considered when deciding on an optimal irrigation system. The 

decision to improve the efficiency or distribution uniformity of a system has to be made by 

considering the costs and avai lability of water resources and the cos t of improving the system. 

Therefore, it may not be practical or econom ically viable to replace an existing system with a 

system that has a better uniformity of application. For this reason, the relationship between 

the uniformity and the efficiency of the system needs to be determined. Th is is required so 

that an adequate allocation of water is given to the fanner. 
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The d istribution of appl ied depths needs to be accurately estimated. Sincc it may be 

impractica l or uneconomical to determine this 011 a field scale, me thods that have been 

deve loped to est imate the distribu tion need to be understood and evaluated. The current 

practices use the combination of variance method or filling the measured depths to a 

theoretical distribution function. These met hods require an understand ing of statistics and 

distribution theory. Although they can be used to approximate the ac tual distribution, it is not 

guaranteed that a thcorc tieal di stribution wi ll fit the measured data. T hese methods may 

provide re liable answers but they do not describe the location and extent of the 110n­

uniformity effectively. They are also prone to e rrors when all the components that contribute 

to non-uniformi ty arc not inc luded. Further errors can occur due to the compounding effcct of 

measurement errors of the individual compo ncnts, The combination of variance method 

requires assumptions 10 be made about the typc o f distribution that fits the measured data in 

orde r to estimate the K fac tor. Since the mcasured data may no t fi t a distribution lype, using 

th is met hod may be of limited use, 

In this Chapter, the imporlancc of the various critcria was discussed. In particular, the 

dis tribution uniformity plays an important ro le in determining the gross amount of water that 

nccds to be appl ied, Since the distri bution of watcr ac ross a field va ries , a method of 

describing thc spatia l variation is requi red. To assess the spatial variabi li ty of a variable a 

suite of spatial statistical methods ca lled geostatis ties is used, The theory and applica tion of 

geostatisties will be discussed in the next Chapter, 
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3 GEOSTATISTlCS 

Gcostatistics is a set of tools that can be used to describe the spatial continuity of a cont inuous 

random variab le. C lass ica l stati stics does not lake the location of data into consideration. 

Gcostatistics takes advantage of the spatial continuity to make inferences abou t the variab le 

bei ng studied (Joumel and Huijbregts, 1978; Isaaks and Srivastava, 1989; ASCE, 1990a). 

licoslatistics is Cl lIseful tool to give an ailcmalivc description ofspalial data when the limited 

data available cannot be used to describe the va ri able ex plic itl y (ASCE, \ 990a). Gcostatistical 

methods ha ve been app lied in many areas sllch as mining resource estimation (Jollrnel and 

I-Iuijbrcgts, 1978), groundwatcr depth estimation (ASCE, 1990a) and in estimation in soi l 

science (Goovacrts, 1999). Fonteh and Pod more ( 1994) used geosta ti stics to characteri se the 

spa tial variabil ity of infiltration in furrow irrigation and 10 investigate the effect oflhc spatial 

variabi lity on the perfonllance crite ri a of an irrigation event. 

The theory of geosta ti stics is a vast and sometimes complica ted subject. This chapter will 

focus on the theory lIsed to conduct this study. A few bas ic assumptions used in the theory of 

regionalised var iables will be discussed. The method used to d escribe the spatia l behaviour of 

the data and the spa tial prediction techniques will be given. The sampling pattems used for 

spa tial evaluations will be discussed. An example is g iven to illustrate how the spatial 

continuity is described and how predictions a rc madc at unmcasurcd locations. 

3.1 R:.utdom Functions 

A random function Z(x) can be interpreted as the set of random variables Z(xJ) defined on a 

point Xl in tl region D: Z(x) = {Z(XI)' 'ft Xl E D}. T he mndom variab les Z(XI) and Z(x, +h) arc 

correlatcd and th is correlation depends on the separation vcctor It and the nature of thc 

variable bcing cons idered. At any point Xi, thc true measured valuc Z( XI) can be interpreted as 

a particular realisation of the random variable Z(XI)' Therefore, the set of measured values 

{Z(XI), 'ft XI e D} is interpreted as onc particular realisation of the random function {Z(Xj), 'if 

Xi E D } (Jollmcl and lIuijbregts, 1978). 

In geosta ti s ti cs, it is necessary to aSSllme somc form of a stationarity for the regionalised 

variable in order 10 cstimate the mean and covariancc of the population from measured data 
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(ASCE, 1990a). This is to cnsurc that a ll thc mcasured data in the region of intercst are part of 

thc samc population ofthc regionaliscd variable. The various hypotheses of stati onarity are as 

follows: 

• Strict slationarity. A random function is sta tionary when its spatia l law does not change 

under trans lation. For exampl e, two k-componcnt vectoral random variables {Z(xt} , Z( X2), 

... , Z( Xk)} and {Z(X1+h), Z(X2+ h), ... , Z(xk+h)} have the same k-variable law whatever the 

translation vector h (Journcl and I-Iuijbregts, 1978). 

• Slatiollariry of order 2. In gcostatist ics a random fUllction has stationarity of order 2 if: 

a) the mean exists and does not depend on the support point x such that: 

E{Z(x)} = m, 'if x (Journcl and Huijbregts, 1978), thercfore , the mean 

is the same everywhere (ASCE, 1990a); 

b) for each pair o f random va riables {Z(x) ,Z(x+ h)} the covariancc cxis ts anu depends 

only 011 the separation vector h such that: 

C(h) = E{Z(x + h).l(x)} - Ill ' = C(O), V x (Jollrnel and HlIijbregts, 1978). 

• /Jllrillsic hypothesis. A random function is said to be int rinsic when: 

a) the mathematica l cxpectation exists and does no t depend on the support point x such 

that: E{Z(x)} = 111 , V x; 

b) for all vectors It the increment [Z(x+h)-Z(x)] has a finit e var iance that does not depend 

0 11 x: 

Var{Z(x+h)-Z(x)} = E{[Z(x+h)-Z(x)]' } = 2 y(h), 'Ix (Joumcl and Huijbrcgts, 1978). 

That is, the va riance of Z(x+h)-Z(x) is de fined and can be expressed as a unique 

funct ion of the scpara tion vector h (ASCE, 1990a) . 

A variable that has stat ionarity of order 2 also sati sfies the intrinsic hypothesis. However, the 

converse is not true. Assuming the intrinsic hypothesis is useful because it allows the 

stati stical structure of a regional ised variable to be detell11incd w ithout requiring a prior 

est imation of the mean (A SCE, I 990a). This then allows the spatia l continuity of the variable 

to be determined. 
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3.2 Description of Spatia l Continu ity 

A continuous va riable z at n locations Ua is usua lly denoted by z(ua), a = 1,2, ... , n. Spatial 

pattern s arc described using the experimental scmi va riogral11 ,(h) which is a measure of the 

average dissimi larity between data separated by vec tor h. The scmivariogram is calcula ted as 

half the (tve rage squared difference between data pairs separated by h: 

i (h) -
1 N( h ) , 

-- I [ z( lI . ) - z( u . + h)r 
2 N(h) • • , 

(3.1 ) 

where N(h) is the number of data pairs withi n a given class and direction (Goovacrls, 1999). 

Thc spat ial continuity can also bc expressed in tenllS o f the correlation function p(h) or the 

covariancc func tion C(h): 

C( h) -
I N( h ) 

~'--:- I [z(u u + h)- m][ z( uu) - 111] 
N(h)- l u. ' 

p( h) ~ 
C(h) 
(7' 

where 0
2 is the sample variance and 111 is the sample mean (A SCE, I 990b). 

(3.2) 

(3.3) 

In geostati sti cal modelling, usually the semi variogram is used to describe spatial continui ty. 

For this discussion of the var iogram, the point vcctor x, is replaced by a point x, and the 

separat ion vector h is replaced by the magnitude h. The continuity and regu larity of a random 

function and of the regionalised variables, z(x), that it represen ts, are related to the behaviour 

of the sem ivar iogram near the origin. There are fOllr main types of behaviour at the origin and 

arc shown in Figure 3. 1. In order of decreasing regularity they arc (Joumel and Huijbregts, 

1978): 

a) Parabolic: y (h) - Alhl2 when h-)oO, whcrc A is a cons tant. y(h) is twice differentiable at 

the origi n and the random function itself is differentiable. This type of behaviour is 

characte ri stic of high spatial continuity. 
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b) Lincar: y (h) - Alhl whcn h--)oO. y (h) is not diffcrellliable at the origin, but it remainS 

continuous at h=O and therefore, for all Ihl. The random functi on Z(x) IS mean square 

conti nuous (Iim E{[Z(x+h)-Z(x)12 } ~O, when h-->O), but not dilTercntiable. 

c) Discontinuity at the orig in : y( h) does not tend towards 0 as h-40. However, by definition 

y(O)=O. Thc random function is no longer mean square continuous. I-lence, the variability 

between two close values z(x+h) and z(x) can bc high and it can incrcase as the size of 

discontinuity increases at the origin. The discontinuity at the origm IS referred to as the 

nugget cffect and can be due to measurement errors and microMvariability of the variable 

at small separation distances. At distances h>O, the va ri abi lity is onen 1110re continuous 

due to the continuity of y(h) for h>O. 

d) Pure nugget effccl. This is when y (h) appears simply as a discontinuity at the origin 

where y(O)=O and y (h)=Co. The value of Co is the s ill. The pure nugget effect represents 

a total lack of correlation . 

1f Co 

h o h o h 
----'-----,-,. 

o h 
(a) -,,,-(b-'-.) _ _ __ --' (e) ____ ---'''-( d-,-) ____ ----' 

Figure 3. 1 Behaviour near the origin of the va riogram. (a) Parabolic, (b) linear, (c) nugget 

effect, and (d) pure nugget effect (afier Joumel and Huijbregts, 1978). 

Some commol1 variogram models are: 

a) Spherical mode l. This is one of the Illost C0l11111011 models used and its standardised 

equation is: 

{ 
h s( h)' 1. 5- - O. - . 

r(h) ~ a a " fh 5 a 
I, otherwise 

(3.4) 

where a is the rangc. The spherical model has a linear behaviour near the orig in and reaches 

its silt value at a ( Isaaks and Srivastava, 1989). 

41 



b) Exponen tial model. This is another comlllonly used modcl whose standardised equation 

IS : 

(3.5) 

This model reaches it s sill val ue asymptoti ca ll y and the practica l range is assumcd to be the 

dis lance where the variogram value is 95% of its si ll. It loo has a linear behaviour near the 

origin, but ri ses morc stccply than the sphcricalmodc l ( Isaaks and Srivas lava, 1989). 

c) Gauss ian model. T his model is usually uscd to rcprcscnt highly conti nuous phe nomena . 

It s standardiscd equa tion is: 

r (h) ~ 1 - exp( -3( :) ') (3.6) 

The Gall~sian lIlull!.!! also reaches it sill asympto ti ca lly and the range is taken as the d istance 

whcre the va riogram equals 95% of the sill va lue. These three models 3re shown in Figure 

3.2. 

Q) 
(J 
c 

'" 'C 

'" ,~ 
E 
Q) 

en 

r Sill 1 
" ' 

Range 

h 

[:- Exp --Gau ...... Sph 1 
Figure 3.2 The thrce most common ly used variograms: the Gaussian (Gau), spherical (Sph) 

and exponenti al (Exp) models shown with the same range and s ill (after Isaaks and Sri vastava, 

1989), 
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Geosta tistical modelling is often started with an omni-directional variogram, which is based 

on the magnitude of the separat ion vector h and no t the direction. This provides an in itial 

representation o f the spati al structure. The omn i-directional variogram does no t imply that the 

spatial structu re is the same in all directions. A well-behaved omni-directional variogram Illay 

suggest well-behaved direc tional variograms. In many data sets the data is Illore continuolls in 

certa in dircctions than in others. These directional variograms fall a long anisotropic axes. 

T here are va riolls methods to determine the axes of max imal and minimal continuity (Isaaks 

and Srivastava, 1989). 

Once the va riogram has been determined, spa ti al interpolation can be done lIsi ng the 

measured data avai lable. 

3.3 Spatial Prediction 

Gcoslati slics uscs a sc t of prcdiction mcthods that are g iven the namc krig ing. Kriging is a 

local est imation technique that provides the best linear unbiased es timate (B LU E) or the 

unknown characteristi c being studied (Joumel and Huijb regts, 1978). 

Let Z(x) be a random runction which is deri ned on a point support and is second order 

stationary with : expectation, E{Z(x)} = Ill, a constant III which is gencra ll y unknown; cent red 

covariancc, E{Z(x+h)Z(x)) - Ill' ~ CCh); and variogram E{[Z(x+ h)-Z(x)]') ~ 2y(h). Either of 

thcse two second-order moments is assumed known. When only the variogram is known the 

random function Z(x) is intrinsic only (Joumel and I-I uijbrcgts, 1978). 

The linear estimator Z"'K is a linear combination of n data va lues sllch that: 

z· 
K (3.7) .. , 

The n weights Aa are calculated to ensure that the estimator is unbiased and that the est imat ion 

var iance is a minimum . To ensure the unbiascdncss of the estimator the Slim of the weights Aa 

are set equal to I. This is to obtain a zcro crror expectation, i.c. E {[Zv - Z· K] } = 0 (Journcl 

and Huijbregts, 1978). 
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The estimation variance is given by: 

E{[Zv- Z~l'} = C(V,V) 2LAu C(V,v. ) + LL 'VpC(va,v p) (3.8) 
u a p 

where C(V, v q) is the mean value of the co variance func tion C(h) when the two extremities 

of vector h indepcndcllIly describe the domains or V and Vu. rcspcc..: li vcly (Journel and 

1-1 uijb rcgts, 1978). 

The 'krigi ng systcm' is obtained by setting thc n partial deriva ti ves of: 

o[ E { [Z v -Z ~ 1 2 }- 21/~Aa] 
oAa 

(3.9) 

to zero. Where p is a Lagrange Multiplier to make thc constrained linear sys tem 

unconstrained. This results in the krig ing system : 

• 
L lpC(v u ,vp)-1' = C(v u ,V), p., 

The minimum estimat ion variance is given by: 

'Va - 1 to n 

" a; = E{[Z v -z~l'l = C(V, V) + 1' - L AaC(v., V) 
a" 

(3. 10) 

(3.11) 

Whcn the random function is intrinsic only, the covariance function C can be replaced by thc 

scmi variogram function y (Journel and Huijbrcgts, 1978). 

To ensure that the kriging system produces onc and only one solution, the covariance function 

C(h) needs to be positive definitc. The positivc defin ite character of C(h) has the following 

propertics (Journel and Huijbregts, 1978): 

a) C(O) = Var {Z(x)} ~ 0, an a priori variance must be greater or equal to zero, 

b) C(h) = C(-h) , the eovariance is an even fun ction, 

c) lC(h)1 #C(O), Schwarz's inequality. 
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A way to cnsure positive definitcncss is 10 modcl thc variogram using runctions that arc 

known 10 bc positive dcfinitc. The Gallssian, spherical and exponcntial models already 

discusscd are cxample or positive definite runctions (I saaks and Srivastava, 1989). Also, 

models in Ihlo, wilh Se]O,2[, and the logarithmic model are runher cxamples. Thcse last two 

models do not rcach a s ill va lue and the random runclion is intrinsic only and has nei ther an (I 

priori variance nor covariance (Joumel and I-Iuijbregts, 1978). 

A linear combinat ion or positive definite runctions with positive cocrficients is also posi ti ve 

definite. There rorc, nested models comprisi ng or a linear combination arc ofien used to 

describe the shape or the variogram. However, ronning complex nested models do not usually 

resu lt in morc aecura le estimates than using s impler models. For example, ir an cxponential 

model fits the variogram as well as two ncsted spherical modelS, then using the principle or 

parsi mony. the cx.ponential model should be used (Isaaks and Srivastava, 1989). 

Once the ncstcd model has been choscn, the dctermination or the coerficients and range 

parameters is an exercise in model fittin g. Orlen the method or weighted least sq uares (WLS) 

is used to fi t the variogram model. The wcights arc cither chosen to be proportional to NI or 

(y(hi)r2N" where Ni is the number or data pairs in interval, i, and y(hi) is the variogram model 

value at the average interva l, i, distancc hi (Pcbcsma and Wcsscling, 1998). 

3.4 Spat ial Sampling Patt erns 

Thc co llec tion or data ror spatial analys is ovcr a domain or intcrest, D, is cos tl y and timc 

consuming. For this reason an optimal sampling design strategy needs to be decided on to 

reach somc optimali ty cri terion (Cressie, 1991). There ttre vttrioll" "ampling plans to select, n 

sites wi thin a region, D. The most commonly uscd are the; simple random sampling, strat ified 

random sampling, cluster random sampling, regular (or systcmatic) random sampling, and 

rcgular non-random sampling (Cress ie, 1991). 

• In simple random sampling, the si tes are chosen independently, each with a uniform 

dislribut ion over the reg ion, D (Cressie, 199 1; Brus and de Gruij tcr, 1997). 

• In stratified random sampling, the region, D, is divided into non-overlapping strata. [n 

eaeh stratum a s imple random sample is chosen (Crcssie, 1991; Brus and de Gruijter, 

1997). 
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• In systematic random sampling, an initial site is chosen at random and the remaining 

(n - I) sites are specified so that all n sample sites follow some regular pattern. If thc 

initial s ite is not choscn at random, then the resulting sampling plan is called 

detcnllinis ti c or regu lar. The most common regular plans are the equilateral triangula r 

g rid , the rectangular or square grid, and the hexagonal grid (Crcssic, 1991). 

• Cluster random sampli ng consists of the random selection of groups of s ites. These 

sites are spatially "close" within the groups. This sampl ing plan has not received much 

aHention, as it is often poorly adapted (Cressie, 1991). 

Cressie (1991) gives the fo llowing discussion on the companson of the differe lll types of 

sampling plans. The easier implcmentation of regular random sampl ing is an advantage over 

simple or stratified random sampling. It also provides a means of determining va riograms for 

diffe rent di rectional classcs. The equila teral triangular grid provides three basic di rections 

along which to determine spa ti al dependencc with marc replication at spatial lags than the 

hexagonal plan. The usc of regular plans could also reduce the amount of computat ion 

required over randomised plans. Regular sampling patte rns allow var iograms to be estimated 

at a small number of lags than compared 10 random sampling wherc many irregular lags have 

to be analysed. In practise, thcse irregular lags arc placed inlO distances classes, which may 

not be a sa tisfactory solution and cou ld lead to imprecision in the estimat ion of the variogram. 

In general, the use of a regular sampling pattern is more efficient than simplc and stratified 

sampli ng (Olea, 1 984~ ci tcd Cressie, 1991). Here the average and maximum kriging variances 

arc uscd as a measure of efficiency. 

The choice of the "best" sampling strategy will be dctermined by the optimality criterion or 

objl!ctivc fUllc tiu lI to be millimised (Cressie, 1991). III a statist ical contex t this usually applies 

to some measure of closeness of an estimator (or predictor) to an unknown parameter (or 

datum). To atTive at an opt imal stat istica l design is the choice of; i) what is to be estimatcd or 

predictcd, ii) the estimator or pred ictor, and ii i) the measure of closeness that is to bc 

minimised. The second choice usually consists of a standard stat istical procedure, such as best 

linear unbiased estimalOr (or predic tor), or generalised least squares estimator. Generally, the 

mean square error, the variance, the generalised variance, or the mean square predic tion error 

is used as the mi nim is ing criterion (Cressie, 1991). The optimisation orthe sampling strategy 

is beyond the scope of this review. Readers are refen·ed to Olea (1984), Warrick and Myers 
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( 1987), Crcss ic ( 199 1), Wopcrcis el al. ( 1992), Chcn el al. (1995) , Brus and de Gruijle r 

( 1997), Bogacrt and Russo (1999), and Warrick et al. (1999) for optimisation strategies o f 

sampling designs. 

3.5 An Exa mple of Spat ial Continui ty and SI)a tial Prediction 

To ill ustrate how the spatial continui ty of measured data can be dete rmined and how it can be 

used in the prediction of va lues at ullmcaslIfcd points, the foll owing examp le ex trac ted from 

ASCE (1990a) wi ll be discussed . In an area of 2500 sq mi, the specific yie ld from 20 

groulldwater we lls was measured. The co·ordinates and speciric yie ld of the 20 measured 

locations arc shown in Table 3.2. The sample locations arc shown in Figure 3.3 together with 

the 3 local ions at which an estimate was made using ordinary krig ing. The measured da ta was 

separated into rour lag distances of 10 mi les with a maximum distance o r 40 miles. The 

experimental semivariogram obtained rrom these rour points is shown in Figure 3 .4. An 

exponel1lia l model was fitled to these rour points. The equa tion or the fitted model was as 

rollows: 

y (h) = 0. 7424 ( I _ 5(h)) + 140 1 ( 1- cx p ( -:~1 )) (3.12) 

where h is the magnitude or the lag separation and &(h) is the Kroneckcr de lta (& = I if h = 0, 

elsc & = 0). The Kronccker delta is used to ensure that the val ue or r (O) = 0, since it is zero at 

the origi n by definition. In thi s example the nugge t effect is 0.7424 and could be due to 

measurement error or small-scale variabili ty. The range is 50 miles and the s ill variance is 

14.7524. 
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Table 3.1 Specific yield (Sy) at measured locations and kriging weights lI sed to estimate 

the specific yic ld at unmcasured locations A, 8 and C (after ASCE, 1990a). 

Observation Kriging 
X y Sy 

point weights 

Number [miles] [miles] [%] A B C 

I 55 0 11 -0.004162 0.002271 -0.00 1685 

2 53.1 6. 3 10 -0.006089 -0.01230 I -0.004246 

3 44. 1 4.5 14 -0.002411 0.122721 -0.004161 

4 4 1.3 12.1 14 0.30999 1 0.028920 -0.003627 

5 34 13 17 0.211914 0.219263 -0.002265 

6 28.9 14 12 0.038277 0.55 8959 -0.002437 

7 64 4 7 -0.003888 0.008405 -0.005745 

8 58.3 8.1 8 -0.003296 -0.008985 -0.001042 

9 49.1 9.2 11 0.016028 -0.01350 I -0.000414 

10 49.4 14.8 11 0.086932 -0.018898 0.023740 

11 38.9 24 12 0.220565 -0.028925 0.001042 

12 34.9 25.1 13 0.092924 -0.0156 18 -0.002780 

13 27.8 28 12 -0.004859 0.085424 -0.001740 

14 66 16 6 -0.006323 0.009650 0.042046 

15 59 17 8 -0.007620 -0.0042 19 0.120859 

16 51.3 21.4 11 0.046977 -0.012613 0.353794 

17 43.6 26.6 14 0.058919 -0.011993 0.050559 

18 37.1 30.3 14 -0.023220 0.000817 0.004403 

19 53 28 8 -0.011000 0.005210 0.435553 

20 51 -4.2 17 -0.009659 0.085413 -0.001854 

Sum of weights 1.000000 1.000000 1.000000 
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Figure 3.3 Location of20 measured si tes of specific y ield (1 - 20) and pos ition of the 

estimation sites (A-C) (after ASCE, 1990a). 

In this example, a ll 20 data points and the exponential scmivariogram in Equation 3. 12 were 

lIsed to set tip the kriging system. The estimate at each of the unknown points was made using 

Equation 3.7 and the weigh ts were obtai ned by solving the kriging syste l11 shown in Equation 

3.1 0. The function C was replaced by the scmivariogram function y in this example. The 

weights obtained from the kriging system for each of the three locations for each data point is 

shown in Table 3. 1. Points that are closest to the point being es timated have a higher 

weighting than points further away. The weights and da ta values are substituted into Equation 

3.7 to obtain the estimate at the unmeasured location. The estimation variance was calcu lated 

according to Equation 3.8. These results are given in Table 3.2 together with the average 

estimate and the co-ordinates of Ihe unmctlsll rcd loo llions. 
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Figure 3.4 Experimental scmi variogram and fitted exponent ial model (al1cr ASCE, 1990a). 

Table 3.2 Estimated specific yiclds (%) and estimat ion variance (arter ASCE, 1 990a). 

Point 

Estimator A B C 

Z· - L1A1Z1 13.8 13.79 9.23 

Estimation variance 0.93 2.54 0.59 

z ~ ( 1/n) ~;z, 11.5 11.5 11.5 

Estimation var iance 2.38 5.83 3. 18 

X co-ordinate [mi les] 39.3 26.5 53.6 

Y co-ordinate (miles] 17.1 8 24.5 

The estimates obtained using kriging arc substantially different from the mean estimate and 

amongst lhcmselves. This fits in with the observed spatial variability. At all three locations 

the estimation variance for the krigcd estimate is lower than that of the average estimate. This 

indicates tllat the krigcd estimate is more accurate than the arithmetic mean est imate (ASCE, 

I 990a). 
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3.6 Su mma ry 

Gcostatist ics providcs a uscful tool to represent the spa ti al depcndence of a regiona lised 

variable. Once an assumption about the stationarity of the variable has becn madc, the 

scmivariogram is used to model the spa tial continuity of the variable being studied. If the 

semivar iogram can be modelled , then it can be used for spatial prediction to estimate values 

at ull mcasured locations. The most common models used for the scmivariogram are the 

sphcrical , exponential and Gaussian models. These, or any linear combination thereof wi th 

positive coefficients, ensurc that the semivariogram is positive definite so that it can be used 

for spatial interpolation. The sampl ing plan used for a spatial investiga tion of a var iable can 

be optimised to an optimali ty cr iterion. In 1110St random sampli ng regimes, the use of a 

regular sampli ng pattern on a grid will make the modelling of the sClll iva riogram 

com putationa lly easicr. An equilateral sampling grid allows the scmivariogram to be 

modell ed in three main directions. In this way the ol11 ni-directional and direct ional 

sClllivariograllls can be detennined with more data pairs at each lag compared with a 

rectangular or hexagonal sampling patterns. Thc theory in this Chapter forms the basis of the 

methodology used to eva luate the spa tial dis tribut ion of applied irrigat ion water and soi l 

prope rties. This methodology is discussed in the next Chapter. 
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4 METHODOLOGY 

The s ites that were evaluated as well as the methodology followed at each s ile will be 

discussed in this Chapter. This Chapler contains a desc ript ion of each of the s iles where an 

eva luation took place, the data that was acquired and the how these data were ana lysed. The 

different methodologies for the spatial evaluations and fo r the standard evaluations arc 

described. 

4.1 Site Description 

The siles that were evaluated in thi s study can be separated into two ca tegories. These were 

the sites where a spatial analysis was conducted and the s ites where a standard uniformity 

eva luation took place. These two types of s iles were chosen to investigate the usefulness of 

the information deri ved frollllhe different types ofcva luations. 

4.1.1 Sp~lIial sites 

Thcre were two sites that wcre uscd to analyse the spatial distribution of watcr undcr a centre 

pivot irrigation systcm. One was situated in MpumaJanga (namcd the Major site) and onc 

was situa ted in the Kwazu lu Natal Midlands (named the Turner s ite). The location of these 

two sites is indicated in Table 4.1. The make and characteristics of thc centre pivots are 

detailed in Table 4.2. 

Table 4. 1 Site loca tions of the centre pi vots evaluated. 

Site Namc Location Co-ordinates Height above MSL [Ill] 

Major 
Witbank, 25°59'04" S 

1559 
Mpumalanga 29° 14 '24" E 

Turner 
Fort Noltingham, 25°26' 16" S 

1472 
Kwazulu Natal 29°53 '48" E 

Table 4 2 Centre pivot description 

Site name Manufacturer Numbcr oftowcrs Radius [m] Nozzle type 

Major Agrieo 6 320 Wobbler 

Turner Valley 5 + overhang 320 Wobbler 
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T hc delivery rate of the Major ccntre pivot was designed to vary along the lengt h of' the 

centre pivot radi us. This was so that wale r could be applied to an experimental fie ld with 

three different targct depths. These were: greater than field capacity, at field capacity and 

deficit irrigation. These correspond to an application rate of 12 mm/ 24 h, 10 Illm/ 24 hand 8 

mm/ 24 h for the first two, second two and last two spans respectively. However, it was 

fo und that the crop stress was far too great in thc las t span. Therefore, the application rate 

was increased to 10 mm/ 24 h before this study begun. 

The Turner cent re pivot was designed to givc a uniform application ofwaler along the length 

of the centre pivot. However, the design application rate was not known, as the irrigator did 

not have the design detai ls available. Maize and wheat are grown under the cent re pivot at 

the Major s ite and rye grass is grown under thc centre pivot at the Turner s ite. At the ti mc of 

measurement, there were no crops under the Major centre pivot and short grass under the 

Turner cent re pivot. 

4.1.2 Sta nd ard uniformity evaluations 

The sites that were eva luated usi ng standard uniformi ty tests, which will be discussed later in 

this Chapter (Section 4.2.3), formed part of a projec t that was undertaken by the Agricultural 

Resea rch Council- Institute for Agricultural Engineering (ARC- Ill ) on behalf of the South 

African Sugar Association (SASA). The au thor parti ci pated in the co ll ection and analys is of 

data within Ihis project. These s ites were situa ted in fi ve major sugar cane growing areas in 

southern Mpu malanga and northern Kwazulu Natal. In each of these regions a sample of 

different irrigation systems were eval uated. The number and type of irrigation systems that 

were eval uated are shown in Table 4.3. A total of 38 irrigation systems were evaluated. 

Table 4 3 Number a nd type of systems evaluated in each region. 

Region Type of system 

Dragli ne Semi- Cent re Drip Micro Floppy 

I I 2 I I 2 I 

2 I I I 2 

3 3 2 I I 

4 5 I 3 

5 3 3 I I I 

Total 13 7 5 8 2 3 
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All evaluations were conducted in sugar cane fields where the sugar cane was just emerging, 

or in the case of micro spray systems. in cit rus orchards. The slope of the sites tested varied 

from nat nood plains to relatively steep slopes and undulating lands. The soils at these s ites 

also varied from sandy soi ls to soils that were rocky with high clay content. An analys is of 

the affec l of the soi l on the performance of these irrigation systems was not considered, as it 

was not an object ive of that study. The time and fu ndi ng available for the evaluations 

precluded un in·dcpth investigation of the soi ls. 

4.2 I)ata AC(lUisitioll at Each Site 

The measurements that were conducted at each site will be descri bed separately. The 

description of tes ting procedure will be separated into the Major cent re pivot si te, the Turner 

centre pivot site. and the standard uniformi ty eva lua tions. 

4.2.1 Majol- ccnt.-e pivot 

The tests that were conducted at this s ite were as fo llows: a catch can uniformity ana lysis, 

tcnsion infilt romcter measurements, and the monitoring of the soi l mois ture tens ion using 

tensiomcters. 

For the spatial dis tribution under a centre pivot, 150 catch cans were placed to measure the 

surface deli very at different points in the fi eld. To measure the spatial di stribution , a grid 

spacing based on an equilateral triangle with the s ide lengths approx imate ly equal to 55 III 

was used. Th is sampling pattern was chosen to enable di rec tional va riograms to bc 

dctenll ined in at least three main di rections (Cressie, 199 1). A total of 126 catch cans were 

used for this purpose. The remaining catch cans were placed at approximately I I m intervals 

along onc rad ius to s imulate the standard centre pivot distribu tion test. The posi tions of the 

ca tch cans were determined us ing a Trimblel!l PRO XRS GPS system. The details of the GPS 

system arc given in Appendix A. The positions were corrected using basc station data 

obta ined from the Telkom Pretoria base station. The position of the catch cans can be seen in 

Fi gure 4. 1. A 500 ml oilcan that was supported on a steel rod was used as a catch can. The 

volume o f water collected in the catch can was measured using a 50 1111 measuring cylinder 

with I 1111 graduati ons. The depth was then ca lculatcd from this volumc. Thc depth deli vered 

was mcasured for two revolutions of the centre pivo t. 
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Soil samples and tension infiltrometer mcasurcments were taken to investigate the spatial 

varia tion in soi l propel1ies. Undisturbed soil samples were taken at the surface and at a dep th 

of 500 mm using a core sampler. These samples were analysed for bu lk density, porosity, 

final water holding capacity, and water retention characteristics at different matric heads. 

These samples were analysed by technicians in the School of Bioresources Engineering and 

Environmental Hydrology. The samples were taken at five points along two radii separated 

by 120 degrces. The posi tion of cach sampli ng location coi ncidcd with a catch can position. 

The location or these sampling positions is shown in Figure 4.2. 
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Figure 4.1 Sampling pattern for the Major ccntre pivot 

Tension infiltrometer readings were taken at 35 locations in the field. The locations of these 

measurement points are indicated in Figure 4.2. The rate of infiltration was measured at 

tensions of 5, 30, and 60 mm. A description of the tension infiltrometcr used appears In 

Appendix B. 
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Figure 4.2 Soil sample and tension infiltrolllctcr measurement local ion for the Major cCl1lrc 

pivot. 

Tensiometers were used to investigate the movement of water through the soi l. The 

tensiometers, which arc described in Append ix C, were installed in the ten locations where 

soi l samples were taken (scc Figure 4.2). The tensiometer nests consisted of three 

tensiometers placed at different depths. The three desired depths were 250 mm, 500 111111 and 

1000 mm. However, in some locations the maximum depth that cou ld be bored to was less 

than 1000 mm due to hard layers in the soil. The depth to which the tcn nests oftensiol11ctcrs 

were installed is given in Tablc 4.4. The tensiometer nests remained in the field for a period of 

live days and were then removed. 

Table 4.4 Depth of tensiometers bclow soil surface at eaeh nest. 

Nest Tensiometer 1 [mm] Tensiometer 2 [mm] Tensiometer 3 [mm] 

Major l 250 500 930 
Major2 250 500 630 
Major3 250 500 1000 
Major4 250 500 1000 
Major5 250 500 1000 
Major6 250 500 530 
Major7 250 500 355 
Major8 250 500 855 
Major9 250 500 1000 

MajorlO 250 500 1000 
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4.2.2 Turner centre pivot 

To evaluate the spatial distribution of app lied water, the same equila tera l grid of 

approximately 55 111 spacing was used. At the Turner s ite a portion of the field under 

irrigation was occupicd by grazing cattlc. Therefore the ca tch cans that were supposed to bc 

put in this segment of the fi eld were randomly dist ri buted in the arca being evaluated. A total 

o f 141 catch cans wcrc placed in the accessible portion of the fi eld . The sampling layout can 

be seen in Figure 4.3. The Trimble® GPS Pathfinder Pro XRS system was used to dete rmine 

the position of the catch cans. The in itial posi tions were post corrected us ing Telkom SA 

Kloo f base station da ta. 

To attempt to gaugc thc inOuence of the wind, a recording ancmomcte r and wind vane was 

placed at the si te . The instruments were installed 3 III above the ground wi thin 30 m from the 

edge or the centre pivot fie ld. 
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Figure 4.3 Sampling pattern for the Turner centre pivot. 

4.2.3 Test I)roccdures for the standard evaluations 

For thcse tests, thc uniformity of appl ica tion, sys tcm pressure var iation, wa tcr delivery, wi nd 

spced, and spri nkler spacing were measured. The eva luation method for determining the 
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distribution of watcr under the various irrigation systems were based on the following 

Amcrican Socicty of Agricultural Engineers (ASAE) Standards: 

• Centre Pivot - A5AE 5436 (A5AE, 1993a). 

• Miero irrigation syste l1l s - A5AE EP458 (A5AE, 1993b), 

• Overhead sprinklers - A5AE 5398.1 (ASAE, 1993e). 

The number of eatch cans placed in the tcst block depended on tile sys tem being tested and 

the spacing of the emitters. For dragline and semi-permanent systems 36 ca tch cans were 

placed betwcen four sprinkler positions. A spacing of3 111 was lIsed betwecn ca tch cans. This 

configuration can be seen in Figure 4.4. 

• .!m- • • • • • • • 
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• • • • • • 
• • , 

• 
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Figure 4.4 Sampl ing pattern for overhead spri nkler assuming an 18 t11 x 18 In spacing. 

The sampling used fo r noppy sprinklers is shown in Figure 4.5. The typical spacing for these 

sprinklers is 15 m x 12 m. For these systems, 20 catch cans were used to determine the 

uniformity. For these tests a standard rain gauge was used as the collcction device. The depth 

was recorded from the rain gaugc. 
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Figure 4.5 Sampl ing pa ttern for Floppy sprinkler asslIming a ISm x 12 III spacing. 

Figure 4.6 shows the sampling pattern for micro irr igation sys tems. The water delivery was 

measured a t 25 points in a block. The lines in a block that were selected for the evaluation 

were the second line, the lines a l a quarter, half and three quarter distances, and the second to 

lasl line of the block. On each line the delivery of five em itters were measured. These were 

si tuated a t the sta rt of the line, at a quarter, half and three quarte r length and a t the cnd of the 

line. The delivery of the emi tters was measured using a container placed under the emilter and 

a graduated measuring cylinder with I mm graduations. 
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Figure 4.6 Sampli ng pattern for drip and micro spray irrigation blocks. 

The length of the cent re pivot and the number of catch cans available determined the spacing 

of the catch cans. Table 4.5 shows the number of catch cans used, the spacing of the catch 

cans, and the length o f the centre pivot tested. 
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Table 4 5 Number of catch cans and catch can spacing for ccnt re pivot evaluations. 

Centre pivot 
Number of ca tch cans 

Catch can spacing Cen tre pivot 
number fml length[m] 

I 74 5 373 
2 71 5 393 
3 63 5 355 
4 75 7 574 

5 72 5 363 

The pressure variation 111 the overhead spri nkler irrigation fields was measured usi ng a 

pressure gauge fi tted with a pi lot tube. The tu be was placed in the vena COJ1( raeta of the 

stream at a dis tance of 2 mm n·om the nozz le. The number of sprinklers that were measured 

depended on the number of spri nklers that were operating in the irrigation field being tested. 

The now rate and del ivery o f the sprinkler and Floppy irrigat ion nozz les were de term ined by 

measuring the time to fill a 21.1 I bucket us ing a stop watch. The spacing of the sprinkler and 

Floppy stand pos it ions were measured using a 50 m mcasuring tapc. 

4.3 Da ta Analysis 

The data analysis can be separated into two eategorics, namely spa tia l and standard 

uniformity evaluations. The spatial analysis uses the theory as detai led in Chapter 3. T he 

standard uniformity evaluations lIse the equa tions contained in Chapter 2. 

4.3.1 Spatial analys is 

The locat ion and depth data were processed using the Trimb/e@ Pathfinder Office 2.5/ 

so ft ware. The positions were differentia ll y corrected to remove the se lective availability error 

using the util ity contained in the software. The positions and data were exported into a d Basc 

file for use in other programs. The data was screened for pos ition or input errors. Depth data 

that were ex treme outl iers were discarded from the data set used in the analyses . This was 

done to remove de pth data that were unrealistically high due to a eateh can being placed 

directly below a drain plug or dribbling sprayer. 

T he data was analysed for unifoml ity using the I-I ecrmann-I-I ein cocrficient of un iformi ty 

(CUHH) (ASAE, 1993a) for centre pivots. Since the Major centre pivot had fo ur appl ication 
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ra tes, the CUHH was calcula ted for each zone as well as for the whole fie ld. The coefficients 

of un ifo rmity were ca lcula tcd usi ng all the spatial data and us ing just the standard line of dala. 

This was done so that comparisons cou ld be made bctween the spatial determination of 

unifoll11 ity and the standard techniques used to calculate uniformity. Statistics such as the 

mean, standard deviation and coefficient of variation were calculated for the data measured. 

The d ist ribution of the data was compared to a normal d istribution with the same mean and 

standard deviation of' thc mcasured data . This was done 10 determine how c losely the normal 

distr ibution approxima tion for uniformi ty matched the calculated uniform ity. 

To analyse the spatial dependence of the data, the GSTAT 2.1.0 software was used (Pcbesma 

and Wesseling, \998). The software is avai lable as freewa re under the GNU licence from the 

Department of Geography, Utrecht Universi ty, Netherlands. The GSTAT software has a suite 

of functions to characterise the spatial dependence, to fit a model to the sample variogram, 

and to perform kriging or inverse distance weighting interpolations. An example of the 

program main screen is shown in Figure 4.7. 

Figure 4.7 GSTAT mai n screen. 

The modell ing of the spatial dependence of the da ta is done lI sing the in terac tive mai n menu. 

The data for the variable being ana lysed is contained in a specially formatted data file. An 

example of the correct format is given in Appendix D. The user has the option of calcu lati ng 

the semivariogram or the covariogram. For two variables the cross variogram or the cross 
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covariogram can be calcula tcd. The user needs to se t the maximum lag separa tion as well as 

the lag interval distance. Usually the maximum lag is chosen as half the maximum distance 

between two points. The lag interval is set at not less than the closest distance between two 

points. The lag in terva l is usually set to the spacing of a regu lar grid if it was used in the 

sampling. The cutoff distance and lag width where chosen such that the semi variogram 

produced was not too erratic and so that there were a su ffi cient number of pairs at each lag 

scpuration. The scmi va riogrum was ed ited by removing pairs of dat.\ tha t had :.l la rge leverage 

on the scmivariance at a particular lag inte rval. The mcthod sugges ted by lsaaks and 

Srivastava (1989) was used. They furt her stated that the upper 10% o f data pairs that have 

hi gh leverage cou ld be removed to improve an erratic semivariogram. Thc se lec tion of the 

cutoff distance and the cutoffwidth will be discussed in Chapter 5 wi th the result s. 

A sui table experimental seml va riogram was fitted to the sample semivariogram uSlIlg 

weighted least squares (WLS) es timation. The weigh ts choscn were the number of pai rs at 

each lag. Thc shape of the sample semi variogram and the apparen t behaviour at the origin was 

used 10 select the type of model 10 fit to the sample semivariogram. To ensure that the fitt ed 

model was positive defi nite, only the nugget, spherical, exponential, and Gaussian models 

were used. This was to ensure that no errors wou ld occur in the kriging matrices. In itial va lues 

for the parameters were fitted visually to provide a starting point for the WLS estimation 

process. Once a suitable model had been fi tt ed to the sample sem ivariogram, a jack knifing 

procedure was used to test the model. A single da ta point was omitted from the data set and 

estimated from the remaini ng data. This process was repeated for each data point and the 

measured and estimated valucs compared. 

The spatiu l dependence was modelled for the application depth data and the tens ion 

infilt rometer data for the Major centre pi vot. The spa ti al dependence of the application depth 

data was modelled for the Turner centre pivol. The eleva tion was also modelled so that 

contour maps could be interpolated for the fi elds instead o f us ing inverse distance weighting. 

The spat ial dependence of the position data of the standard tests was evaluated to see if any 

spatial st ructure cou ld bc seen over the distance between sprinklers. 

The fina l step in the spati al ana lyses was to use the model fitted to the sample semivariogram 

to make predictions at un measured locations. Predictions were performed using ordinary 

kriging and conditional Gaussian simulation on a 10 m by 10 m grid, a 5 m by 5 111 grid, and a 
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3 In by 3 III grid. The conditional simulations were performed for 25, 50, 100 and 200 

simulations. The average and standard deviation of the simulated maps were calculated for 

each of the different number of simulations. This enabled the calculation of confidence 

intervals for each of the grid cells. The maps where represented graphically using ESRJ 

ARCVIEW 3.1 so llwarc. 

4 .3.2 S t:lI1d ard eva lua tio n amllyses 

The analyses perrormed depended 011 the type or irriga tion systcm bei ng evaluated. The 

statistics calcu lated for overhead sprinkler sys tems were: 

• mea n application rate, 

• coeffic ien t orvaria lion orthc application rate (CV), 

• mcan sys tcm pressure at the nozzle, 

• coefficient of variation of the system pressure (CV prcssunJ, 

• coefficient of uniformity (CU), 

• Iow-quarter di stribution unifonnity (DU 1q), and 

• application effic iency. 

For Floppy systcms, the rollowing were determined: 

• mean applica tion rate, 

• coefficient of varia tion of the appl icalion ratc (CV), 

• coeffic ien t of uniformity (CU), 

• Iow-quarter distribution uniformity (DUlq), and 

• application effic iency. 

For the centre pi vot systems tested, the fo llowing statistics were calculated: 

• mean application rate, 

• coeffi cien t ofvariatiol1 of the app lication rate (CV), 

• I-Iee nnann-I-Iein coefficient of uniformity (CUml), and 

• low-quaner distribution unifonnity (DUlq). 

The sta ti stics tha t were calculatcd for the micro irrigation sys tems were: 

• mean delivery rrom the emitters, 
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• eoeflie ient of va riation of deli very, 

• eoe flicient ofunifonllity (CU), 

• Iow-quarter dist ribution uniformity (DUlq), 

• stati sti cal unifomlity (SU), 

• emiss ion uniformity (EU), 

• mean block pressure , and 

• eoeflicient of variation of press lire within a block. 

Thc results obtained by apply ing the mcthodology of this Chap tcr wi ll be dctailed and 

di scussed in the next Chapter. 
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5 RESULTS 

The results of the analysis of the data obtained by following the methodology given in 

Chapter 4 will be di scussed in this C hap ter. The presentation orthe res ults will be divided inlo 

four sections. The results from the two spatial siles as well as the spatial analysis of the 

standard evaluation siles wi ll be prcscl1Icd firsl. The results frol11 the soil properties measured 

at the Major centre pi vO l s ite will be di scussed second. The analys is of the wind data recorded 

at the Turner cent re pi vot will be presented third . Finally the res ults orlhe performance of lhe 

irrigation systems evaluated lIsing the standard evaluation techniques will he given. 

5. 1 Ilcsults of the Spatial Analyses of Dcp! h Dal~l 

The results from the ana lys is of the spatial data measured wi ll be di scussed in thi s section. 

The spatial continuity of the data as well as the resu lts from using ordinary kriging and 

conditional simulation will be given. The Major centre pivot s ite wi ll be presented first , 

followed by the Turner centre pivOI site and finally the standard evaluation s ites. 

5.1.1 M~ljor centre pivot 

The two data sets measured were named Major l and Major2. T he two data sets combined 

were ca lled Major 12 . The depths at each locat ion were added together to get a fourt h data set 

ca lled MajorSu l11 . The mean, standard deviation , CV and uniformity criteria of the measured 

data arc s ummarised in Table 5. 1. The data were analysed using: all the data, just the standard 

row ofcalch cans, and by separating the data into the differen t application rate regions. 

The standard row of catch cans exhibited a higher uniformity than all the spatial data. This 

could be due to the single row experiencing the same conditions at the same time. Since the 

centre pivot took 12 hours to complete a revo lution, the condi tions experienced by the 

spatiall y di stributed catch cans were different. This cou ld account for the difference between 

the unifornlily ca lculated for the spatial data and the standard data. These uniformity results 

a rc misleadi ng, as the centre pivot was not designed 10 give a unifonl1 app lication along the 

cent re pivot radius. For thi s reason, the data were analysed by separating the data into regions 

where the spans had the same design applicat ion rate. 

65 



Table 5.1 Performance criteria of the fOllr data sets for the Major site. 

Data Set Mean Std Dcv CV CUHfI DU'q DUnonl1 

mill mill % 

Major l Std 3.5 85 0.955 0.266 79.927 0.645 0.662 

Major2 Std 4J48 1.303 OJOO 80.446 0.644 0.619 

Majorl Al l 3.613 1.1 70 0.324 73.224 0.609 0.589 

Major2 All 3.905 1.288 0.330 75.830 0.648 0.581 

Major 12 Std 3.974 1.198 0.301 76. 183 0.651 

~~~i-Majorl2 All 3.759 I 1.237 0.329 76. 156 0.627 

MajorSu l11 7.545 2.164 0.287 79.872 0.682 0.636 

Majorl All 

Span 1&2 4.812 1.502 0.312 72.937 0.625 0.604 

Span 3&4 3.775 0.891 0.236 80.624 0.723 0.700 

Span 5 3.005 0.911 0.303 73.667 0.610 0.615 

Span 6 2.984 0.910 0.305 75.253 0.616 0.6 13 

Major2 All 

Span 1&2 5.909 1.463 0.248 79.988 0.698 0.685 

Span 3&4 4.772 1.489 0.312 78.087 0.689 0.604 

Span 5 3.67 1 0.956 0.260 79.655 0.7 15 0.669 

Span 6 3.928 1.007 0.256 79.056 0.669 0.674 

Majorl2 All 

Span 1&2 5.036 1.308 0.260 77.329 0.679 0.670 

Span 3&4 3.95 1 1.116 0.283 78.940 0.701 0.641 

Span 5 3.089 0.870 0.282 75.767 0.660 0.642 

Span 6 3.197 0.903 0.282 75.8 13 0.613 0.64 1 

MajorSulll 

Span 1&2 10.196 2.452 0.241 8 1.61 7 0.734 0.695 

Span 3&4 7.870 1.732 0 .220 84.469 0.759 0.720 

Span 5 6.182 IJ74 0.222 82 .003 0.755 0.718 

Span 6 6.339 1.258 0.198 84.429 0.765 0.748 

The uniformity ca lculated for each region was generally higher than the uniformity calculated 

for all the data. The exceptions were Span I &2 for the Major I data set, and Span 5 and Span 

6 for the Majorl2 data set. The DUlq calculated for each region is low wi th a max imum of 

0.715 in Span 5 of the Major2 data set. The low uniformity is confirmed by the high 

coefficient of variation in each region. The average application in each region was higher, by 

almost I mm, for the Major2 data set than for the Major I data set. The regions: Span 1 &2, 

Span 3&4, Span 5, and Span 6, were designed to apply 6, 5, 4, and 5 mm respectively. Table 
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5. 1 shows that the average recorded in each of the regions for the Major I and Major2 data 

sets follows thi s trcnd. The difference between the design application and thc average 

recorded on the ground cou ld be used as an estimate of the losses between the nozzle and the 

ground. Since the delivery of the nozzle was not directly measured, this difference call only 

serve as a rough estimate of the losses. 

The uniformity in each region was beLlcr for the MajorSum data se l. The DUlq was higher by 

around 0. 1 and the CUIIII was higher by up to 9%. Therefore, it seems that the greater the 

dcpth of application, the higher the un iformity will be. The DUnonn approximation of DUlq is 

within a few percent of the calculated DU lq. The average depth applied during the evaluations 

was low becausc the centre pivot was run at a specd setting of 100% in order to obtain as 

much data in the time available. The uniformity detennined may have been greater if the 

centre pivot had been run at a lower speed selling to deli ve r a greater application depth. 

The spatial dependence of data for the four data sets is shown in Figure 5, I to Figure 5.4. A 

cutoff distance o f300 m was used to model the sem ivariogram. This is approximately half the 

diameter of the centre pivot and half the maximum distance between measured points. The lag 

interval was determined through trial and error and was fixed at 15 m for the Major! and 

Major2 data sets. The lag interval for the Major l2 data set was 30 III and the lag interval for 

the MajorSulll da ta sel was 25 111. The choice of thcse lag intervals produced semivariograms 

that were not too erra tic and that had sufficient da ta pairs at caeh lag. The hollow circular (0) 

data poims in Figure 5.1 to Figure 5.4 arc the scmivariograms produced by the data as 

measured. The solid circular data points arc the semivariogram produced when some pairs of 

data that had high leverage on the semi-variance were removed. At each oflhe lags fewer than 

4% of the data pairs were removed. The resulting semivariogram is less errat ic than the 

unedited one. The models fitted to the ed ited depth data sample semivariogram in Figure 5. 1 

to Figure 5.3 were spher ical models (Equation 5.1) with nugge t, range and s ill va lues as 

shown in Table 5.2. 

The model fitted to the SUIll of depth data in Figure 5.4 was a Gaussian model (Equation 5.2) 

with a nugget value of 2.44 111m2
, a range of 123.4 In and a si ll value of 4.62 111m2

• These two 

models can be described mathematically by the following equations: 
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{ 
( 

3h I ( h ) J) 
Depths: r (h) = NlIg + s ill 2. range - '2 range ' ror 0 < h $ 

Nug + sill , for h > range 

range 
(5. 1 ) 

Slim Depths: r (h) = 2.44 + 2. 18 (I -exr( -( 1 2~.4) ')) , ror h > 0 (5.2) 

Table 5.2 Nugget, s ill and range va lues for the Spherical model fitted 10 the sample 

sCllllvanogram . 

Data set R' [%) Nugge t [mm' ) Sill [mm') Range [m) 

Majorl 97.6 0.46 0.9 1 200 

Major2 96.2 0.55 1.1 200 

Majorl2 98.4 0.5 1 1.06 200 

The R2 value, indica ting how well the model chosen litted the sample scmi variogram, is also 

shown in Table 5.2 . A Gaussian model approaches its si ll asymptot ica lly and has an effective 

range J3 times the range shown in the model, i.c. 2 13.7 m. The model fitted to the sum of 

depths data had an R2 value of 97.5%. The high R2 values indicate that the models chosen 

show a good fit. The nugget va lues from Table 5.2 are a th ird of the si ll scmivarianccs. The 

nugget valuc of the MajorSul11 scmivariogram is 52.8% of the s ill semivariance. This shows 

that at short distances the va ria tion is high. However, since there are insufficient data at small 

lags (less than ISm for example), a better estimate o f the nugget could not be determined. The 

Gauss ian model lined to the MajorSum da ta increases less rapidly ncar the origin than a 

sphl:ri c(1 1 muud inuil:<ttillg that the MajorSulll data have less var iance at close distances. In 

Figure 5.4 the Gauss ia ll model increases slowly over the fi rst 50 m and then increases morc 

rap idly. 
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Thc models that were fitted to the samplc scmivariograms werc used for making ordinary 

krig ing predictions and conditional sil11u lations at unmcasured locations. The maps produccd 

70 



by performing ord inary kriging for the four dala sets arc shown in Figure 5.5 and Figure 5.6. 

The maps produced using inverse distancc square interpolation are shown in Figure 5.7. The 

maps produced by ordinary kriging (Figure 5.5 and Figure 5.6) are smoother than the maps 

produced by inverse distance square intcrpolation (Figure 5.7). A ll four data se ts show similar 

areas of high and low depths of irrigation. There is a vis ible difference between the Major! 

and Major 2 maps. The map for the Major2 data set shows additional areas of higher 

applica tion depths. The Major \ map shows la rger areas o f low irriga tion depths. The 

estimation variancc maps show that th is va riance is lower nearer measured points and 

increases with diswncc. The maps shown in Figure 5.6 for the Major! 2 and MajorSu11l data 

se ts ex hib it the same pattern , with the MajorSum map being smoother than the Major i2 map. 

An example o f a map produced from the average of 200 conditional s imulations for the 

Major 12 da ta set is shown in Figure 5.8. The maps produced lI s ing condit ion simulation for 

the other data sets, fo r the different number of si l11 uiations, arc given in Appendix E. The map 

in Figure 5.8 closely resembles the ordinary krigi ng map for the Major l2 data seL in Figure 

5.6. The va riance calculated frol11 the simulated maps could be used to de term ine con fidence 

interva ls fo r the average depth predicted. 
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Figure 5.5 Map of depth and estimation variance produced from ordinary krig ing on a 10 III 

grid for the Major! data set and the Major2 data set. 
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Figure 5.6 Map ofdcplh and estimat ion va riance produced from ordinary kriging on a 10 m 

grid for the Majorl2 data set and the MajorSum da ta set. 
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Figure 5.7 Map or depth of app lication produced fro m inverse dis tance square interpolation on 

a 10 111 grid for the Major l , Major2, Majorl2 and MajorSu l11 data se ts. 
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Fi gure 5.8 Map of depth and variance produced fromlhe average and va riance of200 

conditional simulations on a 10 m grid for the Majorl2 data set. 

The results of uniformity determined for the predicted maps are shown in Table 5.3. The 

uniformity parameters calculated from the maps produced from ordinary kriging and the 

average of the cond ition simulation arc greater than the measured data. This is due to the 

smoothing effect o f the kriging techniques. The CUm I and DU 1q were noticeably greater for 

the maps th an for the measured data. 

Table 5 3 Average CV CU~m and DUlq calculated from maps produced (Figures 5 5 to 5 8) , , , 
Parameter 

Map (Figure) Average [mm] CV [%) CUll" [%) DU" [%) 

Majorl (5.5) 3.507 19.8 86.1 77.2 

Major2 (5.5) 3.734 18.3 87.8 80.1 

Majorl2 (5.6) 3.604 19.1 87.8 79.7 

MajorSlllll (5.6) 7.263 16.5 90.2 82.8 

Average of200 simulaliolls Majorl2 (5.8) 3.632 18.7 88.3 80.4 

Major! IOW (5 .7) 3.588 16.0 89.1 81.4 

Major2 IOW (5 .7) 3.853 15.7 90.4 83.4 

Major! 2 IOW (5.7) 3.720 14.1 91.3 84.8 

MajorSlllll IOW (5.7) 7.461 14.2 91.3 84.8 

I realisation from Majorl 2 simulation (-) 3.608 30.7 76.0 62.8 
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T he uniformity parameters of the inverse distance square intcll)olation were s lightly greater 

than those fr0111 ordinary kriging and the average of the conditional s imulations. The average, 

C V, CUlllh and DU1q of a single s imulated realisation of the Majorl 2 data seL from Table 5.3, 

were very similar to that of the mcasured data from Table 5.1. This illustrates the preservation 

of variance characterist ic of the conditional s imulation technique. 

5.1 .2 Turner centre pivot 

A s ingle set of data was collected from the Turner centre pi vo t. A total of 141 ca tch can 

dep ths were recorded. No data were rcmovcd frol11 the data set , as there were no apparent 

outliers in the data. The stati sti cal summary of the data from the standard tine of ca tch cans 

and from the all the spa tial data is shown in Table 5.4. The weighted averagcs wcrc simi lar, 

diffe ring by 0.08mm. The DU 1q and the CUltll were higher for the standard row of catch cans 

than for all the ca tch cans measured. This cou ld be due to the same c limatic conditions being 

experienced by the standard row of catch cans as compared to the variab le conditions 

experienced by the spatially distributed catch cans. 

Table 5.4 Summary statistics and uniformity of the Turner data set. 

Minimum Maximum 
Weigh ted 

Average CV DU 'q CU IIII average 

111111 mm mill mm % % % 

All data 4.0 13.4 7.16 7.09 188 79.0 87.2 

Standard 5.7 13.4 7.24 7.46 18.5 85.3 9 1.9 

The sem ivariogram produced is shown 111 Figure 5.9 and the spherical model fitted to the 

edited va riogram is given by: 

1 
( ( )') o 24 + 0 98 . 3 h _ ~ ~ 

Depth '1;. . 2· 1 18 2 1 18 ,h ,; 11 8 m 

1.22, h > 1 18 In 

A cutoff va lue of 300 m and a lag separation of 50 m were used to detemline the 

semivariogram. The va riogram produced fro m all the data was edi ted to remove the pairs that 

had high leverage on the semi variance. The max imum percentage of pairs removed was 6.9%. 

At most of the lags less than 4% were edited out. The va riogram that was produced was less 

erratic at the smaller lag distances. The model fitted to the edi ted variogram using weighted 
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least squares estima tion had a good fit with a R2 of 95.3%. Thi s model was used for the 

spatial prediction and condit ional simulation. The map produced usi ng inverse distance square 

interpo lation is shown in Figure 5.10. The predicted map is not circular, as in the case of the 

Major centre pi vot, since the area that was occupied by the cattle was ignored. The maps 

produced using ordinary kriging on a 10111 and 2.5 III grid arc shown in Figure 5. 11 . The two 

maps in Figure 5. 11 show the sallle areas of high and low applica tion depth. The summary 

sta tisti cs for the Illaps in Figure 5.11 arc shown in Table 5.5 below. A t- Iest of the means of 

the two sampl es summarised in Table 5.4 showed tha t the two means were not sign ificantly 

different. Since the 10111 map had fewer da ta points, it was used for conditional simu lation 10 

reduce processing time. The inverse di stance square map and the maps produced usi ng 

ordinary krig ing have a similar pattern with the kriged map being smoother. 

Table 5.5 Summary statisti cs of the maps produced on a 2.5 111 and 10 m g rid using ordinary 

kriging (Figure 5.1 1). 

Grid 

2.5 III 

10 III 

Minimum Maximum 

mill mm 

4.719 10.229 

4.723 9.899 

2 . ~ 

, 

o.~ 

o 
u 
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mm mm 
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6.970 0.794 

T u • • ,,· .. 
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Figurc 5.9 Scmi va riogram for the Turner dcpth data with experimcntal variogram fitted to the 

edited sample scmivariogram. 
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The d i fTerence between the DUlq of the all the measured data in Table 5.4 and the DUlq of the 

10 m grid Illap in Table 5.5 is 7.09%. Thi s is to be expected since the averaging effce t of 

ordinary kriging produces data that arc marc uniform. The average of the two sets of data 

differ by 0.12 mm and a t-tes t indicated that the mcans wcre not sign ifi cantl y different. This is 

to be expected, as ordinary krigi ng is an interpolator that preserves the mean. The estimation 

variancc maps again show that the variance is lower closer to mcasured points and increases 

with di stance frolll the point. 

Inverse distance sq uare interpolation 
on a 10m grid 

Applied depth (mm] 
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_7.1-8.2 
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_ No Data 
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Figure 5. 10 Map of app lied depths calculated using inverse distance square interpolation for 

the Tumer centre pivot. 

Ordinary Ordinary 

Applied deplh [mm) Applied depth [mm] 
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Figure 5. 11 Map of depth and estimation variance produced from ordi nary krig ing on a 10111 

grid and a 2.5 m for lhe Turner cenlre pivot. 
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Figure 5. 12 and Figu re 5.13 show the maps produced frol11 the average of 200 and 100 

conditional simulations and frolll the average of 50 ,1I1d 25 conditional simulations, 

respectively. The variance map shows the cc ll variance of thc data from each simulation . 

These variances could be used to dcterminc confldencc intervals for the cell average 

calculated. The maps produced from the average of the conditional simulations closely 

resemble the map produccd us ing ordi nary kriging. The summary stati stics of the data from 

the average of the conditional simulations are shown in Table 5.6. These resu lts and the results 

for the ordinary kriging on a 10 m grid in Table 5.5 are ve ry s imilar. The mean, standard 

deviation, CV, DU1q, weightcd averagc, and CU II11 differ by very small amounts. The 

uniformity criteria arc again higher than the measured data due to the ave rage having bccn 

taken, which s11100thes the data and decreases the non·unifofm ity. 

Table 5.6 Summary statistics of the maps produced on ~ 10 III grid using the average of the 

conditional simu lations performed (Figures 5. 12 and 5. 13). 

Number of s imulations performed 

Statistic I 25 50 100 200 

Minimum [l11m] 3.398 4.847 4.789 4.758 4.779 

Mean [mm] 6.856 6.995 6.992 6.976 6.983 

Maximum [l11m] 10.542 9.927 10. 11 3 9.941 10.0 19 

Standard deviation [mm] 1.147 0.805 0.798 0.792 0.789 

CV [%] 16.730 11.504 11.416 11.358 11.299 

DU" [%] 79.280 85.974 85.994 86.133 86.28 1 

Weighted ave rage [mm] 7.00 1 7. 123 7. 11 6 7.102 7.105 

CU"" [%] 86.996 90.938 90.994 9 1.038 9 1.086 

The stati stics for the single condi tional s imula tion in Tablc 5.6 are aga1l1 similar to the 

stati sti cs from all of the measured datCl. The DU1qs are within 0.29% of eaeh other and the 

CUHlIS are withi n 1.7% of each other. This confimls that the retention of variance property of 

condi tional simulations. Since there is very little difference between the stati sti cs of Table 5.6 

for 25, 50, 100 and 200 s imulalions, the computation time can be reduccd by performing fewe r 

si mulalions. However, the greater the number of s imulations, the better the average of the 

simulated maps resemble the ordinary kriging map. 
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Average and variance of 200 
conditional simulations on a 10m grid 

Applied depth (mml 
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. ' .4 - 1.6 
• No Dala 
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o 200 400 Meters 

Average and variance of 100 
cond itional simulations on a 10m grid 
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_ 8.2-9.2 
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_ 10.2 - 11 .2 
_ No Data 

Variance (mm'] 
0.16 - 0.37 
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. 1.19 - 1.4 
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• No Data 
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o 200 400 Meters 

Figure 5. 12 M aps produced using 200 and 100 conditional simulations for the Turner centre 

pivot. 

Average and variance of 50 
conditional simulations on a 10m grid 

Applied depth [mm] 
4.1 _ 5.1 
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0.37 _ 0. 57 
0.57 - 0 .78 

.0.78 - 0 .98 

.0.98 - 1.19 
. ' . ,9 - 1 .4 
. ' .4 . 1.6 
• NoDal:. 

o 200 400 Meters 

Turn e r o __ ;;;,;....~ 

Average and variance of 25 
conditional simulations on a 10m grid 

Applied depth [mm) 
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o 200 400 Meters 

Figure 5.13 Maps produced usi ng 50 and 25 conditional sil11ulations for the Turner centre 

pivot. 
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5.1.3 Spatial analysis of data from SIand11rd tcsts 

The data co llectcd from the standard tests were analysed for spatial continuity to determine 

spatial relationship of the app lied depth of irrigation water. The spatial relationship was 

investigated for 28 or the 38 systems. The drip and micro spray sys tems were not ana lysed 

duc to the lack of accurate position data. The centre pivot data was analysed using the 

distance from the centre as the location parameter. The data from thc other systems were 

analysed using an x and a y coordinate. An example of the semivariogram produced for centre 

pivot system numbcr 2 is shown in Figure 5.14. This shows the scmivariance versus the 

separation distance along the radius of the pivot. The scmi variogram shows a periodic 

behaviou r in the semi variance, which makes it difficult to use an expcrimcntal model to 

represcnt the spatial variation. This shows that the semi variance of the depth delivered along 

the radius of the centre pivot has a periodic bchaviour. This periodic pattern was not sccn in 

the semivariograms for the Major or Turner centre pivots. This could be due 10 the higher 

numbcr and thc closer spacing of thc data points mcasured fcr the standa rd eval uations. This 

higher resolution shows more detail in the semi variogram for the s ingle row of data points. 

An example of Cl semivariogram produced for draglinc system number 10 is shown in Figure 

5. 15. Thc shape of thc scmivariogram is similar to an inverse parabola. This indicates that the 

varia tion increases with distance as points get further apart and them decreases as points get 

even further apat1. This could be attributed to the sprinkler pattern produced between four 

sprinklers with the depth applied nearer the sprinklers being similar. The scmivariogram for 

noppy system number 29 and semi-permanent sprinkler system number 36 are shown in 

Figure 5.16 and Figure 5.17. These two scmivariograms also exhibit the same pattern as the 

dragline systcm in Figure 5. 15. The semivariograms for the other 24 systems are shown in 

Appendix F. The majority of the centre pivot systems showed a periodic pattern similar to 

Figure 5. 14. Most of the dragli ne, noppy and semi-permanent sprinklers exhibitcd the 

scmivariogram shape shown in Figure 5.15. 
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Figure 5. 16 Scmi variogram for noppy system 28. 
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Figure 5.17 Semivariogram for semi-permanent sprinkler system 36. 

5.2 Il.esults of the SI>alial Analysis of Soil Properties 

The phys ical properties of soil can vary spatially wi thin a field. Some or these properties were 

measured and the lI se of geostati stics to characterise thi s variability was investiga ted. The 

results of the soil properties and soil moisture measurements for the Major centre pivot will be 

discussed in this sec tion. The tcns ion infiltromclcr results will be fo llowed by the tensiometer 

results, and fin ally the soi l property results will be presented. 

5.2.1 Tcnsion intiltrolllcter rcsults 

The tens ion infiltrometer data were used to calculate the final hydraulic conductivity of the 

so il surface. Table 5.7 shows the average, standard deviation and coeffic ient of variation of 

the hydraulic conductiv ity calculated for tensions of 5, 30 and 60 mill . The individual results 

for the 35 locations arc shown in Appendix O. Till; high CV vallll:s show that there was a 

largc va riation in the va lues calculated for the hydraulic conducti vity. 

Table 5.7 Summary stati sti cs of the hydraulic conduct ivity of so il dctermined at 35 
I · 530 d60 .. ·fiI d ocatlons at • an mill tensions u Slllg tcnslon 111 I trolllcter ata. 

Tension 

5mm 30 Illm 60mm 

Mean hydraul ie 
3.50E-04 2.S4E-04 2.03£-04 

conductivity rem/s1 

Std Dev [cm/s] 1.29E-04 1.09E-04 1.00£-04 

CV [%] 36.9 1 42.79 49.36 
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T he hydraul ic conductivities, at each of the three tensions, were ana lysed for spatial 

continuity using the sel11 ivariogram. T he semivariogram for the 5, 30 and 60 mm tensions arc 

shown in Figure 5. I 8, Figure 5. 19 and Figure 5.20, respectively. T he semivariograms did not 

exhibit a shape that could be modelled lIsi ng an experimental model. A spatial structure was 

not apparent from the variograms calculated. T his could be due 10 a shortage of sample 

locations on which to base the semivariogram. The errat ic behaviour of the semi variogram 

could also be due to the variable nature of the hydrau lic conductivi lY ovcr short distances. 

which could not bc characterised by the avai lable data. 
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Figure 5.18 Scmivariogram o f hydra ul ic conductivity at a tension of 5 mm . 
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Figure 5.19 Semi variogram of hydraulic conductivity at a tension of 30 mm . 
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Figure 5.20 Sem ivariogram of hydraulic conducti vi ty at a tension of60 111111. 

Duc to thc crratic bchaviour of the scmi variograms, no maps of hydraulic conductivi ty could 

be produced using ord inary kriging or conditional simulation. The poor behaviour of the 

scmivariogram could be due to the lack of su rfi cient data points at d i ffe rent tag spacings. 

5.2.2 Tensiometer results 

The data reccived from most of the tensiomcters did not show much activity at the various 

sites. SOllle activ ity was seen at a depth of 2S0 mm. The most probablc causes for thc 

inactivity were the low application depth and a poor interface betwecn the tensiometer and the 

soi l matrix. The most noticeable changc was at site MajorS, which was situated in the inncr 

two spans with the highes t applicat ion. The tensiomcter data is presented in Figure 5.21 from 

thc date logging started unt il the icnsiometers were removed. The dramatic decrease in 

tension of the tensiomctcr at a depth o f 1000 mill was possibly due to the intake of ai r into the 

hanging column of water in the tensiometer, as opposed to the wetting of the profile. Due to 

an clectronics failure, the si te Major6 showed no data. This s ite was also situated in the inner 

two spans. The tensiometers placed al a depth of 500 mm and 1000 mm did not show any 

activ ity other than small fluctuations caused by the elect ronics. An exception was the 

tensiometer at a depth of 1000 mm at s ite Major3 where the soi l tension decreased two and a 

half days after the first irrigation even t. This change in so il tension is shown in Figure 5.22. 

Another site that showed a discernable change in so il tension at a depth of 250 mm was at 

tensiometer si te Major4 , which is shown in Figu re 5.23. Here the tension increases before the 

first irrigation event and then decreases after it. It decreases further a ner the second irrigation 
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event. The line of tension at a depth of 1000 Illm is an example of a tensiometer that showed 

no activity. The change in the line is caused by a toggling eITect of the electronics, which is 

caused by the recording resolution of the pressure transducer. The soil tension graphs for the 

tensiometer sites; Major !, Major2, Major7, MajorS, Major9, and Major!O are given in 

Appendix G. 
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Figure 5.21 Soil tension at site MajorS at depths of 250,500 and 1000 mm. 
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Figure 5.22 Soil tension at site Major3 at dep ths of 250, 500 and 1000 mm. 
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Fi gure 5.23 Soi l tension at site Major4 at depths of 250,500 and 1000 mm. 

The resu lts of the tensiometer data did not indicate that they would prove useful in short-term 

assessments of irrigation systems. This could be due to the small amount of irrigation waler 

applied to the soi l surface and for the short period that they were installed. Tensiometers may 

be more suited to analysing the seasonal va riation in so il moisture tension and for irrigation 

scheduling purposes. 

5.2.3 Soil phys ical pr'opcrtics 

The results of the soi l phys ical properties of the samples taken are shown in Table 5.8. The 

low CV values of bulk density (BD) and porosi ty (P) indicate that these properties of each 

sample were similar. However, the final water hold ing capacity (WI-IC) differed by a larger 

amount. The WHC ranged from 0.054 to 0. 162 mlm. The average WHC of the soil samples 

takcn at a dcpth of 500 mm below the surface was greater than that of the surface samples. 

The spatial continuity or tile so il properties could not be determ ined from the few samples that 

were taken at each of the two depths. To characterise the spatial variabili ty of the so il 

properties would require comprehensive sampling that may be too pro hibitive from a cost and 

ti me point of view. 
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Table 5.8 Bulk densi ty (BD), porosity (P) and final wa ter holding capacity (W HC) of soil 

samples. 

Surface samples 

Major I Major 2 Major 3 Major 4 Major 6 Major 8 Major I ( Average CV [%] 

BD 
1. 376 1.522 1.383 1.610 1.544 1.461 1.450 1.478 5.8 I [glcm3

] 

p 0.481 0.425 0.478 0.393 0.418 0.449 0.453 0.442 7.3 

WHC 
0.054 0.147 0.048 0.081 0.121 0.074 0.108 0.090 40.1 

[m/m] 
Samples at a depth of 500 mm 

Major I Major 2 Major 3 Major 4 Major 8 Major 10 Average CV [%] 

BD 
1.763 1.522 1.42 1 1.392 1.688 1.664 1.575 9.7 I rg/cm3

] 

p 0.335 0.426 0.464 0.475 0.363 0.372 0.406 14.2 

WHC 
0. 162 0.121 0.087 0.067 0.103 0.143 0.114 31.0 

rm/m] 

5.3 ,"Vind Oata Results fl-om the TunIc .... Ccnt .... e Pivot 

The wind speed and wi nd direction measured during the evaluation period are shown in 

Figure 5.24 and Figure 5.25, respec tively. The wind speed recorded was the ave rage for a 10-

minute period and the wind direction was an instantaneous reading every 10 minutes. The 

curve in Figure 5.25 is shown using a moving average with a period of 6, i.e. an average over 

the previous hour. The average wind speed was 2.38 m/s (8.57 km/ h) and the average wind 

direction was 97.4°, with 0° being Magnetic North. The wind spccd was less than 2 m/s for 

47.2% of the duration of the test and the wind speed was less than 5 m/s for 93% of the 

du ration of the test. The wind speed was not excessive for nearly the entire test. This is 

substantiated by the high value of the CU and OUlq calculated from al l the spatial data 

measured (see Table 5.3). However, there is a difference of 4.7% for CU and 6.3% fo r DU 1q 

between all the data and the standard line of catch cans. This could bc evidence of the 

influence of changi ng wind speed and wi nd d irection. However, other fac tors, such as the 

change in elevation or the change in trave l speed of the cent re pivot, could have also 

c011lribuled to th is difference. 
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Figure 5,24 Wind spccd dur ing cvaluation at the Turncr ccntre pivot. 
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Figure 5,25 Wind di rection recorded during Turner Centre pivot eval uation, 

5.4 Distribution Uniformi ty and Al)plication Efficien cy Results from Standard 

Evaluations 

The dist ribution uniformity and application effic iency results will be given in this section, The 

average wind speed, test pressure at the nozzle, and system pressure variation of the overhead 

sprinkler systems are shown in Figure 5,26, Figure 5.27, and Figure 5.28, respectively. 
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The average wind speed recorded during the test was less than 2 m/s ror 60.7% orthe systems 

and was less than 5 m/s ror 92.9% or the systems tested. The distribution paltem or water in 

systems that experienced wi nds of 5 m/s or greater had an observable distortion. In some 

cases the upwind side of the sprinkler received little or no water at distances greater than 2 m 

rrol11 the spri nkler. In systems where the wi nd was less than 2 m/s there was little or no 

distortion or the wetting pattern. The systems that produced sma ll droplets and/o r misting 

showed the largest innuenee of wind and had more distortion in the distribution pattern. 

The emitters in all the centre pivot and noppy systems were pressure compensated. Thererore, 

the pressures were only measured to ensure that there was sufficient pressure for the 

compensator to work. The sys tem pressure in all the centre pi vo t and noppy systems was 

sufficient ror the correct operation of the pressure compensators. The average pressure 

recorded in the majority or the lest blocks were lower than the minimum operating pressure 

required. Overhead sprinkler systems perform at optimull1 if the operating pressure is between 

60 and 70 limes the nozzle diameter in mm (Reinders. 1986). Of the twenty dragline and 

semi-permanent sprinkler systems eva luated. 14 were operated at a pressure outside these 

optimal boundaries. The majority of the systems were being operated a pressure that was too 

low. The coefficient of variation of the system pressure for dragline and semi-permanent 

sprinklcr systems ranged from 1.36% to 37.5%. Two-thirds of the systems had a pressure 

variation that was greater than the desired maximum or 10%. 
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Figure 5.26 Average wind speed of overhead sys tcms evaluated. 
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Figure 5.28 Systcm pressure variation at the nozz le for drag line and semi-permanent sprinkler 

systems, 

The average wind speed, coefficient of variation (CV) of the appl ied depths, the coefficient of 

uniformity (CU), the low-quarter di stribution uniFormity (DU1q), the app lication effic iency 

(AE), and the emission uniformity (EU) for each system arc g iven in Table 1-1 , I in Appendix 

1-1. A summary of the uniFormity parameters by irriga tion type is given in Table 5.9. 
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Tablc 5.9 SUlllma ry of UBi formity paramcters by irrigation type. 

Irrigation systelll typc 

Paramctcr 
Ccntrc 

Draglin 
Drip and 

Floppy 
Scmi-pcmlancnt 

Pi vot Miero spray sprinklcr 

Average CU [%] (EU [%]) 88.0 74.0 8 1.6 (76.3) 74.5 70.8 

Average DU'q [%] 8 104 60.9 72.7 6704 56.9 

Minimum CU [%] (EU [%]) 85.7 64.1 1704 (25.4) 68.5 5504 

Maximum CU [%] (EU [%]) 90.6 83.6 95.2 (92.5) 78.2 8 1.1 

Minimulll DUlq [%] 77.5 45.9 0 62.9 70.7 

Maximu111 DUlq [%] 84.2 76.6 91.9 70.3 91.1 

Standard DU lq [%J (from Pitts et al., 
75 75 85 75 75 

1996) 
Pcrccntage sys tems with excellent 

100 1504 30 0 14.3 
field condition DUlo > Std DUI 

The uniformity parametcrs: CU, DUlq and EU, for ccntre pivot , draglinc, drip and micro 

spray. fl oppy and semi-permanent sprinklcr systems arc shown in Figurc 5.29 to Figure 5.33. 

Pitt s el al. ( 1996) conducted a study of thc distribution uni formity of 385 irrigation systems 

and suggested some acceptable standards for DUlq based on best management practi ces. 

These standards arc included in Table 5.9 for comparison wi th the ca lculated DUlqS. 

The CU and DUlq of the fi vc centre pivots were hi gh. The average DUlq was 8 1.4% and thc 

minimum was 77.5%. These arc both above the standard DUlq sugges ted by Pills et al. (\996) 

indicating that these systcms were performing wcll and had an acceptable DUlq. The 

uni formity of the draglinc, floppy and scmi-permanent sprinkler systems were generally poor. 

Only 15.4% of the dragline systems and 14.3% of the scmi-permanent sprinkler systcms had a 

DUlq tha! was greater than the suggested standard. None o r the noppy systems attai nell this 

standard. The DU lq o f the drip and micro spray systems va ried from 0% 10 91.9%. Thirty 

percent of these systems had a DUlq that was above the standard of 85%. 
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Figure 5.33 CU, DUlq and AE ofscmi-pCn11ancl1t sprinklers. 

The majority of the systems eval uated exhibited poor uniformity of appl ica tion of irrigation 

watcr. The poor uniformities could poss ibly have been caused by the high wind conditions in 

some o r the tests and the incorrect operating pressurc of the overhead sprinkler systems. The 
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drip systems that had poor unifonllity was due to emitter clogging and severed lines. In one of 

the surface drip sys tems, cane ra ts had severed a large portion of the lines. The severed lines 

a lso contributed to a decrease in the line pressure. Incorrect spacing of sprink lers, 

malfunctioning sprinkler heads, incorrect hose lengths and diameters, and worn nozzles were 

obscrved in systcms that had poor uniformity. Some systems were not being opera ted 

accord ing to the design. In some systems, the distribution pattern of the sprink ler was being 

affected due to the operation of additional sprinklers, which decreased the system pressure. 

These fac tors, LOgether with the wind and incorrect system pressure, were the probable causes 

of the poor application uniformity that was measured. It should be emphasised that the 

un iformity results reported were determ ined at a specific time and with the ambient climatic 

conditions at the time of the test. The app licatiolluniformity of the same irrigation system can 

be diffe rent with each evaluation. In a study conducted by van der Ryst (1990) 011 centre 

pivots over a five-year period, the va lues calculated for the CU and DU 1q varied substantially. 

The average CU va lue was 84% with a standard deviation of 5%. T he range for the CU va luc 

was 64.8 to 93.8% on the same centre pi vot. Sim ilarly the DUlq had an average of 73.1 % and 

a standard deviation or 6.5% with a range of 57.4 to 89.5%. The au thor att ributed this to 

external factors such as the variable climatic conditions, the structural des ign of the centre 

pivot , and the avai lable range of emitters. 

A summary of the application effic iency obtained for (he overhead irrigation systems is 

shown in Table 5. 10. The application effic iency for these eval uations was calculated as the 

average depth leaving the emitter to the average depth recorded on the ground. This accounts 

for spray and evapora tion losses. The application efficiency of each system eva luated can be 

seen in Figure 5.29, Figure 5.30, Figure 5.32 and Figure 5.33. From the figures it can seen 

that the systems that cxhibited hig h uniformit ies genera lly had high application efficiencies. It 

can also be seen that some of the systems that had a poorer DUlq also had high application 

efficiency. An example of thi s is System 33 in Figure 5.33, the DUrq was 56% and the AE was 

89.4%. This is due to the definition of AE where averages are used. Here the AE was high 

because the average depth emitted from the sprinkler compared to the average depth recorded 

on the ground was similar. However, the DU 1q shows that the low quarter of the area received 

only 56% of the average. This means that under-irrigation has occurred in the test area. This 

may have implica tions for crop y ield and excess deep percolation. The average AE for the 

irrigation system types arc close to the norms suggested by the South African Irrigation 

92 



Inst itute (SAS I) (2000). These norms represen t the average spray and evaporation losses of 

thc irr igation sys tclll. 

Table 5. 10 SUllllllary of appl ication efficiency by type of in'igation sys tcm. 

Type of irrigation system 

All Centre 
Draglinc Floppy 

Scmi-pennanent 
systems pivot sprinkler 

Average AE [%) 77.0 83.6 73.5 76.7 78.9 

Minimum AE [%] 58.9 76.3 58.9 63.5 64.6 

Maximum AE [%] 93.8 93.8 893 85 .4 91.1 
SA BI AE norms [%) 

85 75 85 75 (SABI,2000)· 
-

The average applicat ion, or appl ication rate, that was determi ned from the evaluations are 

shown in Figure 5.34 for centre pivot and nappy systems, in Figure 5.35 for drip and micro 

spray systems, and in Figure 5.36 for drag line and semi-permanent sprinkler systems. A 

stat istical summary of the system delivery by type of system is g iven in Table 5.11. 
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Figure 5.34 Average depth of application for nappy and centre pi vot systems. 
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Figure 5.35 Average depth of application for drip and micro spray systems. 
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Figure 5.36 A vcragc depth of application for dragline and semi-pcrmancnt sprinkler systcms. 

Table 5.11 Minimum, maximulll and average irriga tion systcm delivery by systcm typc. 

Statist ic Ccntre pivot 
Draglinc and Scmi-

Drip Micro spray Floppy 
permanent sprink ler 

[ mm] [mm/ h] [ l/h] [l/h] [mm/h] 

Minimum 9.23 2.17 0.67 35.63 2.93 

Maximum 11.82 4.76 2.37 58.23 3.75 

Averagc 10.47 3.14 1.70 46.93 3.4 1 

Standard Deviation 1.08 0.87 0.54 15.98 0.43 

CV [%] 10.29 27.86 31.42 34.04 12.49 

The deli very of many of the irrigation systcms was below thc design delivery. In some 

systems the delivery was as low as half of what the famlcr thought they were applying. The 
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lower than cxpect delivcry could ha vc ncgati ve resu lts on crop growth if soil moisturc 

monitoring is not part of the schedu ling process. Thc dc livcry of the centre pivots showed thc 

lowcst variation in deli very. The CV for the deli very of dragline and semi·perl11anent 

sprink ler systems was high at 27.86%. The majority of these sys tems were designed with the 

same spacing and sprink ler and nozzle package. Therefore, lhis large variation is s ignificant 

and is probably due to the differcl1l climatic conditions and different operational practices. 

The noppy systems exhibited a lower CV fo r the delivery of these systems. Infere nces abou t 

the high variabili ty of the drip and micro spray sys tcms are not possible because of thc unique 

design o f each sys tem. 

Thc peak system capacity is shown in Figure 5.37 for each sys tcm. The sys tem capacity givcn 

is for the irr iga tion systcm operated with the performance parameters as de termined duri ng 

the evalua tion and at thc current schedu ling practices. Thc sys tem capacity could be increased 

in the systems wilh a poor unifomlity and efficiency by operating the system at the correct 

pressure and in morc fa vourable wind conditions. Therc was a large variation in the syslel11 

capaci ty of the irrigation systems evaluated. Twenty- three of thc systems had a systcm 

capaci ty less than 5 mm/day and 12 ofthc systcms had a system capacity less than 4 I11Ill/day. 

These systems may not be able 10 supply the crop water demand duri ng peak periods. The 

sys tem capaci ty could not be determined for sys tcms 2 1, 24 and 3 1 due to a lack of 

scheduli ng information. 

I .\ ~ - t 11 1.1 I ~ I ~ " !I 1.1 1~ .IQ r 11 .1.1 .I ~ r 
1 ~ 6 11 HI 11 U 16 I ~ 10 11 H 16 .11 1~ .Il H .16 .I~ 

S.\,r'·11I 1111 1,,1 11" 

Figurc 5.37 Peak sys tem capacity in nun/day for each system. 
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A stati st ical summary of the system capacit y by type of system is given in Table 5.12. The 

centre pivots had the highest average system capacity of 6.2 mm/day as well as the lowest CV 

al 17.7%. Thc noppy, and drip and micro spray systems showed a largc variation in systcm 

capacity. The draglinc and scmi-penllanclll sprinkler systems wcre less variable. 

Table 5.12 M inimull1, maximum and average irrigation system capucity by system type. 

System Capacity Centre Pi vot 
Dragline and Semi- Drip and Micro 

Floppy r111111/d~Yl permanent sprinkler spray 

Minimum 4.57 1. 87 1.22 2.8 1 

Maximlll11 7.46 5.68 6.92 6.70 

Average 6.20 4.06 3.99 5.06 

Standard Deviation 1.10 1.07 2.29 2.01 

CV [%) 17.7 26.4 57.4 39.7 

The main results obtained during the study were given in this Chapter. The importance of 

these findings will be discussed in the following Chapter. 
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6 DI SCUSSION AN D CONCL USIONS 

From the literature it is clear that monitoring an irrigation system using performance criteria 

plays an important role in the economics and efficacy of an irrigation system. In the past there 

has been grea t confusion over the use of certain of these criteria. The same tcml has been 

given many definitions by different practit ioners. This makes the comparison of systems 

tested at diflc rcnt ti mes, locations, scales, and eval uators difficult. Therefore, a common 

de fini t ion is required 10 remove any confusion and to a llow for comparison. The defini tions 

provided by the ASCE Task Commi ttee should there fore be used as a COl11 m on basis for the 

eval ua tion of irriga tion sys tems or regions. However, there is still the possi bi lity of evaluators 

having different opinions about what constitutes a rcasonable or bcnefic ial use of water. For 

this reason the reports on irrigation system performance should have clear defini tions of the 

cri teria used. To allow for future comparison the sca le and clcmcnta l area used should also be 

indicated. 

The distribution uniformity of an irrigation systcm plays an important role in the efficient use 

of water as well as the realisa tion of high y ie lds. T he distribution unifonlli ty is affected by 

design, environ mcntal, and managerial fac tors. For an irr igation system to perform at its 

optim ulll , a ll these factors have to be correctly managcd. An irrigation system wi ll only have a 

good 1I 1l i formity if it is correctly designed, main tai ned, and opera ted. The performance of an 

irriga tion system shou ld be checked using regula r maintenance and evalua tion. 

The use of spa ti al stati stics to describe the performance of an irriga tion systcm gave both 

positivc and negative results. If the spalia l cont inui ty of the distribution of water can be 

determined and modclled, the map produced usi ng the ordinary krigi ng in terpolator provides a 

useful visual aid to dctennine areas of over-irrigation or under-irrigation. Since the spatial 

relationship of the data can be exploited , the map produced by ordinary kriging is more useful 

than one produced using inverse distance square interpolation. T he ordinary kriging techn ique 

has a smoothing effect on the predic ted data. T herefore the unifo rm ity of the predicted map 

wi ll be higher than the measured data. For this reason, the data fro m the predicted map cannot 

be used to cstimate the uniform ity o f lhe irriga tion sys tem, as it wi ll lend to over eSfimate the 

uniformity. To estima te the fi eld-wide uniformi ty of the irriga tion sys tem a single rea lisa tion 

of a condit ional s imulation could be used. T he conditional sim ulation explo its the spatial 
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dependence of the data and uses the measured data. The results for the uniformity frol11 the 

conditional simula tion resemble the uniformity of the measured data more closely. The cell 

average over a number of conditional s imulat ions produces a map that c losely resembles the 

ordinary krig ing map. The cell va riance can also be determincd over the number of 

s imulations and can be used to provide cell confidence interval s for the depth applied. 

A possible negati ve result from the study was that the use of spatial statistics greatly increases 

the amount of data needed comparcd to the standard eval uations performed. The time required 

to set up the experiment is increased and the duration of the tes t can be greater than 36 hours 

for centre pivots. During this time there are changes in atmospheric and wind condi tions. If 

the changes are dramatic, they may have a large influence on the uni formity resu lts. The 

Turner centre pi vot evaluation showed a difference in the uniformity between the single row 

of catch cans and the spatial di stribution of ca tch cans. Whether this could be attributed to the 

v::lry ing wind speed and direction or other f::lCI OrS, such 3 S wi nd and travel speed of the centre 

pivot, was difficult to quantify. Another possible negative aspect o r us ing spatial stati stics to 

evaluate irriga tion sys tems is that the eva luator would have to be we ll versed in the theory and 

appl ication of geostatisti cs. The process involved with the standard eva luation techniques is 

relatively s imple and less prone to errors than modelling the spa tial dependence of the data. 

The character isation of the spatial variance of the so il properties measured was not successful. 

Since so il properties can vary dramatically over short distances, the parameter being measured 

will have 10 be extcnsively sampled at close distances. This bccomcs impractical and 

economically unfeasible at the field scale where large numbers of samples would have to be 

taken. The number of measurements taken during this st udy was too few to determine any 

spatial dependence of the parameter measured. Ilowcvcr, other studies us ing spatial stati stics 

10 characterise the spatial va riation of soi l properties have been success ful where su ffi cient 

data (at least 150 samples) have been measured. 

The use of tens iometers to measure the change in so il tension over short periods of time did 

not prove to be useful. Firstly, many of the tens iometers did not show any activi ty. This was 

possibly due to the tens iometer not making a good connection wi th the soi l matrix, the short 

time the tensiometers were installed, or low soil moisture at the start of the evaluation. 

However, tensiometers have been used to monitor changes in so il tens ion over long periods of 

time. A tensiometer that was pennanently installed could be used for scheduling purposes. 
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The spatial ana lys is of the depth data frol11 the standard evaluations showed that the depth of 

irrigation water applied varies over short dis tances. Therefore, to charac terise a whole field 

the sampling density would have to be high to include the va ri ation at short lags. This wou ld 

increase the cost of the eval uat ion dramat ically. The semivariograms from the majority of the 

systems showed that there was a periodic behaviour in the spatial variation of the depth data. 

This may indicate that other methods wi ll have to be used to eva luate the spat ial dependence 

of the depth data. The increased sampling density requi red to accurately map the variation of 

applied water for these types of systems may make it proh ibitively expcnsive to apply spa ti al 

sta tist ica l mcthods to eva luate the spatial di stribut ion. 

In general the results from the standard uniformity evaluations performed on the 38 systems 

considered were poor. The majority of the systems had a uniform ity that was less than the 

standard DUlq suggested by Pins et al. ( 1996). The centre pivot and drip systems exhibited 

good application uniformity compared to the draglinc and semi -pcrmanent sprinkler sys tcms 

evalua tcd. In arcas where there arc water rest ric tions, the centre pivot and drip sys tems may 

be required s ince the selection criteria may be the conservation of water resources and not thc 

minimisat ion of capital costs. 

The dragline, semi-permanent sprinkler, and fl oppy systems appear to be susceptible to strong 

wind conditions. The distort ion of the distribu tion pattern was grea ter for these systems than 

ror the centre pivot systems. However, as the results of onc o f the semi -permanent sprinkler 

systems show, if the overhead sprinkler is operated at the correct pressure and at the correct 

spacing in st rong wind condi tions (6 In/S) the uniformi ty can still be relative ly high. The 

distribution uniformity ofthc overhead systems was a lso greatly affec ted by the low operating 

pressure in the systcm. Without sufficient pressure the sprinkler is not able to achieve the 

desired radius of th row and break up of the stream. Therefore, to improve the uniformity of 

these systems they need to be operated with in the correct pressure range. Maintenance also 

plays a crucial role in main taining good uniformity. The uniformity of systems wi th worn 

nozzles, leaking hoscs, broken sprinkler heads, or leaking hydromatie couplings were 

generally poor. 

Drip irrigat ion systems are dcsigned to apply wa ter very uni formly. The drip systems that 

wcre tested showed both excel len t and poor results. These sys tems need to be designed wit h 

the soi l and crop to be grown in mind. It was observed that the subsurface drip systems 111 
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clayey soil had emitter clogging that decreased the uniformi ty. The quali ty of the water also 

had an effect on the uniformity. On systems that drew water from a source that contained a 

high degree of si lt s and suspended solids the uniformity was low despite an adequately 

designed filtration system. Therefore, to ensure excellent uniformity in drip systems, the 

quality of the water and the effectiveness of the filtration sys tem need to be considered. 

The irrigation systems that were well maintained and operated according to the design 

specifications were able to meet or exceed the standard DUlq va lues suggested. Therefore the 

standard DUlq val ues suggested by Pitts et al. (1996) could be used as Cl guideline for the 

minimum acceptab le limit to be used in the calcula tion o f the gross irrigation water 

requ irement. These va lues could be used as the DUlq lI sed in the potential application 

effic iency principle given by BUrl er al. (1997). This method uses the average of the low 

qua rter for scheduling purposes. When the average of the low quarter is al the required depth 

then there will be minimal under-irrigation and the application efficiency wi ll be a function of 

the distribution uniformity. Using these principles, the low-quarter potential application 

effic iency (PA E1q) and the ratio of gross 10 nett irrigation water requirement for the irrigation 

systems evaluated are shown in Table 6.1 . The norms for applica tion efficiency given by 

SAB I (2000) wcrc uscd to represent the percent spray and evaporation losses in the PAE'q 
calculatio n. 

Table 6.1 PAElq and ratio of gross to nett irrigation wate r requirement. 

System type 
SASI Norms for Standard DU1q PAE" Ratio of GrossfNett 

AE [%1 [%1 [%1 irrigation 

Centre pivot 85 75 63.8 1.57 
Dragline 75 75 56.3 1.78 
Floppy 85 75 63.8 1.57 

Scm i -pennanent 
75 75 56.3 1.78 

sorink ler 
Drip and Micro 

95 85 80.8 1.24 SDrav 

The table shows that the efficiency calcu lated is low for all expect the drip and micro spray 

systems. These efficicncies mean that the gross amount of water that needs to be appl ied is 

157% of the crop water requirement for centre pivot and nappy systems. This increases to 

178% for dragline and semi-permanent sprinkler systems. The drip and micro spray sys tems 
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would require 124% of the crop water demand. Therefore, in water-stressed areas this 

technique to calculate the gross amount orirrigation water required may not apply. 

For irrigation sys tems where another level of adequacy is required, the method as given in 

Chapter 2.4 will have to be fo llowed. Table 6.2 shows the system efficiency (SE) of the 

irrigation systclll with an adequacy of 50%. IIcre, hal f the fie ld is under-irrigated and half the 

field is over-irrigated. Since the average depth infiltrated is the average alllount that mllst be 

applied al the surface, the gross amount of irrigation water required is this mean depth divided 

by ( 100 - % losses). The systcm efficiency is the product of the application efficiency of the 

infiltrated water (refer to Table 2.7) and (100 - % losses). Here the amount of gross irrigation 

water that is required is at most 133% of the crop walcr demand. For exam plc, if the irrigation 

crop water demand was 1000 mill for the season and a dragline system was used, then the 

gross amount of water to apply would be 1330 mm. This amount corresponds la the scenario 

where the field has an adequacy of 50%. For the scenario where the low quarter average is 

used as the schedu ling criteria, the gross amount of water that would be requ ired would be 

1780 mm. This is an increase of 450 mJll for a 27.5% increase in the area adequately irrigated. 

These calculations arc based on the assumption that the irrigation is correctly scheduled to 

prevelll excess deep percolation. 

Table 6.2 System efficiency and ratio of gross to nett irrigation water requ irement. 

System type 
SAB! Norms for Standard DUlq SE Ratio of GrosslNett 

losses [%1 [%] [%] irrigation 
Centre pivot 15 75 78.3 1.18 

Dragline 25 75 69.1 1.33 

Floppy 15 75 78.3 1.18 
Semi-permanent 

25 75 69. 1 1.33 
sprinkler 

Drip and Micro 
5 85 90.5 1.05 

spray 

The method described in Chapter 2.4 can also be applied to deficit irrigation scenarios. Here 

the gross amount of crop water required will be less than the crop water demand. The 

appl ication efficiency of this type of irrigation will bc close to 100% wi th the only loss of 

water coming from the spray and evaporation losses. This wi ll probably not be the strategy of 

commercia l fa rmers who use irrigation to ensure high yields. However, if there arc wa ter 

restrictions, th is scenario may become likely when determining water allocations. 
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One of the objectives of this study was to propose an initial methodology to assess the spatial 

va riability of the application of wa ter in an irrigation system. As already mentioned in this 

discll ss ion, the increased time and costs wi ll make the spatial eva luation of irrigation systems 

unattractive. Instead of characterising the variabili ty of the entire field , the standard 

evaluation test could be performed in Cl number of places in a field and the results compared. 

This will not be necessary for drip and micro spray irrigation systems as the standard 

evaluation procedure is done on an elllire irrigation block. For a centre pivot. the test could be 

repeated a long radii in different sectors of the field. However, due to the time it would take 

for the centre pi vot to move round to the new test site, the climatic conditions may be 

different. Thi s would complicate the comparison of the results from the different tests. The 

standard evaluation techniques should therefore be used to characterise the application 

unifonnity of irriga tion systems, as the results from a spatial evaluation does not indicate that 

the increased cost and effort is just ified. 

However, as a recommenda tion for future research, the use of automated sensor equipmelll or 

aerial photography to characterise the di stribution of water within a field should be 

investigated. The use of GPS technology together with automated soi l moisture measuring 

equipment could provide spatial data more quickly and at a lower cost. 

More research is requ ired to quantify ac tual values for distribution uniformity and application 

efriciency in South Africa. In particular, research into the performance of surface irrigation 

sys tems is needed. These va lues arc required to enable actual water a llocations to be estimated 

more accurately. Having morc accurate estimates of actua l irrigation sys tem performance will 

allow designers and policy makers to make more informed decisions on which irrigation 

sys tem to use under certai n conditions. 

In conclusion, the distribution uniformity of an irriga tion system plays an important role in the 

yicld potential of a crop and in the use of limited water resources. The current method of 

calculat ing gross irrigation water requirement using spray and evaporation losses shou ld be 

revised to include the distribution uniform ity of an irrigation system. Regular assessment of 

irrigation systems should occur to ensure that the system is performing correctl y. Irrigat ion 

systems should also be opcrated according to the correct design to ensure that there is 

sufricient operating pressure in the system to g ive high application uniformity. 

102 



7 REFERENCES 

Ankcny, M D, Ahmcd, M, Kaspar, TC, and I-I orlon, R. 1991. S imple rield method for 

determining unsaturated hyd rau lic conduc ti vity. Soil Science Society of America 

JOI/I"I/0/55(2):467-470. 

ASAE Standards. 40lh Eel. 1993a. 5436. Test Procedure for Determ ining the Uniformi ty of 

Water Di stribution of eCnlCr Pi vot, Corner Pi vot, and moving Lateral Irrigation 

Machines Equ ipped with Spray or Sprink ler Nozzles. SI. Joseph, Michigan, USA: 

ASAE. 

ASA£ Slandards, 40lh Eel. 1993b. EP458. Field Evaluations of Microirrigation Systems. SI. 

Joseph, Mich., USA: ASAE. 

ASAE Standards, 40lh Eel. 1993c. S398. 1. Procedure for Sprinkler Tes ting and Performance 

Reporting. SI. Joseph, Mich., USA: ASAE. 

ASCE. 1978. Describing irrigation crtic icncy and uniformity. Journal oj ril e Irrigation and 

Drainage Division 104(1 ):35-41. 

ASCE Task Committee on Geostat istica l Techniques in Geohydrology of the Ground Water 

Hydrology Committee of the ASCE Hydraulics Divis ion (ASCE). 19903. Review 

of geostatisti cs in geohydrology. I: Bas ic concepts. Journal oJ Hydraulic 

EI/gilleerillg 11 6(5):612-632. 

ASCE Task Committee on Geos tati stica l Tcchniqucs in Gcohydrology of the Ground Water 

Hydrology Committee of the ASCE Hydraulics Div ision (ASCE). 1990b. Review 

of geos tati sti cs in gcohydrology. 11 : Appl ica tions. Journal 0/ Hydraulic 

Ellgilleeril/g 116(5):633-658. 

Bogaert , P and Russo, D. 1999. Optimal spatial sampling for the estimation of the variogram 

based on a least squares approach. Water Resources Hesearch 35(4): 1275- 1289. 

80S, MG and Nugtercn, J. 1990. On Irrigation EjJiciencies. Wagcningen, NL: International 

Insti tute for Land Reclamation and Improvemcnt (ILRI). 

Bms, DJ and de Gruijter, JJ . 1997. Random sampling or geosta ti stical modelling? Choosing 

between design-based and model-based sampling strategies for soi ls (with 

Discuss ion). Geoderma 80( 1-2): 1-44. 

8urt , CM, Walkcr, RE and Styles, SW. 1992. Irrigation System Evaluation Manual. San Luis 

Obispo, USA: Irriga tion Training Rcscarch Centre, Cali fornia Polytcchnic Stale 

Universi ty. 

103 



Burt, CM, C lclllmcns, AJ, Strelkorr, TS, Solomon, KH , Blicsllcr, RD, I-lardy, LA , 1-1 owclI , 

TA and Eisenhaucr, DE. 1997. Irriga tion performance mcasures: Effic iency and 

uni form ity. Journal oJ Irrigation and Drainage Engineering 123(6):423-442. 

Burt, CM, Clcrnmens, AJ, Solomon, KH , Howcll, TA and Stre lkoff, TS. 1999. Irrigation 

performance measurcs: Efficiency and uniforl11ity- Closure . Journal of Irrigation 

alld Draillage Ellgineerillg 125(2):97-99. 

Chen, J, I-I opmans, JW and Fogg, GE. 1995. Sampling dcsign for so il mois ture mcasurClllcnts 

in large field trials. Soil SeieHee 159(3): 155- 16 1. 

Christianscll, J E. 1942. Irrigation by sprink li ng. Ca lifornia Agricultu ral Expcrimcnt Station­

Bulletin 670. Bcrkley, USA: University of Californ ia. 

C lelllmcns, AJ. 1991. Irrigation unifonnity relationships for irriga tion systcm management. 

JOllmal of Irrigation and Drainage Engineering 11 7(5):682-699. 

Clcllll11cns, AJ and Solomon, KH. 1997. Es timat ion of g lobal irrigation distribution 

unifomlity. Journal of Irrigation and Drainagc Engincering 123(6):454-46 1. 

C ress ie, N. 1991. Stati sti cs for Spat ial Data. New York , USA: John Wi ley & Sons, Inc. 

de Juan, JA, Tarjuclo, JM , Va liente, M, and Garcia. P. 1996. Model fo r opt imal cropping 

patterns within the fa rm based 0 11 crop water production fUll ctions and irriga tion 

uniformity: I. Develop ment of decision model. AgriclIllllra{ Water Management 

31(1-2): 11 5- 143. 

Doorenbos, J, and Kassal11, AI-i. 1979. Yield Response to Water. Irrigation and Drainage 

Paper 33. Romc, IT: Food and Agricu lture Organisa tion (FAO). 

Fontch, MF and Pod more, T. 1994. Application of gcoslatisti cs to characteri se spatial 

va riabili ty of infiltrat ion in furrow irrigation. Agricultural Water Management 25{ 1-

2): 153- 165. 

Goovaerts, P. 1999. Geostati sti cs in soi l science: state-of-the-art and perspectives. Geoderma 

89( 1-2): 1-45. 

I-i ansen, YE. 1960. New concepts in irrigation efficiency. Transactions oJ the ASAE 3( 1):55-

61. 

l-ieerm3lln. DF and Hcin, PR. 1968. Perrormancc characte ristics of self-propelled ccnter pivot 

irrigation sys tems. Transactions of the ASA El l (I): I 1-15. 

I-iccrmallll , DF, Duke, I-m., Serafim, AM and Dawson, LJ . 1992. Distributioll runctions to 

represent center-pivot water distribution. TrallsclctiollS 0/ the ASAE 35(5): 1465-

1472. 

104 



Isaaks, E and Srivastava, RM. 1989. An inlroduclion 10 Applied GeOSlalistics. New York, 

USA: Oxford Universi ty Press. 

Jaynes , DB . 1991. Calculation of distribution and efficiency for nonuniform irrigation. 

JOllrnal oJ Irrigation and Drainage Engineering 117(5):808-8 10. 

JCllsen, ME. 1993. The impact of irrigation and drainage on the environment. In 5th Gul/uni 

A1emorial Lecture. The Hague, NL: International Commission on Irrigation and 

Drainage. 

Journel , AG and I-Iuijbregts, CJ. 1978. Milling GeostariSlics. London, UK: Academic Press. 

Karmeli , D and Kcl1cr, J. 1974. 7ikkle Irrigation Design. Gl cndora, USA: Rain Bird 

Sprinkler Manufacturing Corporation. 

Letey, J. 1985. Irriga tion uniformity as relatcd 10 oplimum crop production- Additional 

research is nceded. Irrigmioll Science 6(-):253-263 . 

Letey, J, Va ux , HJ and Feincrman, E. 1984. Optimum crop water app licat ions as affected by 

lIni formity of water infi ltration. Agronomy JOllnwl 76(-):435-44 I. 

Li , J. 1998. Modelling crop yie ld as affectcd by uniformity of sprinkler irrigation sys tem. 

Agric/llrural WareI' Mal1agemenl 38(2) : 135-146. 

Lorcntz, S. 2000. Tension Infiltromctcr Quick Refcrcncc Guide. School of Bioresources 

Engi neering and Environmental Hydrology, University of Natal, Pietermaritzburg, 

RSA. 

Mcrriam, JL. 1999. Estimation of global irrigation distribution uniforll1ily- Discuss ion. 

JOllmal oJ Irrigario/"l and Drail/age Engineering 125(2): 100-103. 

National Water Act. ( 1998). RSA Government Gazette No. 36 of 1998: 26 August 1998, No. 

191 82. Cape Town, RSA. 

Olea, R A. 1984. Sampl ing design optimisation for spatial functions. Journal of the 

IlIferllariollal Association Jor Mathematical Geology 16(-):369-392. 

Pcbesma, EJ and Wcsseling, eG. 1998. GSTAT: A program for gcostatisti ca l modelling, 

prediction and s imulation. Computers mul Geosciences 24( I): 17-31. 

Pcrcira, LS. 1999. Highcr performance through combincd improvemcnts in irrigation mcthods 

and schcduling: a discuss ion. Agricultural Water MallagemeIll40(2): 153-169. 

Pcrrens, SJ. 1984. umcrical analysis of so il watcr unifonnily undcr sprinkle r irrigation. 

JOlll'llal of Agricultural Ellgineering Research 30(-):23-27. 

PillS, D, PClersoll, K, Gilbcl1, G and Fastenau, R. 1996. Ficld asscssmcnt of irrigation system 

performancc. Applied Engineering ill Agriculture 12(3) :307-3 13. 

105 



Reinders. FB . 1986. Evalllasie van Besproeiillgsisteme (Evaluation of Irrigation Systems). 

Direc torate o f Agricultural Enginccring and Water Supply, Prc toria, RSA. 

Rogcrs, DH , Lamm , FR , Alam, M, Trooicn, T P, Clark, GA, Barnes, PL and Mankin, K. 1997. 

Efficicncies and Water Losses of Irri ga tion Systcms. [Internet]. Kansas State 

Uni ve rs ity, Research and Extens ion Engineers, Manhattan, USA. Avai lable from: 

< http://www.ozneLksu.cdull ibrary/agcng2/mf2243.pdf.>. [Acccsscd 17 March 

2000]. 

SA B!. 2000. Dcsign Norms. [Intclllct]. South A fri can Irrigat ion Institute (SA BI), Strand, 

RSA. A vai lablc from: <http://www.sabi.co.za/html/design_llorms. html> .[ Acccssed 

9 September 2000]. 

Solol11on, KH . 1983. Irrigation Uniformity and Yicld Theory. PhD thesis, Utah Statc 

Uni ve rs ity, Utah Sta te Univers ity, Logan, USA. 

Solol11on, KH . 1984. Yield relatcd interpreta tions of irriga tion unifomlity and efficiency 

measures. Irrigation Science 5(-): 161 - 172. 

Solomon, KH . 1990. Sprinkler irrigation uniformity. [Internet]. Centre for Irrigation 

Technology, Ca lifornia Sta te Uni versity, Frcsno, USA. Available from: 

<http://www.watc ri ght.orgls itc/publications/900803. hulll> . (Accessed 29 J unc 

2000]. 

Solomon, KH and Bun, CM. 1999. Irriga tion sagacity: a measure o f prudcnt watcr use. 

Irrigalioll Sciellce 18 (-): 135- 140. 

ThornlOn-Dibb, Sand Lorcn tz, S. 2000. Manual for the Operati on of Tensiometcr Nests 

Us ing the HOBO Loggcr System (v 1.2). School o f Bioresources Enginceri ng and 

Environll1cntal Hydrology, Uni versi ty o f Natal, Pietcrmaritzburg, RSA. 

van der Ryst, C. 1990. Identifiseting, Kwantifi seering en Bcperking van Watc rverli esc onder 

Spulpuntbcsprociingstclscls (Iden tifi ca tion, Quantification and Limitat ion o f Water 

Losses under Centre Pi vot Irrigatio n Systems). WRC Report No. 153/ 1/9 1. Preto ri a, 

RSA: Water Research Com miss ion. 

Warrick, AW. 1983. Interrelationshi ps o f irrigation uniformi ty tcrl11S- Discussion. J oul'llal of 

Irrigation and Drainage Engineering 109(3):317-332. 

Warrick, A Wand Mycrs, DE. 1987. Optimisation of sampling locations for vanogram 

calculations. Water Resources Research 23(3):496-500. 

Warrick, AW, I-Ian , WE and Yitaycw, M. 1989. Calculation of d istribution and effi ciency for 

nonuni fo nn irrigation. JOlll'I/a/ of Irrigation and Drainage Engineering I 15(4):674-

686. 

106 



Wan·ick, AW, Vargas-Guzman, JA, Maycr, S, Restrepo, M and Ellsworth, TR. 1999. 

Strategies for improving spatial variability assessments. In Assessmellf oJ Non-point 

Source Polluti01l ill the Vadose Zone, cd. COJ"Win, DL, Loague, K and ElIsworth, TR, 

93- 105. Washington, USA: American Geophysical Union. 

Waiters, W. 1992. Influences 01/ rhe Efficiency of Irrigarioll Water Use. Wageningen, NL: 

Intcrnational Insti tute for Land Reclamation and Improvement ( ILR I). 

Wo percis, MC, Ste in , A, BOUIll3 , J and Waodhead, T. 1992. Sampling number and des ign ror 

mcasurements of infiltration rates into puddtcd ri ce fields. Agricullllral Water 

Mallagelll elll 21 (4):281-295. 

WRC. 1999. Technical Reporr 1998- Waler Research Call/mission. Pretoria, RSA : Water 

Research Commission. 

Zoldoske, OF and Solomon, Kt--! . 1988. Coe ffi cient of uniform ity - what it tell s us. [Internet]. 

CeIller for Irrigation Technology, California State University, Frcsno, USA . 

A va i1able from: <http://eati .csufresno.edulcitlresc/88/880 106/ indcx.htm1> . 

[Acccsscd 24 August 2000]. 

Zoldoskc, DF, Solomon, KH and Norum, EM. 1994. Unifonnity mcasurcmcnts for turfgrass: 

what's bcst? [Intcrnet]. Centcr for Irrigation Tcchnology, California State 

Universi ty, Fresno, USA. Available from: 

<http://cati.csurrcsno.cdulcitlrcse/94/941102. index.hlml>. [Aeeessed 24 August 

2000]. 

107 



APPEND IX A: GPS EQU IPMENT 

A. I TRIMBLE® GPS Pathtinder System 

A TR IM BLE\!! GPS Pathlinder Pro XRS System was used IQ fi x the posit ions of the catch 

cans for the spatial analyses. This GPS was also used to fi x the position of the centre and 

towers of the centre pi vots tested. The specifications of the GPS receiver are given in Table 

A.1. 

Table A.I GPS receive r spec ifications. 

GPS Pathfinder Pro XRS 

General 12-channc1 LI /CA code tracking with carner phase filtered 

measurements and multi-bit dig it ise r 

Illlcgra lcd GPS/ ()cacon/Salcll ile receIver wi th EVERESTTM Illultipath 

rejection technology 

WAAS differential ready. 

Update rate 1 I-Iz 

Accuracy (RMS): 

Differential 50 cm + I ppm on a second-by-second basis (horizontal) 

Correct ion Sub meter + 2 ppm on a second-by-second basis (vertical) 

Data logger Trilllblc'" TSC I 
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APPENDIX B: TENSION I ' FILTROMETER EQUIPMENT 

B.I Tension Intiltromelcr Equipment Description 

The components of the tens ion infi ltrol11ctcr arc detailed in Figure 13.1. The bubble column is 

used to control the tension experienced a t the soil su rface. The suppl y column is used to 

supply the water that infiltrates the soi l. The change in height of wa ler of the supply column 

versus time is recorded to determine the rate at which waler is entering the so il surface. The 

tension at the so il surface is cont rolled by placing the tip of the bubble rod at a depth below 

the water surface in the bubble column. The requ ired depth or the bubble rod can be 

calcula ted from : 

Bubble rod depth = desired tens ion + h i (8.1) 

where h i is the he ight indicated in Figure RI. At the interface between the tension 

inlllt romctc r and so il thcrc is a porous nylon mcsh. 

Sl·B3L£? ) 0 

h. 

T 

t L·FE ... ·:· ':-') L·..I~.{l'; o ____ 

o 

o 

o 
3l1B3L:: r·.I:lF. 

(' P[N Co ": 
! 

B.:.,::: 

Figurc B.l Tcnsion infiltrol11ctcr componcnts (after Lorentz, 2000), 
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B.2 Operation 

A layer of contac t sand is spread over the soil and Icvelled. Th is is to ensure good contact 

betwecn the mesh and the soil so that no air en ters into the supply col umn through the mesh. 

The hcight of the bubble rod is set to the des ired tens ion according to Equation RI . The 

height of water in the supply column is recorded versus time. Either the height is recorded at 

regu lar time intervals, or the time for a specific decrease in height is recorded. The test is 

slopped at a g iven tension when steady state conditions are reached. The bubble tube is then 

lowered 10 the next tension and thc readings taken. Readings arc taken at a minimum of three 

d i fferent tens ions. 

B.3 Equations for Calculations 

To calculate the hydraul ic conducti vity of the so il at different tens ions, the following 

equations are used (An keny er aI., 1991 ): 

Q(\Z',) = JT r ' K(\Z',) + 4 r sP(\Z',) 

Q(\Z',) =JT r' K(\Z',)+4 r sP(\Z', ) 

where Q(CPi) is steady infiltrating nux [cmJ/s] at a tcnsion of cpi [cm]. 

K(CPi) is the fi eld saturated hydraulic conducti vity [cm/s], 

<!>(CPi) is the matric nux poten tial [C I112/S]. 

B.2 

8.3 

The ratio K(CPi)/<p(cp,) is assumcd to be constant and is givcn the symbol A [cnf']. Divid ing 

Equations 8.2 and B.3 by $('1',) and substituting for the ratio K(<p,)/$(<p,) gives (Ankeny el al., 

1991 ): 

Q(\Z',)= [JTr ' + 4riA]K(\Z', ) 

Q(\Z',)= [JT r' + 4riA]K(\Z', ) 

BA 

B.5 

To solve fo r the th ird unknown, an approximat ion for the difference between the matric nux 

potential at two tensions. This is expressed as: 

B.6 
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Replacing $(q>l) with K(q>l)/A g ives the following rela tionship: 

B.7 

Solving Equations 8.4, 8.5 and 8.7 simultaneously for A yields thc following rela tionship: 

A - 8.8 

T he method for estimati ng the field sa turated hydraulic conductivity at the different tensions 

(0, 0.5,3, and 6 cm) for the tension pairs (q> ],Q>2) is as follows: 

K(O} ~ 

K(0.5} ~ 

K(3} ~ 

K(6} ~ 

K(O}o.o.' 

[K(0.5}o.o., + K(0.5}o.", J/2 

[ K(3}o", + K(3h.6J/2 

K(6}'. 6 

B.9 

8.10 

B.II 

B.12 

The steady state volume nux (Q) is the s lope of the line filled to the vol ullle versus time line 

for the steady state conditions. The volume leaving the supply column is calculated from: 

where /j, Volumc 

IIdepth 

d 

~ 

~ 

~ 

l/"· d' 
6Vo lul11c= ·6depth 

4 
B.13 

the change in volume [cmJ
]. 

change in height o f supply column between time i and i+ l [cm], 

diameter of supply columl1 [cm]. 
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A PPENDI X C: T ENSIOM ETER EQUIPMENT 

C.I T ensiometer Equipm ent Description 

The tensiomete r IS used to measure the so il moisture tension. From these tensions, the 

amount of moisture in the soil can be determined from a soil moisture retention curve. The 

components of Iypical tensiometers are shown in Figure C.l. The tens iometer is connected to 

a HOBO 4 channel data logger that records the output of the pressure transducer every 

twelve minutes. The pressure transducer measures the tens ion crea ted by the soi l by means of 

a ceramic cup that is in contac t with the soil. T he tube be tween the pressure transducer and 

the ceramic cup is filled wi th water. The so il tension is measured re lative to atmospheric 

pressure. Each pressure transducer is calibrated and the mill ivolls (mV) recorded by the data 

logger are converted to tensions using a simple linear regression equation. 

HOBO logger and SBEEH 
timer circuit • 6 - 9 volt battery 

.. -'- ---
IJ Differential pressure tran sducer, 1 bar 
~--1 -- - Clear hydraulic tubing, 6 mm - Hydraulic tubing coupler, double ended - -. 

PVC tubing cap 

Hydraulic tubing, 6 mm 

PVC conduit School of Bioresources 
Engineering and 

Environmental Hydrology 
Automatic tensiometer 

Hydraulic tubing coupler, single ended 

I 
Ceramic support 

Ceramic, 1 bar standard 

Figurc C. I Automatic tensiomcter components (afte r Thorn ton-Dibb and 

Loren!z, 2000). 
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APPENDIX D: GSTATFILE FORMATS 

0.1 Example of GSTAT Data Inllut File 

Major Centre Pivot· Cycle 1&2 - All Spans {File description} 

5 ~ Number of co-ordinates and variables} 

X, III {X co-ordi nate} 

Y, m {Y co-ordi nate} 

Vol ume, cmJ {Variable I } 

Depth, 111111 {Variable 2} 

Radius,111 {Variable 3} 

-176465.082 -2875960.685 5.5 0.94684 

-176474.447 -2876033.878 6 1.03291 

-176068.4 18 -2875798.88 7.5 1.291 14 

-176210.432 -2876 136.0679 1.54937 

-176093.825 -2876268.7 18 10.8 1.85925 

- 176011.152 -2876 151.746 11 1.89368 

0.2 Example of GSTAT Command File 

# 

250.746 

253.685 

267.9 12 

117.603 

280.365 

248.502 

# gstat command file, Win32/Cygwin version 2. 1.0 (August 1999) 

# Tuc Nov 28 14:55:492000 

# 

data(depth): 'maj 12ind .txt', x= I, y=2. v=3, average; {data input tile parameters} 
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var iogram(depth): 0.5 1 ug(O) + 1.02 Sph(200); {fi tted variogram model} 

set clItoff = 300; {maximum lag separation } 

set fit = 1; {fitting method - weighted least squares} 

set width = 30; {Iag separation ~ 

mask: 'maj IOmap'; {loca tions to perform interpolat ions at} 

prcdicti ons(depth): 'depth .asc'; {output file for predictions} 

varianccs(dcpth): 'vardcplh.asc'; {output file for estimation varianccs} 

D.3 Example of ASCII Grid File 

NCOLS 5 ~nulllbcr of columns of data} 

NROWS 5 (number of rows of data) 

X LLCENTER -107335.04 {X co-ordinate of lower Icft block } 

YLLCENTER -3258394.56 ( Y co-ord inate oflowcr Icft block ) 

CELLSI ZE 10.00 (Grid size) 

NODATA VA LUE -9999 {No data value} 

-9999 -9999 I I I {data in 5 columns and 5 rows} 

-9999 I I I I 

I I I I I 

I -9999 -9999 I 

I I I -9999 - 9999 
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A PP EN DIX E: ADDITIO NAL MAPS FOR MAJOR SITE 
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APPENDIX F: SEMIVARIOGRAMS FOR STANDARD EVALUATION 
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Figure F.4 Semi variogram for dragline systems 8 and 9. 
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Figure F.5 SClllivariogralll for drag line systems 11 and 12. 
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Figure F.6 Semi variogralll for dragline sys tems 13 and 14. 
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Figure F.7 Scmi variogram ror drag line sys tems 15 and 16. 

1"~~."r'~'''IOII ­
l>t>1"h~'~>e' ... , 

'" " I II.'~,,<~ I, 1"'1 
,. 

1 , 
i • • , , 

" -.< 

.... ~ 

"-:~ 

" 
" 

Im'tllOr '~'Ir'w III 
l>t>'''h~I~'tl~h' 

" , 1 ~ 
"'" ... ,,'r 1111 1 

Figure F.B Scmi variogram ror dragline sys tems 17 and l B. 

t""'I" '~"rlOl:­
~.IOlh~ ' ~'tl"'" 

" '" " " 

, 

" 

tll,l'l" '~"r'" ]'/ 
~r"'h~I~'~'.1U 

" 
, 

..... ,. ''' ... " 1"'1 

Figure F.9 Scmivariogram ror floppy systcms 27 and 29, 
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Figurc F.I 0 Scmi variogram ror semi-permanent sprink ler sys tcms 32 and 33 . 
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Figure F.ll Scmivariogram ror semi-pcrmanent sprinkler systems 34 and 35 . 
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Figure F .12 Scmivariogram ror scmi-pcnnancnt sprinklcr systcms 37 and 38. 
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APPENDIX G: HYDRAULIC CONDUCTIVIT I ES AND TENSIOMETER 

DATA FOR MAJOR SITE 

Table G.I Hydraulic conductivity of so il at 35 locations at 5, 30 and 60 111111 tensions. 

Tension Tension 

5 111111 [ 30 111111 I 60 111111 5 mm I 30 mill [ 60 mm 

Location Hydraulic conductivity [cm/ s] Location Hydraulic conductivity [cm/s] 

Major! 2.49E-04 2. 14E-04 1.93E-04 Major19 3. 1SE-04 2.14E-04 1.67E-04 

Major2 2JOE-04 9.74E-OS 2.49E-OS Major20 4.7 1E-04 3.66E-04 2.43E-04 

Major3 2.47E-04 I.92E-04 I.64E-04 Major21 3.36E-04 2.26E-04 1.78E-04 

Major4 2.33E-04 1.86E-04 1.63E-04 Major22 3.68E-04 2.23E-04 1.62E-04 

MajorS 4.94E-04 3. 14E-04 2.4 1 E-04 Major23 1.79E-04 1.76E-04 1.74E-04 

Major6 2.04E-04 2.31 E-04 2.0SE-04 Major24 3. 19E-04 1.84E-04 l.27E-04 

Major7 3.72E-04 2.SSE-04 1.97E-04 Major2S 3.21 E-04 2.11E-04 I.5SE-04 

Major8 S.10E-04 3.8S E-04 3.22E-04 Major26 2.44E-04 I.S2E-04 1.0SE-04 

Major9 2.18E-04 1.41 E-04 1.09E-04 Major27 4.56E-04 2.82E-04 2.06E-04 

Major10 1.86E-04 1.27E-04 1.01 E-04 Major28 2.70E-04 1.87E-04 1.50E-04 

Major11 3.27E-04 2.S2E-04 2.13E-04 Major29 4.90E-04 6.47E-04 S.76E-04 

Major12 3.56E-04 3.42E-04 3.33E-04 Major30 4.18E-04 2.97E-04 2.41 E-04 

Major13 3.68E-04 2.68E-04 2.21 E-04 Major31 S.43E-04 4.S1 E-04 4.06E-04 

Major14 1.96E-04 I.S3E-04 1.30E-04 Major32 2.48E-04 I.S2E-04 1. 14E-04 

Major1S 4.47E-04 3.40E-04 2.88E-04 Major33 2.S4E-04 1.79E-04 1.46E-04 

Major16 S.76E-04 3. 13E-04 2.02E-04 Major34 4.76E-04 2.63E-04 1.78E-04 

MaJorl 7 6.2 11::-04 3.73 E-04 2.77E-04 Major3S S.S4E-04 3.S4E-04 2.7 1 E-04 

Major18 1. 66E-04 1.57E-04 1.53E-04 
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Figure G. l Soi l tension da ta at tensiometer sites Majorl and Major2. 
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Figure G.2 Soil tension data at tcnsiomcter s ites Major7 and Major8. 
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Figure G.3 Soil tensiometer data at tcnsiomcter sites Major9 and MajorlO, 
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APPENDIX H: STANDARD EVALUATION DATA 

Tablc 1-1.1 Average wind speed, CV of depth applied, CU, DU 1q• appl ication effic iency (AE). 
System System Wind CV CU DU,q AE EU 
Number Type [m/s] [%] [%] [%] [%] [%] 

I Centre Pi vot 2.0 12.6 85.7 82 .3 82.5 

2 Centre Pi VOI 4.5 22.4 86.3 77.5 76.2 

3 Centre Pivot 2.0 18.8 88.1 79.8 83.0 
4 Centre Pivot 2.0 16. 1 89.5 83.2 93.8 

5 Centre Pivot 1.0 13.9 90.6 84.2 82.5 

6 Draglinc 3.5 42. 1 69.0 55. 1 63.8 

7 Dragline 5.0 46.8 64. 1 45.9 58.9 

8 Draglinc 0.0 33. 1 74.8 65.4 82.2 

9 Draglinc 1.0 29. 1 76.3 61.9 78.6 
10 Dragline 1.0 20. 1 83.6 76.6 89.3 
11 Dragline 1.7 19.3 83.0 75.5 61.2 
12 Draglinc 6.0 37.8 70.4 52.6 67.7 
13 Draglinc 1.0 30.7 74 .6 57. 1 7 1.4 
14 Draglinc 1.5 30.6 74.9 59.8 70 .3 
15 Draglinc 2.0 39.3 67.1 56.0 78.4 
16 Dragline 4.0 32.2 73.6 63.0 81.2 
17 Draglinc 2.0 36.6 72.4 53 .5 73.5 
18 Draglinc 4.5 28.4 78.7 69.3 78.6 
19 Drip 32.6 80. 1 59. 1 68.4 

20 Drip 87.6 17.4 0.0 25.4 
21 Drip 13. 1 89.7 83.0 83.3 

22 Drip 13.4 90.3 86.2 82.3 
23 Drip 9.2 94.0 88.2 89.8 

24 Drip 18.8 83.5 76. 1 77.8 

25 Sub-surface drip 6.3 95.2 91.9 92.5 

26 Sub-surface drip 11.4 91.8 83.5 84.6 

30 M icro-srrayer 20.0 83.8 79.4 76.6 

3 1 M icro-spraycr 15.6 89 .8 79.9 82.1 

27 Floppy 2.0 30.7 76.9 70.3 63.5 
28 Floppy 1.5 28.7 78.2 69.0 85.4 

29 Floppy 4.4 40.2 68.5 62.9 81.3 

32 Semi-pcnnanent 5.7 23.5 8 1.0 70.7 89.4 

33 Scmi-pennancnt 0.8 32.3 75.2 56.0 83.3 

34 Scmi ~permanent 2.4 24.7 8 1.1 70.0 91.1 

35 Semi-pennancll t 5.0 54 .6 55.4 44.0 64.6 

36 Semi-permanent 1.0 4 1.9 64.2 53.5 74.2 

37 Semi-permanent 5.0 37.3 7 1.8 5 1.0 68.0 

38 Scmi-pcnnancnt 2.0 39.8 67.1 52.8 8 1.4 
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