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ABSTRACT

Recent studies have shown that considerable system capacity gains in mobile
communication systems can be obtained by exploiting the use of antenna arrays at the
base station. Unfortunately, these studies make little mention of practical issues
conceming implementation. It is thus one of the objectives of the Centre of Excellence
(CoE) in Radio Access Technologies at the University of Natal to investigate the
development of a wideband CDMA adaptive array transceiver using Alcatel software
radios as the transceiver platforms. Such a transceiver system can be subdivided into
three major sections: RF front-end, signal digitization and baseband processing stages.
Due 1o the enormity of such an undertaking, the research outlined in this thesis 1s focused
on (but not isolated to) some aspects of the RF front-end implementation for the proposed

system.

The work in this thesis can be catergorized into two sections. The first section focuses on
the theoretical and practical (or implementation) aspects of antenna arrays and
beamforming. In particular, it is evident that digital (rather than analogue) beamforming
in a multiuser environment, is a more viable option froni both a cost and implementation
standpoint. The second section evaluates the impact of RF component noise and local
oscitlator generated phase noise in a DS-CDMA system. The implementation of a RF
front-end for a BPSK transceiver also forms part of the work in this section. LO phase
noise and Error Vector Magnitude (EVM) measurements are performed on this system to
supporl relevant theory. By use of the HP89410A phase noise measurement utility and
the phase noise theory developed in this thesis, a quantitative phase notse comparison
between two frequency sources used in the system were made. EVM measurement
results conclusively verified the importance of an LNA in the system. [t has also been
shown that the DS-CDMA simulated system exhibits supenor performance to the
implemented BPSK system. Furthermore, an EVM troubleshooting methodology is
introduced to 1dentify possible jmpairments within the BPSK receiver RF front-end.

However, this thesis was written with the intention of bridging the gap between the



theoretical and practical/implementation aspects of RF wireless communication systems.

It 15 the author’s opinion that this has been achieved to a certain extent.
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INTRODUCTION CHAPTER 1

CHAPTER 1
INTRODUCTION

1.1 Motivation and focus of thesis

Code Division Multiple Access (CDMA) technology 1s proving to be a pronusing and
definite approach for spectrally efficient and high quality, digital wireless
communpication systems. CDMA 1is currently deployed in certain areas across the
world under the 1S-95 standard and has been selected as the main multiple access
technology for third generation wireless systems [1].  However, emerging
requirements for higher rate data services and greater spectrum efficiency, has led to
the proposal of wideband CDMA (WCDMA) for third generation systems [1]. In
general, the most complex and expensive part of the radio path for these systems is
the base station. As a result, systems have been designed to have high efficiency in
terms of bandwidth occupied and the number of users per base station. Recent studies
([2), [3], [4], [5], [6]) have shownm that considerable system1 capacity gains are
available from exploiting the use of antenna arrays at the base station. Unfortunately,
there is very little literature concerning the practical and development aspects of such
a system. The CoE at the University of Natal, which has adopted both a research and
development stance, has thus taken an irutiative to investigate the development of a
wideband CDMA adaptive array system. Due to both the anticipated research
intensiveness and implementation complexity of such a system, some aspects of the

RF front-end was the focus of the author’s research.

The increasing development of wireless communication products in recent years has
led to an interest in improved circuit design in the radio frequency (RF) and
microwave frequency ranges. Even though the majority of interest and activity for
these systems is occurring at frequencies below 2GHz, there is increasing interest
above 2GHz. One technical reason for the use of frequeuncies below 2GHz is that
signal attenuation in the propagation medium (atmosphere) rises with frequency.
Secondly, the active circuits that are used during transmission and modulation of the

signals in the past have had little gain at higher frequencies. However, with advances



INTRODUCTION CHAPTER 1

in IC technology, this latter limitation 1s changing. Also, more importantiy, due to an
ever-increasing demand for services below 2GHz, researchers are forced to consider

the spectrurn above 2GHz to support more users and services.

The development of comumercial markets for digital wireless communications 1n
recent years has also been a blessing to many RF and microwave engineers affected
by the downsizing of the defense industry of the late 1980s and 1990s. However, the
technology required to address these new markets are different from the traditional
high-power consuming RF/microwave etectronics which has provided discrete analog
solutions with emphasis on performance rather than cost. Due to the aggressive cost
targets associated with the competitive consumer market, the communication industry
is continually seeking monolithic, low-power operation solutions to microwave/RF

circuit design.

The implementation of a CDMA adaptive array requires a thorough understanding of
RF 1ssues in addition to a background in digital communication techniques and
familianty with various wireless communication protocol standards. In the wireless
commmunication industry it is well known that the RF front-end transceiver is one of
the key elements of the communication system. Chapter 2 presents an overview of
anterna array theory. The chapter begins with a summary on the basic concepts of
antenna arrays. This is followed by a discussion on the application of arrays in
mobile communication systems and the performance improvement thereof. The
theory behind linear arrays are explicitly described. This is used to discuss the
principles of beamscanning and pattern multiplication. Also described are antenna
element spacing criteria for the avoidance of grating lobes. All these concepts are
demonstrated by a simple stmulation that plots the array beam paitern as a function of
the number of elements, element spacing and scan angle. A half-wavelength dipole is
used in this simulation. This chapter closes with a subsection on the effects of mutual

coupling on the antenna radiation pattem.

The implementation implcations of adaptive antennas at RF, [F or baseband are
discussed in chapter 3. This chapter begins with a description of both analogue and
digital beamforming. In the analogue case, a discussion on the different types of array

feeds and phase shifiers are provided. The bandwidth effects due to both phase shifter
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and feed effects are also described. The next subsection focuses on digital
beamforming. Here, the ideal concept of digital beamforming is introduced. This
1deal digital topology describes a straightforward approach that digitizes the RF input
signal directly and processes the digitized data to extract the needed information.
However, this approach is cumrently impractical given the usually high operating
frequencies that are part of real communication systems and also the relatively low
sampling rates of present-day analog-to-digital converters. Three (practical) receivers
for digital beamforming are proposed where the microwave/RF input signals are
downconverted to IF before digitization. The merits and demerits of each receiver are
also discussed. The penultimate section describes an adaptive beamforming
configuration for CDMA and the implementation issues thereof. The final section
includes a case study of vanous adaptive antenna systerns and their implementation

frends.

Chapter 4 provides a comprehensive overview on CDMA theory and concepts. A
brief background on CDMA and spread spectrum 1s provided. Also included are
descriptions of other multiple access schemes such as FDMA and TDMA and the
advantages of CDMA over them. A descriptive subsection on the all-important
process of filtering, to reduce channel bandwidth, is included. The three most
common types of filters are discussed: raised cosine, square root raised cosine and
Gaussian filters. This subsection also extends briefly into the efficiency of different
modulation techniques. Finally, the practicalities of Gaussian filtering (in conjunction
with MSK modulation) as used in the GSM standard, are discussed. The CDMA
theory and concepts in this chapter are reinforced by simulation work using Advanced
Design System (ADS) software [7]. The work here forms the basis for the simulation

models utilized in the following chapters.

Chapter 5 looks at the effect of intemally generated RF component noise on the bit
ervor rate of the DS-CDMA system. This investigation is warranted since it 1s
intended to utilize off-the-shelf/commercial RF components in the implementation of
the adaptive CDMA system. The chapter begins with a discussion on receiver noise
and characterization. Here, the well-known concepts of noise figure and Fnis’
formula are defined. Following this 1s a description of the DS-CDMA transceiver

system architecture and the simulation. Simulation results are presented and
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analyzed. Part of the analysis and results include some theory on mixer noise figures
and the effect of mixer noise on system performance. This is justified since in
addition to being the “noisiest” component in RF front-end, 1t also dominates the
receiver chain performance ahead of the LNA. Finally, some concluding remarks are

mentioned.

Chapter 6 examines the impact of local oscillator generated phase noise on the bit
error rate of the DS-CDMA system. These circuits often form the "heart" of any
communication system in the sense that they provide precise reference frequencies for
modulation/demodulation and frequency conversion. As a result, their performance is
crucial for an overall acceptable system performance. The Jocal oscillator generates
spurious signals, amplitude (AM) noise and phase noise. Spurious signals and AM
noise are initially discussed. Thereafter, a thorough discussion and analysis of phase
noise from an RF engineer’s perspective is provided. The effect of local oscillator
generated phase noise on DS-CDMA system performance is investigated via
simulation. Some concluding remarks are made with regard to the simulation resulls

and the phase noise performance of commercially-available local oscillators.

Ap overview on mixer theory is presented in chapter 7. The usually high operating
frequencies that are associated with wireless communication systems coupled with the
non-availability of signal processing and digitization at these frequencies, has
inevitably led to the use of a mixer for frequency downconversion in the receiver. As
mentioned previously, this fundamental device is usually the dominant source of
distortion/noise in the receiver. In addition to the brief discussion on mixer noise
figure in chapter 5, other important issues and properties conceming mixers are
covered in this chapter. Aumongst them are the process of mixing or frequency
changing and the parasitic signals generated by this process. Also discussed are the
principal characteristics such as conversion gain/loss, VSWR, isolation, dynamic
range, 1dB compression point, etc. Intermodulation products (as a result of the
mixing process) and conversion gain are demonsirated by a simple ADS simulation.
This chapter is concluded by a discussion on intermodulation distortion and design

techniques/suggestions to avert these unwanted responses.
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In wirecless communication systems, a fundamental function of the RF front-end 1s
signal amplification. Chapter 8 is therefore devoted to the design, simulation,
construction and characterization of a low noise microwave amplifier for possible use
in the proposed CDMA adaptive array system. A firm theoretical and practical basis
on microwave low noise amplifier design is laid down in this chapter. Each stage of
the design process from defining the specifications nght up to verifying that the
constructed amplifier meets these specifications, are explicitly described. The initial
stage of this process involves determuning the stability of the active device.
“Traditional” techniques utilizing 2 Smith chart to determine this, are demonstrated.
Other stages involve the simulation, optimization and microstrip implementation of
the circuif. S parameter measurement results (using the HP8510A network analyzer)
are obtained. Noise figure measurements on this amplifier are also performed using
the HP346B noise source and HP8970B noise figure meter. The theory behind the
workings of these noise figure instruments are described. A comparison between
simulated and measured results are also made. Finally, some concluding remarks

about this low noise amplifier design process, are mentioned.

The measurements chapter (chapter 9) is intended to support the theory and
simulation results of the preceding chapters (specifically chapters 5 and 6). A
receiver RF front-end for a BPSK system was implemented using commercially
available (off-the-shelf) components. This chapter begins with a description of this
BPSK system. Waveforms at most of the stages of the system are shown.
Component parameters such as gain, conversion loss or insertion loss are computed
and compared with the ones specified in manufacturer’s datasheets. This is followed
by a description of two phase noise measurement techniques that support the phase
noise theory in chapter 6. Phase noise measurements are performed on two signal
generators used in the system and the phase noise variance, computed and compared.
The effect of RF component noise on DS-CDMA system performance was evaluated
in chapter 5. Simulation results here established that RF component noise (as a result
of the noise figure) cause degradation of the signal-to-noise ratio (SNR) and hence an
increase in the bit error rate (BER). Thus it is intended to replicate the SNRs within
the measurement setup and compare the performance degradation between simulated
and measured results. Instead of the BER being used as a figure of merit to quantify

system performance, this chapter introduces another type of measurement, the Error
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Vector Magnitude (EVM), which has been gaining rapid acceptance in the wireless
communication industry. It has already been included in standards such as GSM,
NADC and PHS (Personal Handyphone System). In addition to providing a figure of
merit for system performance, 1t allows a methodology for troubleshooting to identify
the possible impairments within a transceiver system that cause the signal
degradation. This methodology is described to identify/trace impairments such as
residual PM noise, phase noise, 1Q imbalance, quadrature error, amplitude
nonlinearities, adjacent channel interference, fiter distortion, etc. Finally, this

troubleshooting methodology is demonstrated on the BPSK transceiver system.
Chapter 10, the final chapter, presents a summary and conclusions of this thesis.

Some possible extensions and/or further topics of study to this research are also

included.
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"HAPTER 2
ANTENNA ARRAY THEORY

2.1 Introduction

Antennas are the front-end building block of most communication systems. DBy
increasing the performance characteristics, it often places reduced requirements on the
remaining stages of the communication system, for example, increased antenna gain
has direct mobile communication system benefits in terms of received signal strength

and the reduced requirements on front-end amplifiers.

Usually the radiation pattern of a single element antenna 1s relatively wide, and each
element provides low values of directivity (gain). In many applications it is necessary
to design antennas with very directive characteristics (very high gains) to meet the
demands of long distance communications. This can be accomplished by increasing
the electrical size of the antenna Enlarging the dimensions of single elements often
leads to more directive charactenstics. Another way to enlarge the dimensions of the
antenna, without necessarily increasing the size of the individual elements, is to form
an assembly of radiating elements in an electrical or geometrical configuration. This
new antenna, formed by multi-elements, is referred to as an array. In most cases the
elements of an array are identical. This i1s not necessary, but is often convenient,

simpler, and more practical.

A single element antenna is such that any modification of the radiation pattemn is only

obtained by mechanical movements that generally mvolve rotation of the entire

antenna about one or more axes, movement of all or part of the reflector or movement

of the primary source. In this instance the single element antenna only provides a

rotatable fixed radiation pattem. This has three main consequences:

(a) Any modification of the radiation is slow.

(b) It is not possible to modify the radiation pattern significantly.

(c) Tt is not possible in practice to control the pattern in the secondary radiation
directions (characterized by the antenna sidelobes). The direct result of this is that

it is not possible to change the principal radiation direction rapidly. Therefore in
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changing from oune direction of interest to another that is quite different, it is
necessary to pass systematically through a large number of other directions of no
interest in which the energy transmitted by the antenna is lost. A second result is
that if a system with a number of very different patterns is required in order to
provide different functions, it is essential to use as many antennas as there are
functions. On the otherhand, a multi-element antenna (array) eliminates or
alleviates the above-mentioned problems thereby allowing more precise control of

the radiation pattern, thus resulting in lower sidelobes or careful pattern shaping.

However, the primary reason for using arrays is to produce 2 directive beam that can
be repositioned (scanned) electronically thus eliminating the need for servo-
mechanism rotation of the entire antenna. Although arrays can be used to produce
fixed (stationary) beams and multiple stationary beams, the primary emphasis today is

on arrays that are scanned electronically.

The total field of the array is determined by the vector addition of the fields radiated
by the individual elements ([8], [9], [10], [11]). This assumes that the current in each
element 1s the same as that of the isolated element. This is usually not the case and
depends on the separation between the elements. To provide very directive patterns,
1t is necessary for the fields from the elements of the array to interfere constructively
(add) in the desired directions and to interfere destructively (cancel each other) in the
remaining space. Ideally this can be accomplished, but practically it 1s only
approached. In an array of identical elements, there are five controls that can be used
to shape the overall pattern of the antenna [11]. These are:

(a) The geometrical configuration of the overall array.

(b) The relative displacement between the elements.

(c) The excitation amplitude of the individual elements.

(d) The excitation phase of the individual elements.

(e) The relative pattem of the individual elements.

o
r
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2.2 Basic concepts of antenna arrays

An array antenna consists of 2 number of individual radiating elements suitably
spaced with respect to one another. The relative amplitudes and phases of the signals
applied to each of the elements are controlied to obtain the desired radiation pattem
from the combined action of all the elements. Two common geometrical forms of
airay antennas of interest are the linear array and the planar array. A linear array
consists of elements arranged in a straight line in one dimension. A planar array is a
two-dunensional configuration of elements arranged to lie in a plane. The planar
array may be thought of as a linear array of linear arrays. A broadside array is one in
which the direction of maximum radiation is perpendicular, or almost perpendicular to
the line (or plane) of the array. Figure (2.1) shows a broadside array pattern for a
linear array with elements situated on the z-axis. An endfire array has its maximum
radiation parallel to the array. Figure (2.2) shows endfire array patterns for a linear
array with elements situated on the z-axis. As can be seepn, the maximum radiation
can be directed at either ends of the lincar array. An array whose elements are

distributed on a nonplanar surface is called a conformal array.

A

Fig. 2.1: Broadside array pattern for a linear array placed on the z-axis
(from [11])
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Fig. 2.2: Endfire arrav patterns for a linear arrav placed on the z-axis

(from [11])

Antennas in general may be classified as omnidirectional, directional, phased array,

adaptive and optimal [12]. An omnidirectional antemna has equal gain in all
directions and is also known as an isotropic antenna. Directional antennas, on the
other hand, have more gain in certain directions and less in others. The direction in
which the gain of these antennas is maximum is referred to as the boresight direction
of the antenna. The gain of directional antennas in the boresight is more than that of
the omnidirectional antenna and is measured with respect to the gain of the
omnidirectional antenna [12]. For example, a gain of 10dBi means the power radiated
by this antenna is 10dB more than that radiated by an isotropic one. It should be
noted that the same antenna may be used as a transmitting antenna or a receiving
antenna. The gain of the antenna remains the same in both cases. The gain of a
receiving antenna indicates the amount of power it delivers to the receiver compared

to an omrudirectional antenna.

A phased array antenna uses an array of simple antennas, such as omnidirectional
antennas, and combines the signal induced on these antennas to form the airay output.
Each antenna forming the array is known as the element of the array. The direction
where the maximum gain would appear 1s controlled by adjusting the phase between
different antennas. The phases of signals induced on various elements are adjusted

such that the signals due to a source in the direction where maximum gain is required
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are added in phase. This results in the gain of the array (or equivalently, the gain of

the combined antenna) being equal 1o the sum of the gains of all individual antennas.

The term adaptive antenna is used for the phased array when the gain and phase of the
signals induced on various elements are changed before combining to adjust the gain
of the array in a dynamic fashion, as required by the system. In a way, the array
adapts to the situwation, and (he adaption process 1s normally under the control of the
system [13]. A block diagram of a typical adaptive antenna array system is shown in
figure (2.3).

Antennas

Adaptive
T Weights
N/
Array output
L ’
N/
L
Yy
Adaptive scheme 10
Control weights

Fig. 2.3: Block diagram of a parrow-band adaptive antenna system (from [13])

An optimal antenna is one in which the gain and phase of each antenna element 1s
adjusted to achieve the optimal performance of the array in some sense. For example,
10 obtain maximum output SNR by cancelling unwanted interferences and receiving
the desired signal without distortion may be one way of adjusting the gain and phases
of each element. This arrangement where the gain and phase of each antenna element
is adjusted to obtain maximum output SNR (sometimes also referred to as signal-to-
interference-and-noise ratio, SINR) is also referred to as optimal combining in the

mobile communications literature ([14], [15]. [16]).

(a) Beam steering and switching
The signals induced on different elements of an array are combined to form a single

output of the array. A plot of the array response as a function of the angle is normally
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referred to as the array pattern or the beam pattem. It is also called a power pattern
when the power response is plotted. 1t shows the power received by the array at its
output from a particular direction due to a unit power source in that direction. This
process of combining the signals from different elements is known as beamforming.
The direction in which the array has maximum response is said to be the beam
pointng direction. Thus, this is the direction where the array has the maximum gain.
For a linear array, when signals are combined without any gain and phase change, this
is broadside to the array, that is, perpendicular to the line joining all elements of the

array.

The array pattern drops to a low value on either side of the beam pointing direction.
The place of the tow value is normally referred to as a null. Strictly speaking, a null is
a position where the array response is zero. However, the ferm 15 generally misused
to indicate the low value of a pattern. The pattemn between the two nulls on either side
of the beam pointing direction is known as the main lobe. The width of the beam
(main lobe) between the two half-power points as called the half-power beamwidth.

These concepts are illustrated in figure (2.4).
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Fig. 2.4: A tvpical arrav pattern illustrating some array concepts

A smaller beamwidth results from an array with a larger extent. The extent of the

array is known as the aperture of the array. Thus, the aperture of the array is the
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distance between the two farthest elements in the array. For a linear array, it is equal

to the distance between the elements on either side of the array.

(b) Conventional beam forming

Adjusting only the phase of signals from different elements to point a beam n a
desired direction is the conventional method of beam pointing or beam forming.
When the main beam is pointed in different directions by adjusting various phases, the
relative positions of the sidelobes with respect to the main lobe change. By adjusting
both the gain and phase of each signal, the pattern can be shaped as required. The
amount of change depends upon the number of elements in the array. When only the
gain of each of the elements are changed, the shape of the array pattern is fixed, that
is, the positions of the sidelobes with respect to the main beam and their levels are

unchanged.

The gain and phase applied to the signals derived from each element may be thought
of as a single complex quantity referred to as the weighting applied to the signals. If
there 1s only one element, no amount of weighting can change the pattern of that
antenna. With two elements, however, changing the weighting of one element
relative to the other may adjust the pattern to the desired value at one place, that is,
one is able to place one minima or maxima anywhere in the patten. Similarly with
three elements, two positions may be specified, and so on. Thus, with an N-element
array, one 1s able to specify N-1 positions. These may be one maxima in the direction
of the desired signal and N-2 minimas (nulls) in the directions of unwanted
mterferences. This flexibility of an N-element array to be able to fix the pattern at

N-1 places is known as the degree of freedom of the array.

(¢) Null beam forming

The flexibility of array weighting to being adjusted to specify the array pattern is an
important property. This may be exploited to cancel directional sources operating at
the same frequency as that of the desired source, provided these are not in the
direction of the desired source. In situations where the directions of these
interferences are known, cancellation is possible by placing the nulls in the pattern
corresponding to these directions and simultaneously steering the main beam in the

direction of the desired signal. Beam forming in this way, where nulls are placed in
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the directions of interferences, is normally known as null beam forming or null
steering. The cancellation of one interference by placing a null in the paftern uses one

degree of the freedom of the array.

Null beam forming uses the direction of sources towards which nulls are placed for
estimating the required weighting on each element. There are other schemes that do

not require directions of all the sources.

2.3 Application of arrays in mobile communication systems {12]

Axrays may be used in various mobtile communication systems, for example, base-
mobile, indoor-mobile, satellite-mobile, and satellite-to-satellite communication
systems. Only the base-mobile system will be considered here. The use of arrays in

the remaining systems are discussed in [12)].

The base-mobile system consists of a basc stalion situated ip a cell and serves a set of
mobiles within the cell. It transmits signals to each mobile and receives signals from
them. It monitors their signal strength and organizes the handoff when the mobiles
cross the cell boundary. Tt provides the link between the mobiles within the cell and

the rest of the network.

In this section various scenarios are presented to show how an array could be used in
such a system. The discussion will concentrate on the use of an array at the base
station. A base station having multiple antennas is sometimes referred to as having

antenna diversity or space diversity.

2.3.1 Use of an array at a base station

(a) Formation of mujtiple beams: Multiple antennas at the base station may be used
to form multiple beams to cover the whole cell site. For example, three beams
with a beamwidth of 1200 each or six beams with a beamwidth of 60° each may be
forraed for the purpose. Each beam may then be treated as a separate cell, and the
frequency assignment may be performed in the usual manner. Mobiles are handed
to the next beam as they leave the area covered by the current beam, as is done in

a normal handoff process when the mobiles cross the cell boundary.
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(b) Formation of adaptive beams: An array of antennas with the capability to form

(©

independent beams may be used at the base station. The array is used to find the
location of each mobile, and then beams are formed to cover different mobiles or
groups of mobiles. Each beam may be considered as a cochannel cell, and may be
able to use the same frequency or code, as the case may be. Figure (2.5) shows a
typical setup involving different beams covering various mobiles along with the

directions of moving mobiles. It illustrates the situation at two time wnstaots.

‘Lﬁ

Fig. 2.5: A typical setup showing different beams covering various mobiles

This setup is different from the one discussed previously where a number of
beams of fixed shape cover the whole cell. Here, the beams are shaped to cover
traffic. As the mobiles move, the different beams cover different clusters of
mobiles, offering the benefit of fransmitting the energy toward the mobiles. The
arrangement is particularly useful in situations where the mobiles move in clusters
or along confined paths, such as highways. Each mobile can also be covered by a
separate beam. Each beam would then follow the mobile, reducing the handoff

problem to the bare minimum.

Null formation: In contrast with steering beams toward mobiles, one may adjust
the antenna pattern such that i1t has nulls towards other mobiles. Formation of
nulls in the antenna pattem toward cochanne]l mobiles helps to reduce the
cochannel interference in two ways. In the transmit mode, less energy is

transmitted from the base towards these mobiles, reducing the interference from
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the base to them. In the receiving mode, this helps to reduce the contribufion from

these mobiles at the base.

(d) Optimal combining: Canceling unwanted cochannel interferences while an array

(e)

is operating tn receiving mode 1s a very effective use of an antenna array. The
process combines signals received on various antennas in such a way that the
contnbution due to unwanted interferences is reduced while that due to a desired
signal is enhanced. Knowledge of the directions of the interferences 1s not
essential to the process’s functioning, while some characteristic of the desired

signal are required to protect it from being cancelled.

By using constrained beamforming techniques, one may be able to combine the
formation of nulls in the directions of unwanted mobiles while keeping the
specified response in the direction of a desired mobile. For proper operation, the
direction of the desired signal is required. It is used for maintaining a specified
response in that direction. Though constrained beam-forming is very effective
when the desired signal i1s a point source, its use in mobile communications is
limited, particularly jn situations of multipaths. Optimal combining using a
reference signal is more appropniate for this case. It requires a signal that is
correlated with the desired signal. The scheme that protects all signals that are
correlated with this reference signal and adds them in phase to maximize their
corabiped effect. It simultaneously cancels all waveforms that are not correlated
with this signal, resulting in a removal of cochannel interferences. Thus, opfimal
combining using a reference signal is able to make use of multipath arrivals of the
desired signal, whereas constrained beamforming treats them as interferences and
cancels them. Further discussion on these techniques are provided in [13] and
[17].

Dynamic cell formation: The concept of adaptive beam-forming may be
extended to dynamically changing cell shapes [12]. Instead of having cells of
fixed size, the use of array antennas allows the formation of a cell based upon
traffic needs, as shown in figure (2.6). An architecture to realize such a base
station reguires the capability of locating and tracking the mobiles to adapt the

system parameters to meet the traffic requirements.

2-10



ANTENNA ARRAY THEORY CHAPTER 2

(b)

Fig. 2.6: Cell shape hased upon traffic needs. (a) Cells of fixed shape. (b) Cells

of dvnamic shape

(f) Blind estimation of cochannel signals: A base station employing arrays may be
able to exploit the fact that signals arriving from different mobiles follow different
paths and arrive at various elements at different times. This allows independent
measurements of signals superimposed from different mobiles. This, along with
the properties of the modulation techniques used, allows separation of signals
arriving from different mobiles. Thus, by using the measured signals at various
elements of the array at the base, one is able simultaneously to separate all signals.
The process is referred to as the blind estimation of cochannel signals ([12]. [13],
[17]). It does not require knowledge of the directions or other parameters
associated with mobiles, such as a reference signal, but exploits the temporal
structure that might exist in signals inherited from the source of their generation,

for example, the modulation techniques used.

2.3.2 Performance improvement using an array

An antenna array is able to improve the performance of a mobile communication
system in a number of ways. It provides the capability to reduce cochannel
interferences and multipath fading, resulting in befter quality of services, such as
reduced bit error rate (BER) and outage probability. Its capability to form multiple

beams could be exploited to serve many users in parallel resulting in an increased
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spectral efficiency. Its ability to adapt beam shapes to suijt traffic conditions is useful

in reducing the handoff rate.

This section discusses the advantages of an array of antennas in a mobile
communications system and improvements that are possible by using multiple

antennas in a system rather than a single one.

(a) Reduction in delay spread and multipath fading [12]: Delay spread is caused
by multipath propagation where a desired signal arriving from different directions
gets delayed due to the different travel distances involved. An array with the
capability to form beams in certain directions and nulls in the others is able to
cancel some of these delayed arrivals in two ways. In the transmit mode, 1t
focuses energy in the required direction, which helps to reduce multipath
reflections causing a reduction in the delay spread. In the receive mode, an
antenna array provides compensation in multipath fading by diversity combining,
by adding the signals belonging to different clusters afier compensating for delays,
and by canceling delayed signals arriving from directions other than that of the
main signal.

(1) Use of diversity combining: Diversity combining achieves a reduction in
fading by increasing the signal level based upon the level of signal strength
at different antennas, whereas in multipath cancellation methods, it is
achieved by adjusting the beam pattem to accommodate nulls in the
direction of late arrivals, assuming them to be interferences. For the latter
case, a beam is pointed in the direction of the direct path or a path along
which a major component of the signal arrive, causing a reduction in the
energy received from other directions and thus reducing the components of
multipath signal contributing to the receiver.

(i1) Combining delayed arrivals: A radiowave originating from a source
arrives at a distant point in clusters after getling scattered and reflected
along the way. This is particularly true in scenarios with large buildings
and hills were delayed arrivals are well separated. These clustered signals
could be used constructively by grouping them as per their delays

compared to a signal available from the shortest path. Individual paths of
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these delayed signals may be resolved by exploiting their temporal or

spatial structure.

The resolution of paths using temporal structures depends upon the
bandwidth of the signal compared to the coherence bandwidth of the
channel and increases as this bandwidth increases. When the paths are
well separated spatially, an antenna array may bc used. This could be
done, for example, by determining their directions. In some situations, it 1s
possible to separate the signals from each cluster by forming multiple
beamns in the directions of each component of these clusters, with nulls
pointing toward the other ones. Combining signals belonging to different
users after compensating for delays leads to a reduction in delay spread
and cochannel interference.

(M)  Nulling delayed arrivals: An anteona array can reduce delay spread by

nulling the delayed signals amiving from different directions.

(b) Reduction in cochannel interference: An antenna array has the property of
spatial filtering, which may be exploited in transmitting and receiving modes to
reduce cochannel interferences. In the transmitting mode, tt can be used to focus
radiated energy by forming a directive beam in a smajl area where a receiver 1s
likely to be. This in tum means that there is less interference in other directions
where the beam is not pointing. Cocharnnel interference in transmit mode could be
further reduced by forming specialized beams with nulls in the direction of other
receivers. This scheme deliberately reduces transmitted energy in the direction of

cochannel receivers and requires knowledge of their positions.

The reduction of cochannel interference in the receive mode is a major strength of
antenna arrays. It does not require knowledge of the cochannel interferences. If
these were available, however, an array pattern might be synthesized with nulls in
these directions. [n general, an adaptive array requires some information about
the desired signal, such as the direction of its source, a reference signal, or a signal

that 1s correlated with the desired signal.
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(c) Spectral efficiency and capacity improvement: Spectrum efficiency refers to
the amount of traffic a given system with certain spectrum allocation could
handle. An increase in the number of users of the mobile communications system
without a loss of performance causes the spectrum efficiency to increase. Channel
capacity refers to the maximum data rate a channel of given bandwidth could
sustain. An wmproved channel capacity leads to more users of a specified data

rate, implylng a better spectral efficiency.

TDMA and CDMA result in an increase in channel capacity over the standard

FDMA, allowing different time slots and different codes to be assigned to

different users [18]. This may be further improved by using multiple antennas and

combining the signals received from them. Firstly, the increased quahty of
service resulting from the reduced cochannel interferences and reduced multipath
fading, as discussed, may be traded to increase the number of users. Thus, the use
of an array results in an increase in channel capacity while the quality of service
provided by the system remains the same, that is, it is as good as that provided by

a system using a single antenna. Secondly, an array may be used to create

additional channels by forming multiple beams without any extra spectrum

atlocation, which results in potentially extra users and thus increases the spectrum
efficiency.

(1) Multiple-beam antenna array at the base station: By first using a base-
station array in receive mode to locate the positions of maobiles in a cell
and then transmitting in a multiplexed manner toward different clusters of
mobiles one at a time, using the same channel, the spectral efficiency
increases many times over and depends upon the number of elements in
the array and the amount of scattering in the vicinity of the array. By
pointing beams with directed nulls towards other mobiles in a cell, the
array is used more efficiently than by reducing the cell size and the reuse
distance. The use of a multiple-beam antenna array at the base-station 1o
improve spectral efficiency by resolving the angular distribution of
mobiles is discussed in [3], where it is shown that spectral efficiency
increases as the number of beams increases. Formulas, which are help ful
in predicting interference reduction and capacity increase provided by a

switched-beam antenna system employed by a base station, also predict
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that the number of subscribers in a cell increases as the number of beam
increases [19].

(1) Antenna array at a CDMA base siation: By using an array of antennas for
a CDMA system, the number of mobiles a cell may be able to sustain
increases many fold (on the order of the number of elements) for a given
outage probability and bit error rate (BER) ([15], {20], [21]). For example,
at an outage probability of 0.01, the system capacity increases from 31 for
a single antenna system to 115 for a five-clement array. Using an array of
seven elements increases the capacity to 155 [21]. The study reported in
[15] 1s for both mobile-to-base and base-to-mobile links and derives
expressions for the outage probability considering the effects of cochannel

interferences

(d) BER improvement: A consequence of a reduction in cochannel interference and

multipath fading by using an array in a mobile communications system to improve
the communications quality is a reduction in BER and symbol error rate (SER) for

a given signal-to-noise ratio (SNR), or a reduction in required SNR for a given
BER.

(e) Reduction in outage probability: Outage probability 1s the probability of a

Q)

channel being mnoperative due to increased error rate in the received data. It may
be caused by cochannel interference in a mobile communications system. Using
an array helps to reduce outage probability by decreasing cochannel interference.

It decreases as the number of beams used by a base station increases.

Increase in transmission efficiency: Electronically steerable antennas are
directive compared to fixed omnidirectional antennas, that is, they have high gains
in the directions where the beam is pointing. This fact may be useful in extending
the range of a base station resulting in a bigger cell size, or it may be used to
reduce the transmitted power of the mobiles. By using a highly directive antenna,
the base station may be able to pick a weaker signal within the cell than by using
an omnidirectional antenna. This in turn means that the mobile has to transmit
less power and its battery will last longer, or it would use a smaller battery,

resulting in a smaller size and weight. This is important for hand-held mobiles.
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It is also advantageous to use an antenna array at the base station in transout
mode. In a single antenna system, all the power of the base station is transmitted
by one antenna. However, when the base station uses an array of antennas and
transmits the same amount of power as that of the single antenna system, the
power transmitted by each antenna of the array is much lower compared to the
case where the total power is transmitted by one antenna. Furthermore, for a
given SNR at the mobile site, the base station using an array has to fransmit less
power cornpared to the single omnidirectional antenna due to the directive nature
of the array. This further reduces the power transmitted by each antenna. These
reductions in transmitted power level using an array allow the use of electronic
components of lower power rating in the transmitting circuitry. This results in

lower systemn cost, leading to a more efficient transmission system.

(g) Dynamic channel assignment: In mobile communications, channels are
generally assigned in a fixed manner depending upon the posttion of a mobile and
the available channels in the cell where the mobile is positioned. As the mobile
crosses the cell boundary, a new channel is assigned. In this arrangement, the
number of channels in a cell are normally fixed. The use of an array provides an
opportunity to change the cell boundary and thus to allocate the number of
channels in each cell as the demand changes due to changed traffic situations.
This provides the means whereby a mobile or group of mobiles may be tracked as

it moves and the cell boundary may be adjusted to suit this group.

Dynamic channel assignment 1s also possible in a fixed cell boundary system and
may be able to reduce the frequency reuse factor up to a point where frequency
reuse in each cell might be possible. There may be situations when it is not
possible to reduce cochannel interferences in certain channels, and the call may be
dropped due to high BER caused by strong interferences. Such a situation may
arise when a desired mobile is close to the cell boundary and the cochannel
robiles are near the desired mobile’s base-station. This could be avoided by
dynamic channel assignment, where the channel of a user is changed when the

nterference is above a certain level.

[\
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(h) Reduction in handoff rate: When the number of mobiles in a cell exceeds its
capacity, cell capacity is used to creatc new cells, cach with its own base-station
and new frequency assignment. A consequence of this is an increased handoff
due to reduced cell size. This may be reduced using an array of antennas. Instead
of cell splitting, the capacity is increased by creating independent beams using
more antennas. Each beam is adapted or adjusted as the mobile locations change.
The beam follows a cluster of mobiles or a single mobile, as the case may be, and
no handoff is necessary as long as the mobiles served by different beams using the

same frequency do not cross each other.

(i) Reduction in cross talk: Cross talk may be caused by unkmown propagation
conditions when an array is transmitting multiple cochannel signais to various
receivers. Adaptive transmitters based upon the feedback obtained from probing
the mobiles could help eliminate this problem. The mechanism works by
transmitting a probing signal periodically. The received feedback from mobiles is
used to identify the propagation conditions, and this information is then

incorporated into the beamforming mechanism.

2.4 Demonstration of beamscanning using linear arrays

2.4.1 The linear array

Appendix A.1 shows and describes the three dimensional coordinate system used in
this section to analyze the array response as a result of beamscanning. The
mathematical models developed here may be found in one form or another in many

texts on array theory, see for example {12], [13] and [54].

Consider a N element linear array of isotropic point sources placed along the z-axis as
shown in figure (2.7). The elements are spaced a distance d apart from one another.
Assume that all elements have identical amplitudes but each succeeding element has a
8 progressive phase lead current excitation relative to the preceding one (p represents
the phase by which the current in each element leads the current of the preceding
element). An array of identical elements all of identical magnitude and each with a
progressive phase is referred to as a uniform array. Although isotropic elements are

not realizable in practice, they are a useful concept in array theory, especially for the
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computation of radiation patterns. The effect of practical elements with nonisotropic

elements will be considered in section (2.4.1.1).

L]

n

dcosB

Fig. 2.7: Far-field geometry of N element arrav of isotropic point sources

positioned along the z-axis

The time delay of a signal between two successive elements is given by:

e dcosf 2.1
>
where c¢ is the free-space signal propagation velocity.
This time delay corresponds to a phase shift of
w=0r+pf
_ 277,d<;056’ ny
(2.2)
2z dcosO+
=—dcos
A
=kdcos@+ [

where f is the frequency and k& = 277z is the wave number.

The array factor (AF) is now introduced. It is basically a mathematical concept that is
a function of the time delay (or phase shift) between the array elements. For a

uniform array, the array factor is given by
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AF AR l +e‘1(i.lw59+ﬂ) +e+|}2("1/¢(\59+ﬂ) +””+e+_1(;\'-!)(fcu’cos!)+ﬂ)

2
_ S gl tlsdeaonn) (2.3)
n=l

which can be wniten as

N (2.4)
AF - Z e“‘.l("")‘v"
n=l

where w = kdcos@ +

Since the total array factor for the uniform array is a summation of exponentials, it
can be represented by the vector sum of N phasors each of unit amplitude and
progressive phase \p relative to the previous one. Graphically this is illustrated by the

phasor diagram in figure (2.8).

#1

Fig, 2.8: Phasor diagram of N element lincar array
It is apparent from the phasor diagram that the amplitude and phase of the AF can be

controlled in uniform arrays by properly selecting the relative phase y between the

elements.

The array factor of equation (2.4) can also be expressed in an alternate, compact and
closed form whose functions and their distribution are more recognizable. This is

accomplished as follows:
Multiplying both sides of equation (2.4) by e’¥ it can be written as
(AFYe? =e/V + e/ v/ +. . 4 /W 4 N (2.5)
Subtracting equation (2.4) from equation (2.5) reduces to
AF (e’ =1) = (-1 +¢e”"?) (2.6)

which can also be written as
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. N
AF = l:ejiw ~ l:| - eil(N—)):zlwliej“\r::w —e_}:(;\:'zw i| _ ejl(N—l)/z]w sm(—z— V) (2.7)
/DY _ pmii2w Sin(ll,l/)
2
If the reference point is the physical centre of the array, the array factor of equation
(2.7) reduces to

. N
sin(—w)
AF = __%__ (2.8)
sin(—
G¥)
The maximum of equation (2.8) occurs when yw=0 but the array factor (AF) is
indeterminate since both the numerator and denominator are zero. However, by
applying L’Hopital’s rule (differentiating numerator and denominator separately) and
setting yw=0 results in equation (2.8) having a maximum value of N. To normalize the
array factors so that the maximum value of each is unity, equation (2.8) is written in

the normalized form as

| sinCw)
=Nl 2.9)
sm(2 ¥)
where v =kdcos@ + [

2.4.1.1 Principle of pattern multiplication

The reasons for using isotropic elements for computation of the array factor becomes
apparent wn the ensuing discussion. The array factor is a function of the geometry of
the array and the excitation phase. By varying the separation d and and/or the phase B
between the elements, the characteristics of the array factor and of the total field of
the array can be controlled. The far-zone field of a uniform array of identical
cleraents 1s equal to the pyoduct of the field of a single element, at a selected reference

point (usually the origin), and the array factor of that array [11]. Thatis

E(total) = [E (singleelementr ar reference point)] x [array factor]

(2.10)
ET = EEE{I

This is referred to as payern multiplication for arrays of identical elements. Each

array has its own array factor. The array factor, in general, is a function of the number
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of elements, their geometrical airangement, their relative magnitudes, their relative
phases, and their spacing. Since the array factor does not depend on the directional
characteristics of the radiating elements themselves, it can be formulated by replacing
the actual elements with isotropic (point sources). Once the array factor has been
derived using the point source array, the total field of the actual array is obtained by
use of equation (2.10). Each point source is assumed to have the amplitude, phase
and location of the corresponding element it is replacing. Squaring both sides of
equation (2.10) converts it into a relationship of power density-pattemns (radiation
pattems) in which the squares of the electric-intensity factors may be replaced by

corresponding power-density pattern factors 1.e. P, =PP,-
e a

In using the principle of pattern multiplication, certain rules must be observed [25]:

(a) The pattern to be used for the array elements is the pattern that a single element
would bave if it were isolated, that is, not in the “array environment”.

(b) The array pattern to be used 1s the one calculated for isotropic point-source
elements spaced and phased the same as the actual elements. The phasing cannot
be calculated on the basis of a transmission-line feed system designed for the
input impedances of the elements operating as isolated elements. Their actual
input impedances will be affected by mutual coupling with other elements.

(c) All the array elements must be alike; they must have similar patterns, similarly
orientated. For example, if the elements are dipoles, they must have their axes
parallel to one another. If the elements are homs, they must be of the same form

and size, and all “aimed” in the same direction.

Equation (2.10) 1s only an approximation for many problems of array design. 1t
ignores mutual coupling (section (2.5)) and it does not take account of the scattering
or diffraction of radiation by the adjacent array elements. These effects cause the
element pattern to be different when located within the array in the presence of the
other elements than when isolated in free space. In order to obtain an exact
computation of the array radiation pattern, the presence of each element must be
measured 1n the presence of all the others. The array pattern may be found by
summing the contnbutions of each element, taking into account the proper amplitude

and phase.
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2.4.1.2 Phased (scanning) array

In many applications it is desired to orientate/steer the maximum radiation in a
particular direction to form a scauning array. Assume that the maximum radiation of

the array is required to be oriented at an angle g (0° < g, < 1809). Referring to

equation (2.9), the maximum of the array factor occurs when ‘Y=o,

w =kd cos@ + [i‘ﬁ:,;_ =0

(2.11)
= f =—kdcoséb,
The array factor of equation (2.9) now becomes
sin[ N (cos@ —cosb, )]
(AF), = - (2.12)

N s'm[ (cos8 - cosb, )}

(2

Two arrays that are of ioterest are the broadside and the endfire arrays. In the
broadside array, the maximum radiation is directed normal to the axis of the array

(g =900 in figure (2.7)). Substituting g, = 90° into equation (2.11) yields g=0. Thus
for a broadside array, the elements have zero progressive phase lead current
excitation. However, it 1s necessary that all the elemenis have the same phase
excitation (in addition to the same amplitude excitation). For an endfire array, the
maximum radiation can be directed at either g_ = 0° or 180¢ i.e. along the axis of the
array. To direct the maximum toward 6, = 0°, the progressive lead current excitation

(p) should be —kd while if the maximum is desired towards g = 1809, then g = kd.

2.4.1.3 Antenna elemeunt spacing to avoid grating lobes

One of the objectives in many designs is to avoid multiple maxima, in addition to the
main maximum, which are referred to as grating lobes. A grating lobe is dcfined as a
lobe, other than the matn lobe, produced by an array antenna when the interelement
spacing is sufficiently large to permit the in-phase addition of radiated fields in more
than one direction. They are undesirable since, in addition to directing the main lobe
n the desired direction, the array also directs grating lobes to undesired directions.
Thus there is no maximization of power in the desired direction. ORfen it may be

required to select the largest spacing between the elements but with no grating lobes.
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Consider a broadside array (8 =0 andy = kd cos @ = 27 4 cosp). This value of v
A
when substituted in equation (2.9) makes the array factor attain its maximum value
when ¢o54 = 74 forn= 1,2,3,... The maximum at o549 = ( defines the main beam.
a

[f the spacing between elements is a half-wavelength (d = 0.53), the first grating lobe
(n = 41) does not appear in real space since cgs9 =2 Wwhich is undefined. Grating
lobes appear at 0o and 180¢ when d =5. For a nonscanning array this condition

(d = ) is usually satisfactory for the prevention of grating lobes. Practical antenna
elements that are designed to maximize the radiation at g = 90°, generally have
negligible radiation in the directions g = 0° and g = 180¢ directions. To avoid any

grating lobe in a nonscanning array, the largest spacing between the elements should

be less than one wavelength (d_. < 2)-

Using an argursent similar to the nonscanning array described above, for a scanning
array, grafing lobes appear at an angle 0, when the amray factor of equation (2.12)

attains 1ts maximum value, or

%(costﬁ?g -—cosﬁo): inm

2.13
d +n ( )

A |cosﬁg —cosé’o|

or

If a grating lobe is permitted to appear at 0 = 0o when the main beam is steered to

8, = 1809, it is found from equation (2.13) that d = )/2. Thus the element spacing
must not be larger than a half-wavelength if the beam is to be steered over a wide
angle without having undesirable grating lobes. Therefore a criterion for determining
the maximum element spacing for an array scanned to a given angle g_ is to set the
spacing so that the nearest greatest lobe is at the boundary of the visible region.

Using equation (2.13) this leads to the condition

d 1

AP - (2.14)
A |I-cosb,|

Therefore the common rule that half-wave spacing precludes grating lobes is not quite

accurate, as part of the grating lobe may be visible for extreme scan angles.
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Grating lobes can also be avoided by unequa) spacing of the elements i.e. by making
the array aperiodic [8]. In an aperiodic array, the element weights are made equal but
all the design freedom is employed in the element Jocations. There is no restriction
imposed on the clement spacing. However, the elements are usually overspaced to
avoid the effect of mutual couphing. This process of overspacing the array is known
as thinning [8]. In addition to the hazard of grating lobes, which is avoided by
unequal spacing of the elements, a thinned array introduces another problem. For an
array of fixed length, the number of elements is reduced. While this lowers cost and
mutual coupling, both highly desirable changes, the reduction in element numbers
reduces the designer’s control of the radiation pattern in the sidelobe region. This
reductiion in design control influences the level of the peak sidetobe, which i1s of major
concern to the array designer. Since the number of degrees of freedom is reduced 1in
direct proportion to the number of elements, deviations from tbe desired radiation
paftern must be anticipated. The beamwidth and approximate shape of the main lobe
are not severely altered by thinning (beamwidth is not affected since the length of the
array is fixed). The dominant effect of thinping is observed in the sidelobes. (8]

provides a detailed discussion on aperiodic arrays and thinning.

2.4.1.4 Simulation work

Appendix A.2 contains a MATLAB program for the analysis of linear arrays using the
theory developed thus far. The program plots the array factor pattern (for elements
placed along the z-axis) as a function of the number of elements, element spacing and
scan angle. An extension is also made to illustrate the pattern multiplication ruie
(section 2.4.1.1) using the half-wavelength dipole antenna as the element. The

concept of grating lobes is also illustrated.
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2.5 Mutual coupling

Up until now, no discussion or definition of mutual coupling was given. The
principal effects of mutual coupling are changing the effective/predicted element
pattern and producing gain variations in scanning. Due to this detrimental effect on
array performarnce, it needs to be considered during array design. A bref description

of this phenomenon is thus warranted.

When two antennas are near each other, whether one and/or both are transmitting or
receiving, some of the energy that is primarily intended for one ends up at the other.
The amount depends primarily on the

(a) radiation characteristic of each element

(b) relative separation between them

(c) relative position/orientation of each element in the array

(d) feed of the array elements

(€) scan volume of the array

There are many different mechanisms that cause this interchange of energy. For
example, even if both antennas are transmitting, some of the energy radiated from
each will be received by the other because of the nonideal directional characteristics
of practical antennas. Part of the incident energy on one or both antennas may be
rescattered in different directions allowing them to behave as secondary transmitters.
This interchange of energy is known as mutual coupling, and in many cases it

complicates the analysis and design of an antenna.
In the theory developed thus far, it was implicitly assumed that each element in the

array acts independently of all the others. This assumption is invalid in practice.

Currents couple from one element to another by the parts illustrated in figure (2.9).
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@ Phase shifters

°

Distribution
network

Gencrator —P

Fig. 2.9: Sources of coupled currents (from [8])

Two elements in a transmitting array are shown. Radiation from one element couples
to its neighbours, as do currents that propagate along the surface of the array. In
addition, current from the power-distribution network to the array element is partially
reflected by mismatches, as shown in the figure. The reflected currents reach
neighbouring elements through the distribution network. At each array element is the
sum of the design value of the exciting current plus all the contributions from the

varjous coupling sources from each of its nejghbours.

The induced currents cause the input impedance and radiation resistance of an antenna
to be different from the values that would be observed if the antenna were isolated.
Therefore, the feed system of an array cannot be designed on the basis of isolated-
antenna input impedance values, nor can the radiated power be calculated on the basis

of isolated-antenna radiation resistance.

In using the principle of pattern multiplication (section (2.4.1.1)), it was assumed that
the pattern used for array elements is the pattern that a single element would have if it
were isolated, that is, not in the “array environment”. This principle neglects the
effect of mutual coupling. Another approach, discussed in [26], employs the effect of
mutual coupling. In this case, the array pattern is obtained by superposing the fields
of elements based on this patterm and by assuming a phasing that would occur if there
were no mutual coupling. This pattern is found experimentally by connecting a
receiver 10 only one element of the array, with all the other elements connected to

terminating impedances of the value that would be effective if the array were operated
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normally. This element pattern 1s measured physically. The currents induced in the
single receiving element (as well as in the terminating elements) will be the same as
in actual array operation, including mutual coupling effects. The pattern measured
under these conditions is called “the element pattemn in the array environment,” and it
1s 1n general different from the pattern of an isolated element. In the practical design
of arrays, the effects of mutval coupling are often evaluated experimentally, since
theoretical calculation is quite difficult, although the theory is helpful in

understanding the general nature of the effect.

Mutual coupling effects are greatest for closely spaced elements. It is also greater in
an epndfire array than tn a broadside array. [t can be reduced by overspacing the
elements in the array (thinning). For an array of fixed length, thinning results in
fewer elements, and hence, lower costs. These salutary effects, however are
accompanied by grating lobes unless the array is made aperiodic (as discussed in
section (2.4.1.3)) [8]. Thinning also reduces the designer’s control of the radiation

pattern in the sidelobe region.
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CHAPTER 3

ANALOGUE AND DIGITAL
BEAMFORMING

3.1 Introduction

The term beamforming relates to the function performed by a device or apparatus in
which energy radiated by an antenna js focused along a specific direction in space.
The objective is to preferentially receive or to {ransmit a signal from that direction.
Energy from a source, which i1s assumed 1o be aligred with the antenna’s preferred
direction, arrives at the feed temporary aligned and is thereby summed coherently. In
general, sources in other directions, arrive at the feed unaligned and add 1ncoberently.

For this reason, beamforming is often referred to as spatial filtering.

When an array is i}luminated by a source, samples of the source’s wavefront are
recorded at the location of the antenna elements. The outputs from the antenna
elements can be subjected to various forms of signal processing, wherein phase or
amplitude adjustments are made to produce outputs that can provide concurrent
angular information for signals arriving in several different directions in space. When
the outputs of the elements are combined via some passive phasing nelwork, the
phasing will usually arrange for the outputs of all the elements to add coherently (in
phase) for a given direction. The network that controls the phases and amplitudes of

the excitation currents is usually called the beamforming network.

The weight and summing circuits of an adaptive antenna (figure (2.3) chapter 2) can
operate at the antenna RF operating frequency, at a lower (downconverted) IF
frequency or at baseband. At RF or IF, beamforming may be performed using
analogue phase shifters and attenuators [27]. Alternatively, digital technology may be
used at baseband. Digital technology may also be used at [F depending on the IF
frequency. This chapter explores the implications, with respect to implementation, of

adapting the antenna wejghts at RF, I[F and baseband.
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3.2 Analogue or digital beamforming?

Adaptive arrays may have either analogue or digital processing for the determination
of the array element weight matrix. In the analogue case, all the received signals in
the array are analogue, the usual operations performed by the analogue processor
being frequency conversion, multiplication, correlation, integration, filtering, and so
on. In an adaptive array with digital processing, all signals (analogue) received by the
antenna are converted to digital forra using analogue to digital converters (ADC) with
the signal being processed subsequently only in this form. Sometimes, a digital to
analogue converter (DAC) is used to provide an analogue output signal. It may be
noted that chronologically, the first built were analogue systems [28], [29]. However,
taking account of the impact of VLSI circuit development on this field, the situation is
swiftly changing in favour of digital processors.  The interest in digital
implementation is further enhanced by its potential use in satellite communication
systems where size, weight and power consumption become important design factors.
Also technological advances in digital signal processing provide the possibility of
developing a digital receiver. If such a receiver can be achieved, its performance may
be superior in comparison to a conventional analog approach because of three major
differences [30]:

(a) More information is maintained in the digital approach.

(b) The digitized data can be stored for long periods of time.

(¢) More flexible signal processing methods are available to obtain the desired

information directly from digitized signals.
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3.3 Analogue beamforming
If beamforming is carried out at RF or IF, the analog beamforming network usually
consists of devices that change the phase and power of the signals. Figure (3.1) gives

an example of a RF beamformer that is designed only to form one beam.

Antenna
\1/ \/ \/ \/ lements
© @ @ (©) i Phase shifters

[ (]
) Power dividers

| Beamforming network

Fig. 3.1: An analog beamforming network (from [17])

It should be noted that an analog beamforming network consists of devices such as
phase shifters and power dividers which are used to adjust the amplitude and phases
of the antenna signals in such a way as to form a desired beam. It is sometimes
desirable to form multiple beams that are offset by finite angles from each other. The
design of a multiple-beam beamforming network is much more complicated than that
of a single-beam beamforming network. A multiple-beam beamforming network is
known as a beamforming matrix. The best example is given by the Butler matrix
[31]. In a beamforming matrix, an array of hybrid junctions and fixed phase-shifters

are used to achieve multiple beams.

3.3.1 Array feeds

If a single transmitter and receiver are utilized in an array, there must be some form of
network to connect the single port of the transmitter and/or receiver to cach of the
antenna elements. The power divider used to connect the array elements to the single
port is called an array feed. There are at least three basic concepts for feeding an
array: the constrained feed, the optical space feed and the parallel plate feed ({32],
{33], [34]). The constrained feed utilizes waveguide or other microwave transmission
lines along with couplers, junctions or other power distribution devices. The optical
space feed distributes the energy to a lens array in a manner analogous to a point-feed
Uluminating a lens or reflector antenna. The advantage of an optical bear-forming
feed over the constrained feed is simplicity. Disadvantages are a Jack of amplitude-
tapering control and the excessive volume of physical space required to accommodate

the feed system. The parallel plate feed uses the principles of microwave structures to
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provide efficient power division. It Is In some respects, a cross between the
constrained feed and the optical space feed. The constrained feed is the commonest
type of feed system and therefore warrants a further discussion. [33] and [34] provide

a detailed description on the other two feed systems.

3.3.1.1 The constrained feed

The various types of constrained feeds can be classificd into two groups: the series

feed and the parallel feed. A description of the vanous types of feeds in each group

follows.

(a) Series feed

In the senes-fed arrangement, the energy may be transmitted from one end of the line

(figure 3.2(a)), or it maybe fed from the centre out to each end (figure 3.2(b)).

/BB 8/ 85

Fig. 3.2(a): End-fed series feed with series phase shifters

Fig. 3.2(b): Centre-fed series feed with series phase shifters

The elements are arranged seriatly along the main line. They consist of a main
transmission line from which energy is tapped (in the case of transmission) through
loosely coupled junctions to feed the radiating elements. The path length to each
radiating element must be computed as a function of frequency and taken into account
when setting the phase shifter. The adjacent elements are connected by a phase
shifter with phase shift §. All the phase shifiers are identical and introduce the same

amount of phase shift, which is less than 27 radians. To steer the beam, phase shifters
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are added either in the main line, as shown in figure (3.2), or in the branch lines as

shown in figure (3.3).

14414

N
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Fig. 3.3(a): End-fed series feed with parallel phase shifters
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Fig. 3.3(b): Centre-fed series feed with parallel phase shifters

The end-fed series feed utilizing series phase shifters (figure 3.2(a)) and parallel phase
shifters (figure 3.3(a)) provide mechanical simplicity — a great advantage over other
feed configurations. They are easy to assemble and to construct. The configurations
are casily adapted to construction in waveguides, using cross-guide directional
couplers as junctions. They are potentially capable of handling full-waveguide power
at the input (withio the limitation of the phase shifiers). However, they suffer losses
associated with the corresponding length of waveguide plus that of the phase shufters.
The most severe limitation of the end-fed series feed is its dependence of pointing
angle on frequency. Thus it will be more limited in bandwidth than most array feed.
The centre-fed series feed of figures (3.2(b)) and (3.3(b)) do not have this probiem.

Alternatively a paralle] feed could be used.

The end-fed senes feed with parallel phase shifter configuration places lower power
handling demands on the phase shifters and also results in a lower system loss for a
given phase shifter loss. On the otherhand, the end-fed series feed utilizing senes
phase shifters has an advantage in that all phase shifters will have identical phase

shifts for a given pointing angle — a property which results in simplified array control.
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However, the total system loss of the end-fed series feed with series phase shifters is
higher than that utilizing parallel phase shifters. The bandwidth of a series feed can be
increased by making the path lengths from the input to each output of the branch lines

all equal as shown in figure (3.4).

N/ N NS T N

Fip. 3.4: Equal-path-length series feed

However, if the bandwidth is already limited by the phase shifters and the couplers,
very little benefit can be derived from this approach at the cost of a considerable
increase in size and weight. The network of figure (3.4) simplifies the beam-steering

computation since the correction for path-length differences is no longer necessary.

(a) Paralle] feeds

The frequency dependence (change in beam-pointing angle with frequency)
associated with series feeds can be reduced by the use of parallel feeds at a cost of a
stightly more complex mechanical structure. The frequency dependence of the
paralle]-feed configuration depends mainly on the frequency characteristics of the
phase shifters and the couplers at the junctions of the feed, if the line lengths from the
transmitter (or receiver) to the radiators are all made equal. Thus, if variable time-
delay phase shifters were used in place of the constant-phase type phase shifters at

each radiating element, the beam pointing angle would be essentially independent of
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frequency. The frequency dependence of a parallel feed using constant-phase-type

phase shifters is discussed in section (3.3.3).

The most common technique for realizing parallel feeds is the corporate feed structure

of figure (3.5).

A4 N N N/

2N 1 NI/ N /N

A

Fig. 3.5: Corporate feed

The energy to be radiated is divided between the elements by power splitters. Equal
lengths of line transmits the energy to each element so that no unwanted phase
differences are introduced by the lines themselves. If the lines are not of equal length,
a compensation in the phase shift must be made. The proper phase change for beam
steering is introduced by the phase shifters in each of the lines feeding the elements.
When the phase of the first element is taken as the reference, the phase shifts required

in the succeeding elements are ¢, 2¢, 39,...., (N-1) ¢.

The maximum phase change required of each phase shifter in the parallel-fed array is
many times 2w radians. Since phase shift is periodic with period 2, it is possible in
many applications to use a phase shifter with a maximum of 2n radians. However, if
the pulse width is short compared with the antenna response time (if the signal
bandwidth is large compared with the antenna bandwidth), the system response may
be degraded. For example, if the energy were to arrive in a direction other than
broadside, the entire array would not be excited simultaneously. The combined
outputs from the parallel-fed elements will fail to coincide or overlap, and the
received pulse will be smeared. This situation may be relieved by replacing the 2=

modulo phase shifters with delay lines.
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A similar phenomenon occurs in the series-fed array when the energy is radiated at or
near the broadside direction. If a short pulse is applied at one end of a series-fed
transmitting array, radiation of energy by the first element might be completed before
the remainder of the energy reaches the last element. On reception, the effect is to
smear or distort the pulse. It is possible to compensate for the delay in the series-fed
array and avoid distortion of the main beam when the signal spectrum is wide by the
insertion of individual delay lines of the proper length in series with the radiating

eclements.

[n a series-fed array containing N phase shiflers, the signal suffers the insertion foss of
a single phase shifter N times. In a parallel-fed array, the insertion loss of the phase
shifter is introduced effectively but once. Hence the phase shifter in a series-fed array
must be of lower loss compared with that in a parallel-fed array. If the series phase
shifters are too lossy, amplifiers can be inserted in each element to compensate for the

signal attenuation.

Since each phase shifter in the end-fed series feed (with series phase shifters) has the
same value of phase shift, only a single control signal is needed to steer the beam.
The N-element parallel-fed linear array similar to that of figure (3.5) requires a
separate control for each phase shifter or N-1 total (one phase shifter is always zero).
A two-dimensional parallel-fed array of MN elements requires M+N-2 separate
control sigpals. The two-dimensional series-fed array requires but two control

signals.

3.3.2 Phase shifters for arravs

Phase shifters are crucial to analog beamforming to adjust the phases of the antenna
signals in such a way as to form a desired beam. The difference in phase ¢
experienced by an electromagnetic wave of frequency [ propagating with a velocity v
through a transmission line of length / s

_ 2nl

v

b (3.1)

The velocity v of an electromagnetic wave is a function of the permeability p and the

dielectric constant € of the medium in which it propagates. Therefore a change in
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phase can be obtained by a change in frequency, length of line, velocity of

propagation, permeability or dielectric constant.

Phase shifting devices can either be reciprocal or nonreciprocal. In the reciprocal
device, the phase change does not depend on the direction of propagation. On the
otherhand, a nonreciprocal phase shifter must have different control settings for

reception and transmission.

3.3.2.1 Selection criteria

There are currently two types of electronic phase shifters suitable for practical arrays:
the femte pbase shifter and the semiconductor-diode phase shifter (discussed in
sections (3.3.2.2) and (3.3.2.3)). Selection of the type of phase shifter depends

strongly on the operating frequency and the RF power per phase shifter. Above S

band (2 to 4GHz), waveguide fermte phase shifters have less loss than diode phase

shifters. In situations in which RF powers are low and size and weight constrainis
dictate a miniaturized design, diode phase shifters are preferred. Other factors that
have a bearing on the selection are listed below:

(2) Insertion loss: Insertion loss should be as low as possible. It results in a reduction
of generated power on transmit and of low signal-to-noise ratio on receive. It also
produces phase-shifter-heating problems.

(b) Switching times: The time to switch should be as short as possible. Times on the
order of microseconds are adequate for most applications.

(c) Drive power: Drive power should be as small as possible. A large amount of
drive power generates heat and also may require power supplies that are too large
for a mobile system. Large drive power may also require expensive driver-circuit
components. Diode phase shifters require holding power as well as switching
power. Ferrite phase shifters can be latched i.e. they do not consume drive power
except when switching.

(d) Phase error: Phase emror should be as small as possible. It should not reduce
antenna gain substantially or raise sidelobes in the radiation pattern. One cause of
phase error Is the size (in degrees) of the least significant bit of a digital phase
shifter. Other phase errors are due to manufacturing tolerances in the phase shifler

and driver.
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(e) Transmitted power: The required power per phase shifter depends upon the
maximum range and the data rate of the system design.

(f) Physical size: The phase shifter should fit within a A/2 by A/2 cross section so that
it can be packaged behind each element, otherwise an expensive fan-out feed 1s
required.

(g) Weight: Phase shifter weight should be minimized in mobile and especially in
airborne or spacecraft, installations.

(h) Cost and manufacturing ease: For arrays with thousands of elements, the unit cost
must be low. Manufacturing tolerances must be as large as possible, consistent

with allowable system phase and amplifude errors.

3.3.2.2 Ferrite phase shifters

Construction of ferrite phase shifters fall into two categories: those phase shifters
enclosed by a waveguide structure and those built by using a microstrip configuration.
While the construction of the microstrip ferrite phase shifier is extremely simple, the
performance of the waveguide ferrite phase shifter i1s far supernior, and 1s generally

used for most applications.

Ferrite phase shifters use ferromagnetic matenals that include families of both ferrites
and gamets which are basically ceramic materials with magnetic properties. The
change in the applied dc magnetic field of the ferrite produces a change in the
propagation properties because of a change in the permmeability, which results in a
phase shifi.

They may be analog or digital with either reciprocal or nonreciprocal characteristics.
Several types of ferrite phase shifters have been developed, but those that have been
of interest 1n applications are the toroidal, Reggia-Spencer and the faraday rotator
phase shifters. Since these phase shifters are enclosed by waveguide structures, their
manufacturing ease decreases, thus resulting in an increase in cosl. Reference [33]

and [34] provides extensive information on these fernte phase shifters.
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3.3.2,3 Diode phase shifters

The property of a semiconductor diode that is of interest in phase shifter design is that
its impedance can be varied with a change in bias control voltage. This allows the
diode to act as a switch. Phase shifiers based on diode devices can be of relatively
high power and low loss, and can be switched rapidly from one phase state to another.
They are relatively insensitive to changes in temperature, they can operate with low
control power, and are compact in size. They are well suited to microwave integrated
circuit construction, and are capable of being used over the entire range of frequencies
of interest. However, their losses are generally less and their power handling is

generally higher at lower frequencies.

There are three basic methods for employing semiconductor diodes in digital phase
shifters, depending on the circuit used to obtain the individual phase bit. These are:

(a) the switched-line, (b) the hybrid-coupled and (c) the loaded line phase shifter.

(a) Switched-line phase shifter [33]
A change in phase can be obtained by utilizing one of a number of lengths of
transmission lines to approximate the desired value of phase. The various lengths of

line are inserted and removed by high-speed electronic switching.

There are at Jeast two methods for switching lengths of transmission lines. These are
the paraliel-line configuration and the series-line or cascaded configuration. Due to
the discrete nature of the digitally switched phase shifter, the exact value of required
phase shift cannot be achieved without a quantization error. However, this error can
be made as small as possible.

(i) Parallel-line configuration

Figure (3.6) illustrates the parallel-line configuration of the digitally switched pbase
shifter in which the desired length is obtained by means of a pair of one-by-N

switches. Each of the boxes labelled S represents a single-pole single throw (SPST)

switch.

The N ports of each one-by-N switch are connected to N lines of different lengths 1y,
ly, ..., In. The number of lines depends on the degree of phase quantization that can

be tolerated. This number is limited by the quality of the switches, as measured by
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the difference between their impedance in the “off” and “on” positions. With many
switches in parallel, the “off” impedance of each must be high if the combined
impedance is to be large compared to the “on” impedance of a single switch. A
parallel line configuration with 16 lengths of line provides a phase quantization of

22.5% (£11.235%), assuming the nth line is of length n)./16.

ol 15016

One-by-N switch One-by-N switch

3L+ M8

L-lL+ M6

i

Fig. 3.6: Digitally switched parallel-line phase shifter with N switchable lines
(from [33])

A suitable form of switch is the semiconductor diode. The diodes attached to the ends

of the particular line selected are operated with forward bias to present a low
impedance. The remaining diodes attached to the unwanted lines are operated with
reverse-bias to present a high impedance. The switched lines can be any standard RF
transmission line. An advantage of the parallel-line configuration is that the signal
passes through only two switches and in principle, should therefore bave lower
insertion loss than the cascaded or series line digitally switched phase shifter
described below. A disadvantage is the relatively large number of lines and switches
required when it is necessary to minimize the quantization error. The parallel-line
configuration has also been used when phase shifts greater than 27 radians are
needed, as in broadband devices that require true time delays rather than phase shift
which is limited to 2 radians.

(i1) Series-line (cascaded) configuration

The series-line (cascaded) digitally switched phase shifter (figure (3.7)) is more
commonly used than the parallel line configuration. A cascaded digitally switched

phase shifter with four phase bits capable of switching in or out lengths of line equal
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to A/16, A/8, A4 and A/2 yields a phase shift with a quantization of A/16, similar to the

parallel-live shifter with 16 lengths of line described above.

ALy e e R

W16

8
pval 2

Individual phase
bit

Fig. 3.7: Cascaded four-bit digitally switched phase shifter with M16

quantization. Arrangement shown gives 135° (3/8 wavelengths) phase shift

The binary quantization of line lengths make it convenient to apply digital techniques

for actuating the phase shifter (figure (3.8)).

Bit no. 4 Bitno. 3 Bit no. 2 Bit no. |
Inpur Output
0°, 22.5° 0°, 45° 0°, 90° 0°, 180° —»

Fig. 3.8: Schematic of a 4-bit phase shifter with /16 quantization

Figure (3.7) shows a four-bit digital phase shifter consisting of four cascaded
modules. Each module consists of two single-pole double throw (SPDT) switches and
two line lengths for each bit. The minimum number of diodes per bit i1s four (16
diodes in total for a 4 bit phase shifter). It gives 16 steps in increments of 22.5°. The
SPDT switch in each module inserts either “zero’ phase change or a phase change of
360/2" degrees, where n=1,2,3,4. When the upper two switches are open, the lower
two are closed, and vice-versa. Note that in the “zero” phase state, the phase shift is
generally not zero, but is some residual amount ¢,. Thus the two states provide a
phase shift of ¢, and ¢, +A¢. The difference Ad between the two states is the desired
phase shift required of the module.

(b) The hvbrid coupled phase shifter (reflection phase shifter) [33], [35]

Each module used in the series-line (cascaded) phase shifter can be replaced by a 3dB

hybrid junction. The hybrid-coupled phase bit, as shown in figure (3.9) uses a 3dB
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hybrid junction with balanced reflecting terminations connected to the coupled arms.
Alternatively, a circulator could be used if a nonreciprocal phase shifier is desired.

Two switches (diodes) control the phase change.

Input Output
l 4
3dB hybrid
junction
2 3
Diode switches
Short circuits

Fig. 3.9: Hvbrid coupled phase bit (from [33])

The 3dB hybrid has the property that a signal input at port | is divided equally in
power between ports 2 and 3. No energy appears at port 4. The diodes act to either
pass or reflect the signals. When the impedance of the diode is such as to pass the
signals, the signals will be reflected by the short circuits located farther down the
transmission line. The signals at ports 2 and 3, after reflection from either the diode
switches or the short circuits, combine at port 4. None of the reflected energy appears

at port 1.

The difference in path length with the diode switches open and closed is Al. The two-
way path Al is chosen to correspond to the desired increment of digitived phase shift.
A N bit phase shifter can be obtained by cascading N such hybrids. Moderately wide

bandwidths can be achieved with the hybrid coupled phase shifter.

(¢) The loaded-line phase shifter [33], [35]

This phase shifter (figure (3.10)) consists of a transmussion line periodically loaded
with spaced, switched impedances or susceptances. Diodes are used to switch
between the two states of susceptances. The spacing between diodes is approximately
one-quarter wavelength at the operating frequency. Adjacent quarter-wavelength-

spaced loading susceptances are equal and take either of two values.
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O O

Input OCutput

~ 1y :

Susceptances
Diode switches

Fig. 3.10: Periodically loaded-line phase shifter (from [33])

If the magnitude of the normalized susceptance is small, the reflection from any pair
of symmetrical susceptances can be made to cance} so that matched transmission will
result for either of the two susceptance conditions. Each pair of diodes spaced a
quarter-wavelength apart produces an increment of the desired phase. The number of
pairs that are cascaded determines the value of the transmission phase shift. To
achieve high-power capacity, many such sections with small phase increments can be
used so that there are many diodes to share the power. The ability to operate with
high power is the advantage of the loaded-line diode phase shifter. If the largest and
practical phase shift per diode pair is A/16 or 22.5°, 32 diodes are required to shift the
phase 360°.

The hybrid coupled phase shifter generally has lower {oss than the other two (loaded-
line and switched-line phase shifters) and uses the least number of diodes. It can be
made to operate over a wide band. The switched-line phase shifter uses more diodes
than the other types and has an undesirable phase-frequency response which can be
corrected at the expense of a higher insertion loss. This contiguration is generally
restricted to true time-delay circuits and to low-power, miniaturized phase shifters
where Joss is not a major consideration. For a four-bit phase shifter covering 360°,
the minimum number of diodes needed in the periodically loaded-line is 32, the
switched-line requires 16, and the hybrid-coupled circuit needs only 8. The
theoretical peak power capability of the switched-line is twice that of the hybrid-
coupled circuit since voltage doubling is produced by the reflection in the hybrid

circuit. The switched-line phase shifter has the greatest insertion loss, but its loss

|8
1
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does not vary with the amount of phase shift as it does in the other two types of

circuits.

3.3.3 Bandwidth of arravs

The bandwidth of an array antenna depends upon the types of components, such as
radiators, phase shifters, and feed networks, comprising the array. The bandwidth 1s
also affected by many factors, including change of element input impedance with
frequency, change in array spacing in wavelengths that may allow grating lobes,

change in element beamwidth, etc.

In practice, most radiators for phased arrays are matched over a broadband of
frequencies.  Therefore, the radiator design is not a primary factor in the
determination of bandwidth. The more severe limitation in bandwidth are determined
by the frequency characteristics of the phase shifters and feed networks. In general,
the effects due to the phase shifters and feed networks are additive, so that if the phase
shifter causes the beam to scan by an arnount equal to AG, and the feed causes it to

scan by ABy, then the total beam scan is given by A6, + ABy.

3.3.3.1 Phase-shifter effects

To evaluate effects caused by the phase shifter alone, a corporate feed (equal-line-
length parallel feed) is used to illuminate all the radiator elements (see figure (3.11)).
The corporate parallel feed exhibits no feed effects since a signal at the input
illuminates all the radiating elements with the same phase regardless of frequency.
The bandwidth in this case 1s completely determined by the type of phase shifier used
in the array. In this discussion, two basic types of phase shifters will be considered:

(a) time delay phase shifters (b) constant phase-type phase shifters.
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Fig. 3.11: Equal-line-length corporate (parallel) feed

{(a) Time delav phase shifters

When time-delay phase shifters are used at each radiating element, the signals

received by the elements from an incident wavefront at an angle g, are appropriately

time delayed so that they all amive at the output terminal. For example, the amount of
time delay at the first element of the array shown in figure (3.11) is equal to the

additional time required for the wavefront to travel to the last element after arriving at

the first element. This time delay 7, known as the aperture fill time, is given by

T = £sin g, (3.2)
c

where | = total length of the array aperture

¢ = velocity of propagation of the signal (in freespace this is equivalent to the

speed of light)

6, = angle of incidence of wavefront from array normal
The phase distribution across the array aperture produced by the time-delayed feed
matches that of the incident wavefront independently of frequency. Consequently, the
beam position remains stationary with frequency change, and the array has infinite
bandwidth. When the angle of incidence of the incoming wavefront changes, the
amount of time delays at each element must be changed accordingly to maintain the

bandwidth. This tirme-delayed feed network is commonly known as a time-delayed

3-17



ANALOGUE AND DIGITAL BEAMFORMING CHAPTER 3

beam-steering feed. The above discussion is valid for either a continuous wave (CW)
or a pulsed incidence signal. For the pulsed incidence signal, the time-delayed feed

preserves the shape of the pulse without any distortion.

(b) Constant phase-type phase shifter

When constant phase-type phase shifters (phase shifters whose phase shift is
indcpendent of camier/centre frequency) are used at each element, the output phase
distribution of the feed matches that of the incident phase front only at one frequency
fo and for a particular incidence angle 6,. At a different frequency f|, the output phase
distribution of the feed network remains fixed, hence the array is phased to receive at
a difference incidence angle 8,. The amount of beam squint with frequency is given
by the following relationship:

f,sinf, = f,snf,

fo

or sinf, ==—smné,
|

(3.3)

Figure (3.12) shows this behavior.
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Beam angle at canters frequency, deg

Fig. 3.12: Beam angle shift with frequencv (from [32])

3-18



ANALOGUE AND DIGITAL BEAMFORMING CHAPTER 3

The beam peak angle is reduced for frequencies above the design frequency (f,) and
increased for frequencies below the design frequency. For a small change in

frequency, equation (3.3) shows that the change in scan angle is given by
A
AG, = _[—fjil tand, (3.4)

The above expression shows the amount of beam squint depends upon the original
scan angle as well as on percent frequency change. At broadside (6, = 0°), there is no
scanning regardless of the amount of change in frequency, and the array has infinite
bandwidth. When the beam scans away from broadside, the amount of beam squint
with frequency increases with scan angle. Therefore, the bandwidth of an array must
be specified in terms of the desired maximum scan angle. For most practical

applications, the desired maximum scan angle is +60° from array broadside.

There is a direct relationship (equation (3.5)) between actual bandwidth and array size
[22],
Lsin8, = 0.8868,(300)/ Af,, (3.5)
where 4fi is the bandwidth in megahertz
L is the array length in meters

B 1s the beam broadenting factor — chosen as unity for the uniformly

illuminated array

Equation (3.5) shows that the bandwidth becomes smaller as the array is made larger

or as the scan angle is increased.

3.3.3.2 Feed effects

When a feed other than an equal-length paralle] feed (corporate feed) is used, phase
errors due to the feed alone are produced across the array aperture. An example is the

end-fed series feed shown in figure (3.13).
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Fig. 3.13: End-fed series feed

The total phase shift across the length of the feed is ® = 277[ L radians with free-space

propagation assumed. When the frequency is changed, the change in phase across the

array aperture will be

2
A= 2 Af (3.6)
c

This linear change in phase across the aperture scans the beam just as phase shifters
would. To observe just how far the beam is scanned, it is essential to examine the
way in which the aperture is scanned with phase. For a given scan angle 6, the
required phase across the array is

W= 2—Zisin 8, 3.7

The required change in y for a change in scan angle is

o 5 5 (3.8)
or Ay = iL—cosQOAGO _ 2t cosd,Af,
A c
When the change in phase across the array is induced by the feed, Ay = AD or
2
27 2 27 50,00, (3.9)
C c
Hence the amount of beam scan for a change in frequency is given by
ro, =& (3.10)
S jcosé,
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For a 60° scan angle, the scanning caused by the feed alone is slightly greater than
that caused by the aperture. Therefore, the bandwidth of the series feed is essentially

half of that of the equal-line-length parallel feed (corporate feed).

3.4 Digital beamforming
Digital beamforming (DBF) for signal reception 1s conceptually simple. Each antenna
element in the array is connected to a pre-amplifier (LNA) and then to an A/D

converter, as shown in figure (3.14).

Antenpa |
Dijgital data
LNA bus
A/D and
coder —
[}
Antenna N ] > Bea&l?;::ing _'Ou(pu(
K Processor
Y LNA —
>{> A/D and 1
coder

Fig. 3.14: Digital topology

The outputs of the A/Ds are connected to a digital data bus. A DBF processor can
then manipulate this data to form any number of multiple beams, perform rapid beam

scan, produce low-sidelobe beams and perform adaptive nulling.

Because the element combining algorithms can be formulated in true time delay form,
there are no bandwidth limitations in the digital beamformer. The serious limitation is
the bit-bandwidth product of the A/D. The sampling rates and resolutions (number of
bits) provided by present-day (June 2000) A/D converters cover a wide rage of values.
Invariably, a balance between these two parameters must be sought because it is
difficult 10 achieve both a high sampling rate and a high resolution. In CDMA
systems, 4 to 6 bit A/Ds have been noted to provide adequate performance [36]. At
the present time, A/D hardware appears suitable only for low microwave frequencies

and below. Tabie (3.1) lists the resolution and sampling rates of the state-of-the-art
ADC technology ([37]-[43)).
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DESIGNER RESOLUTION (Bits) SAMPLING RATE
F.G. Weiss [37] 8 [GHz
T. Ducourant et al. [38] 4 3GHz
Crystal Semiconductor [39] 20 256kHz
Phillps research tab [40] 3 650MHz
H. Kimura [41] [0 J00MHz
AN Karanicolas [42] 5 IMHz
HP Co. [43] 8 4GHz
Signal Processing Tech. 12 30MHz

Table 3.1: Performance of state-of-the-art ADCs reported in [37]-[43]

These ADCs were cited as state-of-the-art in [17] as at 1996. It should be pointed out
that very few of the converters are commercially available. As pointed out in [44],
commercially available ADCs are the result of market demand rather than technology
enhancement. Cumrently, commercially available products range from 8bit, 8OMHz to
10 bit, 200MHz, by Texas Instruments and Analog Devices, respectively. Advances
in superconducting ADCs are promising, but commercial realization of this hardware

1S years away.

The processor used i an all-digital beamforming array has two speed regimes: the
handling of digitized RF requires coherent beam formation at the A/D converter upper
frequency, while the calculation and change of amplitude and phase tapers for
sidelobe control, etc., can proceed at a much slower rate. That 1s, the RF data
handling requires a very fast processor while for the array control functions a much
slower processor will suffice. Beam-formation and tracking of mobiles depends on
the speed of the mobiles. The mobiles need to tracked by beams when moving from
one cell to another. It is intuitive from the contrast in speed of the mobile and
digitized RF data, that a much slower processor be required for array control functions
than that for RF data handling. Some array functions such as adaptive nulbing, may
require a specialized and/or separate processor for such tasks as mafrix inversion,
singular value decomposition, etc. All of the digital hardware and software is

available, only the A/D capability is awaited.

The above digital topology describes a straight-forward approach that digitizes the
input signal directly and processes the digitized data to extract the needed
information. Clearly, an all-digital adaptive array 15 currently impractical given the

usually high operating frequencies that are part of real communication systems.
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One compromise is to down-convert the microwave/RF input signals to IF. The
digitizing is then performed on the IF signals. The main component of the down-
conversion process is the multiplication device or mixer which would probably
remain analog for a long time to come. It should also be noted, even if the incoming
signal is down-converted in frequency, its allocated bandwidth could be too wide to
be handled digitally.

The performance of a digital beamforming (DBF) receiving array is, to a large extent,
determined by the capabilities of the receivers that are used at the antenna elements.
The receivers perform the functions of frequency conversion, filtering, and
amplification of the signal to a power level that is commensurate with the input
requirements of the A/D converters or with the output power requirements. Since the
elemental receivers are a significant factor in determining the cost of a DBF antenna.
it 1s important when designing receivers to adopt an architecture that leads to

receivers that are low in cost and yet meet performance requirements.

3.4.1 Receivers for dipital beamforming

3.4,1.1 Single-channel receiver

A basic down-conversion receiver scheme is shown in figure (3.15).

RF input . IF Amplifier
signal Mixer

Bandpass A/D || Memory Digital
filter processor

OSsC

Fig. 3.15: A basic single-channpel receiver

A filter is used at the input for image suppression. Following the filter is a mixer that
converts the input signals into an [F. An IF amplifier is used to amplify the input
signals to a proper level to be digitized by the A/D converter. After the A/D converter
a digiral memory unit is used to store the information for further processing. The

memory unit and digita) processor may be combined in a single unit.

To fulfil the Nyquist criterion, the A/D converter must operate at more than twice the

frequency of the upper IF range (the IF amplifier has a bandwidth from DC to its
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upper frequency limit. If the low-pass cut-off frequency of the IF amplifier is
infinitely sharp, the sampling rate can be at the Nyquist criterion. However, this cut-
off frequency response bas some finite slope, thus, the sampling rate must be higher
than the Nyquist rate (approximately 2.5 to 3 times the input bandwidth). Two
undesirable aspects should be considered for this down-conversion approach [30]:
spurious output and image problems. A frequency mixer used to down-convert an
input signal to a proper IF range is usually considered as a linear device, but strictly
speaking, it is a non-linear device. The spurious output or harmonics are filtered out
by the low-pass filtering effect of the IF amplifier at the output of the mixer. The
image frequencies entering the IF passband can be filtered out with a RF bandpass

filter at the input to limit the input bandwidth.

3.4.1.2 Two-channel receiver

Another approach to building a digital receiver extends the basic down-conversion
idea to a two-channel approach: an in-phased channel-I; and 90° out-of-phased

channel-Q [30). The basic structure of this receiver is shown in figure (3.16).

RF input
signal Mixer [F Amplifier |
Bandpass N
>$ filter A/D Memory
Power f'inAd
divider digital
processor

Mixer [F Amplifier
A/D

90°

j_l

0SC

Fig. 3.16: A two channel digital receiver: in-phase input and out-of-phase local
oscillator (from [30])

The input signals pass through a bandpass filter and an in-phase power divider that
divides the input into two parallel channels. Two mixers are used to down-convert

the input signals into two [F channels. The two mixers are fed by one local oscillator.
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The local oscillator is fed directly to the | channel mixer but through a 90° hybrid to
the Q channel. Therefore, the two local oscillator frequencies are the same but 90°
out of phase with each other. Following each mixer i1s an [F amplifier, an A/D
converter and the processing unit. One digital processor can process the data from

both the I and Q channels for all antenna inputs.

Theoretically, a two-channel digital receiver can be accomplished through a slightly
different arrangement: replacing the in-phase power divider in front of the receiver by

a 90° hybrid and keeping the local oscillators in phase, as shown in figure (3.17).

RF input
signal Mixer 1F Amplifier
Bandpass
filter AD
90° -
hybrid digital
processor

Mixer 1F Arplifier
A/D

OSC

Fig. 3.17: A two-channel digital receiver: out-of-phase input and in-phase local

oscillator

The advantages of the two-channel approach are twofold. First the input bandwidth
can be doubled without increasing the digitizing speed of the A/D converters. One
cycle is equivalently sampled four times; therefore the bandwidth can be doubled.
Second, it is possible to solve the image problem [30]. Although one input signal will
appear in both IF channels, if the data are properly processed, the true frequency of
the input signal can be identified.

However, the two-channel receiver has a number of deficiencies. The overall

bandwidth in the receiver is defined by the IF amplifiers in the /Q baseband signals.
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Because of the way in which the [ and Q signals are derived, they may suffer from the
following performance limitations [17]:

(i) There may be a poor match between the characteristics of the I and Q signals over
the receiver bandwidth.

(i) The 1T and Q channels may not maintain phase quadrature over the receiver
bandwidth.

(iii) The I and Q channels may have separate dc offsets. In baseband sampling, dc
offsets occur at the output of the I and Q mixers when the RF frequency is equal to the
local oscillator frequency but with a phase difference. The I and Q dc offsets are
different, since no two mixers are perfectly identical.

(iv) Nonlinearities of the components used in the [ and Q chaannels may produce

spurious noise.
A major drawback of the two-channel approach is its cost of implementation due to
the fact that each antenna input requires two sets of mixers, IF amplifiers and A/Ds

(for both the I and Q channel).

3.4.1.3 Direct sampling receiver

The amplitude matching and the phase orthogonality of the I and Q channels are
extremely critical. This has created interest in an alternative conversion technique
(figure (3.18)), in which the signal is sampled and digitized at TF and the [/Q signal is
generated digitally.

RF input
signal LNA Mixer [F Amplifier

1
Digital 1/ >
Bandpass Bandpass A/D oelzclzraliog
filter filter ” _%

OSC

Fig. 3.18: Direct sampling receiver (from [17])

In this receiver, the | and Q outputs are formed using a digital filter, thereby
eliminating 1 and Q matching problems from the channel. This approach eliminates
the need for two sets of mixers, [F amplifiers and A/Ds at the expense of one faster
A/D and some additional digital circuitry. The bandpass filter at the input is used to

eliminate out-of-band interference. This bandpass filter can be placed before or after
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the low-noise amplifier (LNA) with different consequences. By placing the filter
before the LNA, the highest dynamic range (at the expense of a higher system noise
figure) can be achueved, whereas by placing the filter after the LNA, the maximum
recelver sensitivity can be obtained. A low-noise amplifier js essential since it

establishes the system noise figure.

There are two methods for carrying out the direct sampling: Nyquist sampling and
down-sampling (also called direct down-conversion). The Nyquist sampling theorem
for sampling a bandpass analog signal (a signal having no frequency components
above a certain frequency f,.) requires that the sampling rate be at least two times the
highest frequency component of the analog signal (1.e. 2f.,.). For an RF signal with a
bandwidth p centred at fge, the sampling rate must then be 2(fzr + p/2) where the
highest frequency component in the signal f . 1s given by f = fre + /2. It is
possible to use sampling rates lower than 2(,,, and still get an exact reconstruction of
the information contained in the analog signal. This approach is referred to as direct
down-conversion. It allows A/Ds with slower sampling rates to be used in
applications where performance, power consumption, and cost are critical. For a
bandpass signal with bandwidth g, the mimimum sampling rate for information
exlraction is two times the bandwidth g. References [45] and [46] derive the
constraints for a bandpass signal using down-sampling. To ensure that spectral

overlap does not oceur, the sampling frequency s, must satisfy [46]

k-1
2pl k-1 3.11)
fs S’)B(N—l]
and
2 zza{%} (3.12)

in which g = f.,/p and y > )y since s > 2. For example, in order to digitize a RF
signal (directly) with bandwidth of 4MHz centred at 2GHz, application of equations
(3.11) and (3.12) with k = 500.5, yields sampling frequencies in the range from SMHz
(twice the bandwidth) to 4.004GHz (Nyquist sampling rate) for integer values

N < 500.5. At first glance, it seems possible to use down-sampling at the 2GHz RF
frequency at a rate of twice the signal bandwidth, thus eliminating the need for
frequency downconversion. However, there 1s a practical limitation: the ADC must

stil] be able to operate on the highest frequency component in the signal (fgr + 5/2).
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This is usuvally specified as the analog input bandwidth for the ADC. Also,
conventional ADCs are designed such that their sampling rates are twice that of the
maximum input frequency i.e. designed for Nyquist sampling. Performaance of ADCs
typically degrades with increasing input frequencies. Down-sampling also introduces
another problem: a reduction in sampling rate results in a decrease in the width of the
guard band, thus causing a filtering problem. Stringent requirements for analog
bandpass filters (e.g. steep rolloffs) are needed to prevent distortion of the deswred
signal from unwanted adjacent frequency components. Furthermore, an [F down-
conversion stage may be required for effective down-sampling. The sampling jitter
requirements of the sampler must also be high to ensure that the carrier frequency is
accurately sampled to recover the signal phase information that is required for PSK

demodulation.

In order to carry out the coherent phase detection necessary for generating the digital [
and Q signals, a digital down-converter (DDC) is used. A DDC contains a
synthesizer, a quadrature pair of digital multipliers (which act as mixers in the digital
domatn) and some filters that implement both low-pass filtering and decimation [17].
It extracts a narrowband signal from a wideband digital input and decimates it to a
reduced data rate. Since the new data rate 1s proportional to the bandwidth, all of the
information in the digital signal has been captured without excess bandwidth being
carried by the digital signal. A benefit derived from the reduced data rate is that the
digital signal processor (DSP) (following the DDC) is better able to cope with it.
Digital downconversion not only eliminates the need for another [F stage but it also
overcomes many of the problems related to analog downconversion and lowpass
digitization. Digital downconversion can also be performed by this same DSP.
Alternatively, stand-alone DDCs can be used. However, by relieving the DSP from
the processing burden associated with the digital downconversion functions, more
computationa) power becomes available for the tasks required for array processing

(updating of adaptive beamforming weights, ctc).
The direct sampling receiver architecture is very aftractive from a cost point of view.

Also because of its potenhially superior technical performance, it suitable for high-

performance DBF system applications.
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3.5 Adaptive beamforming in CDMA

The use of an adaptive array in a communication system requires some degree of
compatibility between the signalling waveforms and the adaptive array. There are
several reasons for this [47):

(a) The adaptive weights are random processes, and they modulate the desired signal.
The desired signal maust be chosen so this wmodulation does not destroy the
effectiveness of the communication system.

(b) There must be some difference between the desired signal and the interference
waveforms, so these signals can be distinguished in the array.

(c) There must be some method for reference-signal generation and for acquiring

system timing or frequency when the array is in the system.

Adaptive beamforming for CDMA wireless communications bas been drawing more
and more aftention from both the communications and antenna communities [47].
Adaptive beamforming is highly suitable for a CDMA system, because the spreading

codes can be used as a reference for beamforming.

3.5.1 Reference signal acquisition

An umportant function performed by the digital processor in the previously mentioned
receiver configurations is that of adaptive beamforming. There are a number of
criferia and algonthms for adaptive beamforming [17]. They all require some sort of
reference signal in their adaplive optimization process. Reference signal refers to a
priori and explicit information about the signals of interest. Explicit reference can be
divided into two categories: spatial reference and temporal reference. Spatial
reference is mainly referred to as the angle-of—arrival (AOA) information of a desired
signal. A temporal reference signal may be a pilot signal that is correlated with the
desired signal, a pseudo-noise (PN) code in the case of a CDMA system. The form of
available reference depends on the particular system where adaptive beamforming is
to be implemented. If an explicit reference signal is available in a system, it should be
used as much as possible for less complexity, high accuracy and fast convergence.
Adaptive beamforming is highly suitable for a CDMA system, because the spreading
codes can be used as a reference for beamforming. The common implementation of

adaptive beamforming mm a CDMA wireless communication system is the use of
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Compton’s reference generation loop [47]. A generic implementation configuration
for adaptive beamforming in a CDMA wireless communication system is shown in

figure (3.19).

S S| Filter >, Data
Array output

Limiter

Delay

- +
WA Adaptive RS/ :: 3
processor En‘or&/ﬁeference

signal signal

Fig. 3.19: Configuration for adaptive beamforming in CDMA (from [47])

CDMA
Code

[n this configuration, the demodulation is carried out after beamforming. The array
output S is first mixed with a CDMA-coded local oscillator signal, which is filtered
and limited. The limited signal is re-modulated by mixing with the corresponding
CDMA coded local oscillator signal. The re-modulated signal is used as the reference
signal, which is compared with the delayed array output to produce an error signal.
The error signal drives the adaptive processor to update the beamforming weights.

This feedback loop is nonlinear due to the limiter operation.

The output of the *' mixer contains both desired and interference components. These
interference components are mainly multiuser interference 1.e. the signals of undesired
users. Some channel and receiver noise are also present. Because the CDMA code
modulation matches that on the desired signal, the desired signal component at the 1*
mixer output is compressed to data bandwidth, while the interference is not. The futer
bandwidth is chosen wide enough to pass the desired signal, which now has only data
modulation, but not wide enough to pass the interference, which has full-code
bandwidth. As a result, the filter removes all but the centre portion of the interference
spectrum. The signal is passed through a limiter, which controls the amplitude of the
reference signal. The desired signal passes through this loop unchanged, except fo:
the amplitude adjustment at the limiter and the envelope time delay associated with

the filter.
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An interference signal without the proper PN-code modulation, however has its
waveform drasticaily altered by this loop. For example, a CW interfering signal
which has a single line spectrum at the array output produces a reference signal with
the full-bandwidth of the PN-code modulation (and with lower power than at the array
array output). The correlation between the interference signal at the array output and

the reference signal has been essentially destroyed by the loop.

There are several reasons why the reference signal amplitude must be controlled [47]:

(a) The amplitude of the reference signal determines the amplifude of the signals
present at the array output, which should fall within a certain range for proper
operation of the multipliers, etc., in the feedback loops.

(b) The reference-signal amplitude should be fixed so that the array will yield a
maximum ratio of signal power to interference and noise power at the output.

(c) The reference-signal amplitude cannot be linearly dependent on the array output
amplitude, because then there is a problem with the operation of the array
weights. For example, if the reference loop were linear and its gain (to the desired
signal) were greater than unity, the loop will return a reference signal larger than
the array output signai, causing the array weights to increase without Jimit.
Conversely, a loop gain less than unity retumns a reference signal smaller than the
array output, causing the array weights to drop to zero. Thus stable operation
requires a fixed reference-signal amplitude.

(d) When the reference-signal amplitude is fixed, the desired signal voltage at the
array output will also be fixed, regardless of the incident power of the desired
signal. This behavior is important for the delay-lock loop [47] used for track code
timing; it makes the threshold setting for code acquisition independent of

Incoming signal strength.

The processing loop in figure (3.19) not only generates the reference signal, but also
delivers the desired signal with the PN-code removed at the output of the data-
bandwidth filter. The desired signal is available at this point once the interference has
been nulled. Thus, the reference-signal loop incorporates spectrum despreading. This
configuration is also compatible to an asyncronous uplink CDMA system where
despreading is done afier beamforming [17]. It should be noted that this reference

loop only operates properly as long as the local PN code is timed properly with
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respect to the code on the desired incoming signal. This timing or synchronization is
accomplished by a delay-lock loop. References {47] and [48] describe a novel delay-
lock tracking loop that i1s designed to lock and track in the presence of data
modulation on the desired signal, a feature that is only possible with an adaptive array
in front of the loop. This adaptive array system is thus able to automatically lock on
and track a desired signal with the correct code, while a signal with the incorrect code

or no code at all is rejected.

3.5.2 Implementation issues for CDMA adaptive beamforming

Due to the fact that each CDMA user would require a separate loop, it would be cost-

effective in a multiuser system to implement this loop in software in baseband.

The loop can also be implemented at IF using hardware followed by digttal
processing. This setup not only places increased requirements on the digital processor
(which now has to process a much higher frequency signal), but is also costly in a
multiuser system where hardware would be required for each user. The loop cannot
be processed at RF (digital technology at RF 1is awaited). Although analogue
beamforming and loop implementation (using hardware) can be performed at RF, the
RF error signal would not be able to be processed by a present-day adaptive
processor. Hence RF adaptive beamforming of the above loop is presently
impossible. However, the weights themselves can be implemented in hardware using
analog phase shifters and attenuators at either RF (fotlowing the antenna elements) or
[F (following the IF amplifiers). The processing of the weights in this case can be
performed at baseband/IF. In a large array, this setup is costly and increases the
complexity of the front-end. The best alternative is to perform adaptive beamforming

at baseband with the weights being implemented digitally in software.
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3.6 Synopsis of some implemented adaptive array systems

This section provides a brief description/study of some adaptive antenna systems and

the advantages and disadvantages of their implementation trends.

Reference [49] focuses on the stability problem that exists in adaptive antenna arrays
when the weighting functions operate at a nonzero frequency. This paper shows how
stability can be achieved by a simple time-compensation procedure. As a result, the
weight processor can be implemented digitally. Nonzero frequency weighting in
adaptive antenna arrays was introduced as a means to overcome some drawbacks
encountered during implementation of conventional arrays whose weights operate
around dc. Some of these drawbacks are dc offsets, feedthrough component
imbalance, etc, and are usually associated with analog devices. The paper also cites
an implementation of a four-element adaptive array with weights at an [F of 410MHz.
Performance improvement in interference rejection over the conventional baseband
array is also demonstrated. Also cited, is an array whose weight processor is
implemented entirely with analog components. As a result, precise adjustments are
difficult to achieve due to drifts and nonlineanty effects. Furthermore, analog
integrators in adaptive processors suffer from imprecision, have a voltage lirnitation,
and face an uncertain storage of information. This study was initially prompted by
the desire to design the nonzero frequency weight processor by digital means in order

to make this storage digital, and hence improve upon the analog integration.

Reference [50] discusses a phase-locked HF (30MHz) receiving array using separate
RF amplifiers for each element (6 elements in total). The signals from each element
are combined at an intermediate frequency of 3.7MHz. The type of array considered
corrects essentially all phase errors between the distant transmitter and the point
where the received signals are combined. This includes errors due to the propagation
path, array element motion, near-field obstructions, and instabilities in electronic
equipment and RF cables. The array also corrects phase shifts due to changes in angle
of amival, thus giving it the highly desirable property of automatically tracking a
desired signal.
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An adaptive antenna for a TDMA mobile telephony system is described in [51]. The
adaptive array operates at a centre frequency of 1721MHz and consists of 10 elements
arranged in a circular configuration. The weighting and summing of the received
signals are performed on the received RF signal allowing the use of an ordinary base
station as a receiver. The weighting is perforroed on the received RF signal using a
phase shifter and an attenuator. The phase shifter accuracy is 1 degree and the
attenuator is adjustable in 1dB steps down to —50dB. The RF signal is split and
down-converted to the baseband and separated into | and Q channels where sampling
at bit rate 1s done (270kHz). The ADC used has an 8 bit resolution with a dynamic
range from —32dBm (0.631uW) to —80dBm (10pW). Digital signal processing is

thereafter employed.

Reference [52] discusses an adaptive antenna for CDMA cellular systems. The
performance of the adaptive antenna in various scenarios has been studied. There are
four antenna elements in the array and the modulation scheme is QPSK. A processing
gain of 128 was used. The spread spectrum signal received by the antenna elements is
first processed by a weighting summing circuit. The output is then fed into two
branches, one for symbol detection using a rake receiver and the other for comparing
with the reference signal. The advantage of this scheme is that only one Rake receiver
i1s needed and the path searcher operates in an environment of high signal to
interference rano (SIR) once an appropriate beam is formed. In a real system, the
pilot signal can be used as part of the reference signal, but in the work reported in this
paper, the antenna array 1s operated in a decision directed mode which means that the
reference signal is obtained by respreading the detected symbols with phase and

amplitude adjustment.

In (53], a new type of adaptive antenna is presented, which is intended for use in
mobile receivers. A nonlinear, adaptive, analog feedback controller has been
developed to control the phase relationship between two receiving elements. Both the
controller and RF prototype are described in this paper. The prototype system
described in this paper would be noteworthy for several reasons: First, the antenna
diversity does not come at the pnce of additional expensive RF parts. This is in

contrast to the wmultiple antenna systems that do the combining in baseband
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processing, which requires that each antenna have its own LNA and mixer. [t 1s
common in modern spatial diversity systems to perform a down-conversion on each
antenna signal before processing. The signals are digitized, then the coraputational
power of a DSP is brought to bear on the problem of intelligent combining. This
approach to building spatial diversity systems can be expensive; each new diversity
branch requires its own LNA, mixer and ADC. However, the prototype system in
[53] is much more cost effective. Second, the adapnve antenna would be completely
modular, essentially a stand-zlone “smart” antenna. The command level voltage
could either be derived from the [F/baseband block or be simple, fixed reference.
Third, the command level essentially sets the level of the automatic gain control at the
receiving antenna, which relaxes the linearity requirement of the LNA. Finally, the
nonlinear, analog controller proposed is a novel design and for this application, more

cost efficient than traditional microprocessor-driven approaches.

From the above discussion, it 1s evident that antenna diversity comes at the expense of
additional expensive RF parts (LNA, mixer and ADC). These systems are also very
complex and expensive due to the large number of receivers required. They also
require accurate calibration procedures for the phase and amplitude mismatches
between channels. In [54] a multichannel measurement systera using a single receiver
is described. The system is based on a complex wideband radio channel sounder and
a fast RF switch. The carrier frequency of the sounder is 2.154GHz and the
bandwidth is 100MHz. The system provides real-time recording of signals from
multiple input channels and this enables real dynamic array measurements of the radio
channel of a moving mobile. The continuously recorded path lengths can be over one
hundred metres. This method simulates a real adaptive array and therefore gives a
realistic picture of the operation of practical adaptive array radio systems. In order to
measure multiple antenna elements with a single receiver, a fast RF switching unit is
required behind the antenna. The switching unit is based on a TTL-controlled GaAs

switch with a switching time of 3ns. The system used in this paper has 8 channels.

The worldwide cellular and PCS infrastructure build-out has provided market
incentives to develop better radio receivers. Better means simaller, lower power
dissipation, high sensitivity, less factory tweaking, high manufacturing yields, field

programmability, and operational flexible. Reference [55] discusses a new chipset
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that has been developed that can be used to design high sensitivity, lower power
digital receivers for a variety of cellular and PCS standards, including AMPS, IS-136,
PDC, GSM and CDMA. One of them, the AD6600 is a dual channel, gain ranging
receiver ADC that can sample IF signals from 70MHz to 250MHz at 20 mega
samples per second (MSPS). It has on chip peak detectors, and received signal
strength indicator (RSSI). Tt also has two analog input pins that can be used to sample
separate diversity antcnnas. At the rated IF frequencies, 90dB of dynamic range is
achieved: 30dB from the gain ranging and 60dB from the 11 bit ADC. The other
chip, the ADG620 is a dual channel digital decimation programmable filter designed
to interface directly with the AD6600 and subsequent DSPs. This chip can accept 16
bit input words at up to 65MSPS; the decimated data can be accessed by serial or
paraflel words. The combination of hugh IF over-sampling with programmable digital

filtering allows designers to replace many analog/RF functions with digital functions.

Due to the difference in application (centre frequency, bandwidth, technology, etc.), a

performance comparison of the above systems cannot be made.
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CHAPTER 4
CDMA CONCEPTS

4.1 Introduction

In chapter 3, an adaptive beamforming scheme for CDMA using Compton’s loop was
descobed. It was assumed that the reader was familijar with CDMA theory. This
chapter provides a comprehensive overview on CDMA. This theory is reinforced by
simulation work using Advanced Design System (ADS) software [7). This chapter
forms the basis for the sunulation models utilized in the following chapters. The list
of references for CDMA is exhaustive. However, the reader is referred to [1], [56],
[57] and [58] for further reading.

CDMA (Code Division Multiple Access) is a form of spread spectrum. Instead of
using frequencies or time slots as in FDMA and TDMA technologies, it uses codes to
fransmit and distinguish between multiple users. Because the users are distinguished
by codes, many users can share the same bandwidth simultaneously. This universal
frequency reuse is crucial to CDMA’s distinguishing high spectral efficiency. As a
result CDMA has gained intemational acceptance by cellular radio system operators
as an upgrade from current technologies. CDMA systems provide operators and
subscnbers with significant advantages over analog and conventional TDMA-based
systems. Some of the advantages of CDMA are as follows:

e Increased capacity

¢ Improved voice quality, eliminating the audible effects of multipath fading

s Enhanced privacy and security

¢ Improved coverage characteristic which reduce the number of cell sites

o Simplified system planning reducing deployment and operating costs

e Reduced average transmitted power, thus increasing talk time for portable devices

e Reduction in the number of calls dropped due to handoff failures

e Development of a reliable transport mechanism for wireless data communications
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» Coexistence with previous technologies due to CDMA and analog multiple access

protocols operating in two spectras with no interference.

4.2 Background

To understand why there is a demand for CDMA, it is necessary to know the
background behind previous spread spectrum systems. Spread spectrum
communications have been used for encrypting military communications for many
years. Its strength in the military arena lie in its ability to resist enemy jamming and
to provide secure communications. It is difficult to interfere with or intercept a
CDMA signal because of its use of a spread signal. The great attraction of CDMA
technology from the beginning was its inherent ability to boost communications
capacity and reuse frequencies to a degree unheard of in narrowband multiple access
wireless technology. Its civilian mobile radio application was proposed theoretically
in the late 1940’s, but its practical application in the market did not take place until 40
years later due to the many technical obstacles that still needed to be overcome.
However, the rapid development of high density digital integrated circuits (ICs),
combined with the realization that regulating all fransmitter powers to the lowest level
required for a link would achieve optimal multiple access communication, allowed
CDMA to materialize as a working technology. In 1991, promising results of the first
field trials demonstrated that CDMA could work as well in practice as it did in theory.
Commercial CDMA was introduced, tested, standardized, and initially deployed in
less than seven years. This is a relatively rapid maturation cycle compared to other
technologies such as TDMA. The first commercial CDMA service was launched in
Hong Kong in 1995, followed by a launch in Korea and Peansylvania. It has rapidly

become the primary choice of carriers in the United States.

4.3 Comparison between FDMA, TDMA and CDMA
FDMA (Frequency Division Multiple Access), TDMA (Time Division Multiple

Access) and CDMA are the three basic multiple access schemes.
FDMA divides radio channels into a range of radio frequencies and is used in

traditional analog cellular systems. With FDMA utilizing a single carrier per channel

(SCPC), only one subscriber is assigned to a channel at a time. Other users can access
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this channel only after the subscriber’s call has terminated or after the original call 1s
handed off to a different channel by the system. FDMA cellular standards include
AMPS (Advanced Mobile Phone Service) and TACS (Total Access Communications
System).

TDMA is a common multiple access technique employed in digital cellular systems.
[t divides radio channel into time slots to obtain hugher capacity. Its standards include
North American Digital cellular (NADC), Global System for Mobile communication
(GSM) and Personal Digital Cellular (PDC). As with FDMA, no other user can

access an occupied TDMA channel unti] the channel is vacated.

CDMA uses a radically different approach. As mentioned earlier, it assigns a unique
code 1o each subscriber to put multiple users on the same wideband channel at the
same time. The codes, called “pseudo-noise (PN) code sequences”, are used by both
the mobile and the base station to distinguish between users. The [S-95 CDMA
standard was adopted by the TIA (Telecommunications Industry Association) and
became a digital cellular standard in 1992. The J-STD-008 standard for personal
communication systems (PCS) was also accepted by ANSI (American National
Standards Institute). CDMA is the first digital technology which meets the exact
standards of the CTIA (Cellular Telecommunications Industry Association) [1].
Depending on the mobility of the system, CDMA provides 10 to 20 times the capacity
of AMPS, and 4 to 7 times the capacity of TDMA. CDMA is the only one of the
three technologies that can efficiently utilize spectrum allocation and offer service to
many subscribers without requirtng extensive frequency planning. All CDMA users
can share the same frequency channel because their conversations are distinguished
only by a digital code, while TDMA operators have to coordinate the allocation of
channels in each cell in order to avoid interfering with adjacent channels. The
average transmitted power required by CDMA 1s much lower than thal required by
analog, FDMA and TDMA technologies.

4.4 Spreading the spectrum

Spread spectrum multiple access transmits the entire signal over a bandwidth that is

much greater than that required for standard narrowband transmissions in order to
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gain signal-to-noise (S/N) performance. In channels with narrowband noise,
increasing the transmitted signal bandwidth results in an increased probability that the
received information will be correct. Because each signal 1s a compilation of many
smaller signals at the fundamental frequency and its harmonics, increasing the
bandwidth results in a more accurate reconstruction of the original signal. The
effective drawback of narrowband data communications is the limitation of
bandwidth. Thus signals must be transmitted with enough power so the corruption by
gaussian noise is not as effective and the probability that the data received is correct
will remain low. This means that the effective S/N must be high enough so that the

recelver can recover the transmitied code without error.

From a system viewpoint, the performance increase for very wideband systems is
referred to as “processing gain”. This term is used to describe the received signal
fidelity gained at the cost of bandwidth. Errors introduced by a noisy channel can be
reduced to any desired level without sacnficing the rate of information using Claude
Shannon’s equation describing channel capacity ([18], [46]):

C=Wlog,(1+S/N) (4.1)
where C = channel capacity in bits per second

W = bandwidth

S/N = Signal power / Noise power =Energy per bit x bit rate / Noise power

The S/N ratio may be decreased without decreasing the bit error rate. This means that
the signal may be spread over a large bandwidth with smaller spectral power levels
and stil] achieve the required data rate. If the total signal power is interpreted as the
area under the spectral density curve, then signal with equivalent total power may
have either a large signal power concentrated in a small bandwidth or a small signal

power spread over a large bandwidth (figure (4.1)).
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Fig. 4.1: Spread spectrum illustration

A CDMA spread spectrum signal is created by modulating the radio frequency (RF)
signal with a spreading sequence (a code consisting of a series of binary pulses)
known as a pseudo-noise (PN) digital signal because they make the signal appear
wideband and noise-like. The spread spectrum receiver uses a locally generated
replica PN code and a receiver correlator to separate the coded information from all
possible signals. The correlator can be thought of as a specially matched filter that
responds only to signals that are encoded with a PN code that matches its own code.
Thus a spread spectrum correlator (signal demodulator) can be tuned to different
codes simply by changing its local code. This correlator does not respond to man-
made, natural or artificial noise or interference. It only responds to spread spectrum
signals with identical matched signal characteristics and encoded with the identical
PN code. Because of this, spread spectrum radios can tolerate a high level of
interference unlike conventional radios, providing much greater capacity increase in
frequency reuse [S8). The spread of energy over a wideband, or lower power spectral
density makes spread spectrum signals less likely to interfere with narrowband
communications, because the spreaded signal power is near that of gaussian noise
levels. Narrowband communications, conversely, cause little or no interference to
spread spectrum systems because the correlation receiver effectively integrates over a
very wide bandwidth to recover the signal. The correlator then “spreads™ out a

narrowband interferer over the receiver’s total detection bandwidth.

For this thesis, CDMA technology focuses primarily on the “direct sequence” method
of spread spectrum. Direct sequence i1s a spread spectrum technique in which the

bandwidth of a signal is increased by artificially increasing the bit data rate. This is
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donc by breaking each bit into a number of sub-bits called “chips”. Assuraing this
number is 42, each bit of the original signa) would be divided up into 42 separate bits,
or “chips”. This results in an increase in the data rate by 42. The increased data rate
is often called the chip rate. By increasing the data rate by 42, the bandwidth is also
increased by 42. The ratio of chip rate to data rate is termed the “processing gain”
and represents the gain in bandwidth. The data signal is divided into chips by
multiplying it by the PN code. The PN code is a sequence of chips ranging form —1 to
] (polar or NRZ) or 0 to | (non-polar). The chipped or spread sequence in ADS [7]
can be obtained by two methods depending on the format of the data signal and PN
code. In the case of both the data and PN code signals being in polar or NRZ format,
the spread sequence is obtained by simple multiptication. However, when both the
data and PN code signals are in non-polar or binary format, the spread sequence is

obtained by an Exclusive-NOR (XNOR) operation of both signals.

The basic operation of the transmitter and receiver for direct sequence spread

spectrum will now be described briefly (figure (4.2)).

Y0 SiOCOCI(0) + Sa(t) CH(1YC()
M(1) Modulator @ #@—V BPF —® Demod —P»M;(V)
Cy(®) Ci(v
>
C:() GO
Sa(t)
M(1)—p{ Modulator )® | BPF Demod F#My(t)

SH(DCH(NHCA(1) + Sy(1) Ci(HC,(1)

Transmitter Channel Receiver

Fig. 4.2: Direct sequence transmitter and receiver

Assume there are two transmitters (refer to figure (4.2)) with two different messages
to be transmitted. Each transmifter can be thought of as being two separate
mobiles/subscribers. The messages M (t) and My(t) first go through a modulator to
modulate the message at a higher frequency. For spread spectrum all messages are
modulated on the same carrier frequency. The output of each of the modulators is
Si(t) and Sy(t). After the modulator, each signal is multiplied by its own unigue PN
code, C)(t) and Cy(1). For this example assume that the PN codes are in NRZ or
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bipolar format (-1 to 1). Afier spreading the bandwidth, each signal is transmitted.
Because many signals can be transmitted from different transmitters at the same time,
these transmissions are represented by simply summing their spectrums. At the
receiver end, the incoming signal is the spread spectrum signal. In order for the
receiver to extract a single message, it must multiply the incoming signal by the
correct PN code. Because the PN code was chosen to range from -1 tol, this
technique of multiplying by the PN code works perfectly. Since the original signal at
the transmitter end was multiplied by the PN code, and again multiplied by the same
PN code at the receiver end, the PN code for that particular message is effectively
cancelled out. By eliminating the PN code, the spread spectrum effects for that
particular message is eliminated. The receiver circuit that does this is cailed a
correlator, and it collapses the spread signal back down to just the original narrow
bandwidth centred at the modulated carrier frequency. The resulting signal is then
passed through a bandpass filter (BPF) centred at the carmier frequency. This
operation selects only the desired signal while rejecting all surrounding frequencies
due 10 other messages in the spread spectrum. Lastly, the desired signal is

dermnodulated to eliminate the carrier frequency.

4.5 Filtering

One of the primary requirements of any communication system is the channel
bandwidth. The design objective is to use this resource as efficiently as possible.
Channe) bandwidth can be reduced by utilizing an efficient modulation technique

and/or premodulation (baseband) filtering.

The modulation technique used has an cffcct on the channel bandwidth. Due (0
restricted spectrum allocation, only bandwidth-efficient modulation techniques can be
chosen. Also, with ever increasing demand for service, the problem of restricted
bandwidth allocation can cause significant degradation of the system. There is thus a

need to provide subscribers with a quality of service which is demand independent.
The property of the baseband data has a significant effect on the channe] bandwidth.

To constrain the bandwidth of a modulated carrier, one must examine the baseband

signal. The baseband waveform is usually a NRZ (non-returmn-to-zero) binary
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waveform (here logic 1 is represented by an arbitrary voltage Vb held for the bit
duration and logic 0 by the voltage —Vu held for an equal time). The power spectral
density (PSD) of a baseband waveform is determined by the waveform associated
with an individual bit (or symbol). The waveform for an individual bit (or symbol) is
a waveform of finite extension of time; its duration being the bit or symbol time. Any
such waveform of lirited time duration has a spectrum which extends throughout the
frequency range (f = -« to f = +w). The PSD of the NRZ dala 1s shown in figure
(4.3).
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Fig. 4.3: Power spectral density of NRZ data (from [46])

Since the spectrum of the data extends over all frequencies, there ts a corresponding
increase in the spectrum of the modulated carrier, hence the importance of filtering.

This is shown in figure (4.4) for BPSK modulation.
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Fig. 4.4: Power spectral density of BPSK (from [46}])

In cellular communications where different carrier frequencies or many channels are
employed, there would inevitably be overlap in the spectra of the various signals and
correspondingly a receiver tuned to one carrier would also receive, albeit at a fower

level, a signal in a different channel. This overlapping of spectra causes interchannel
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interference. For example, in the case of BPSK (also QPSK and OQPSK), the 1
sidelobe 1is relatively large when compared to the main lobe (sidelobe is only 14dB
down the mainlobe). Since efficient spectrum utilization is extremely important in
order to maximize the number of simultaneous users in a multi-user communication
system, standardization agencies such as the FCC (Federal Communications
Commission) require that the sidelobes produced in different modulation schemes be
reduced below certain specified limits. This interchannel interference problem is so
serious that standardization agencies will not permit these systems to be used except
with bandpass filtering at the carrier frequency (i.e. at the transmifter output) to

suppress the sidelobes.

[n addition to bandpass filtering at the carmier frequency, filtering is also performed on
the data waveform. Any fast transition in a signal, whether it be amplitude, phase or
frequency will require a wide occupied bandwidth. Filtering helps to slow down and
smoothen these transitions (in 1 and Q) thereby narrowing the occupied bandwidth.
Filtering reduces interference because it reduces the tendency of one signal or one
transmitter to interfere with another (especially in a FDMA system). At the receiver,
reduced bandwidth improves sensitivity because miore noise and interference are
rejected. The spectrum can be minimized by passing the baseband waveform through
a lowpass filter to remove the offending spectral range and sidelobes. However, it
should be noted that this premodulation filtering distorts the signal and as a result,
there is a partial overlap of a bit (symbol) and its adjacent bits in a single channel.
This overlap is called intersymbol interference (1SI). ISI can be somewhat alleviated
by the use of equalizers (filter-type structures) at the receiver. Equalizers are
implemented in baseband. Basically, they undo the adverse effects introduced by the
premodulation filter. So any unfiltered baseband waveform must cause interchanne}
interference and if it is filtered, interchannel interference can be reduced but only at
the expense of causing intersymbol interference. Thus a tradeoff has to be made.
Other tradeoffs are that filtering makes the radio more complex and can make them

larger, especially if implemented in an analog fashion.

In order to determine the bandwidth efficiency of the different modulation techniques
used 1n cellular communications, 1t is necessary to consider the different definitions of

bandwidth. The two most commonly used bandwidth definitions are:
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(a) Null-to-nu)l bandwidth — is the width of the main spectral lobe where most of the
signal power is contained.

(b) 99% of power — adopted by the FCC and states that the occupied bandwidth is the
band which leaves exactly 0.5% of the signal power above the upper band Limit,
and exactly 0.5% of the signal power below the lower band limit. Thus, 99% of

the signal power is contained inside the occupied band.

Using the 99% of power bandwidth criterion for a channel data rate (fy) of 4.096MHz
(data rate after spreading) for the proposed third generation WCDMA (1], BPSK
modulation would require nearly 8f, or 32.768MHz, which makes it unsuitable. This
poor bandwidth efficiency can be improved using QPSK (or OQPSK)) where twice the
information can be carried in the same amount of channel bandwidth (compared to
BPSK). Using the 99% of power bandwidth criterion, the total channel bandwidth
equals 4f, or 16.384MHz for a data rate (after spreading) of 4.096MHz. Thus, QPSK
modulation provides a substantial savings (factor of 2) in channel bandwidth over

BPSK.

The null-to-null bandwidth criterion is also often used. In BPSK, QPSK and OQPSK
this translates to the mainlobe power. In these cases 90% of the power is contained in
the mainlobe. To accommodate this mainlobe power, the premodulation filters and
bandpass filters would have to have passbands of 2f, in the case of BPSK and f; in the
case of QPSK and OQPSK. Again, using the proposed WCDMA with a data rate
4.096MHz (after spreading), BPSK would require an RF bandwidth of 8.192MHz
while QPSK and OQPSK would require 4.096MHz. I[n the IS-95 CDMA system
employing QPSK (at mobile) and OQPSK (at base) modulation the rate of the final
spread signal 1s 1.2288MHz resulting in an RF bandwidth of approximately 1.25MHz.
The 3dB bandwidth is [.23MHz. The baseband signhal after spreading is bandlimited
by a digital filter that provides a sharp frequency roll-off and results in a nearly square
spectral shape that is 1.23MHz wide at the 3dB point. In the case of third generation
proposals, a nominal bandwidth of SMHz has been proposed. This bandwidth is
commensurate with the mimimum chip rate of 4.096MHz specified by WCDMA [1].
Other proposed chipping rates are 8.192MHz and 16.384MHz resulting in an RF
bandwidth of 10MHz and 20MHZ respectively [1]. [t should be noted that all these
bandwidths were proposed using QPSK/OQPSK modulation.
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The most common varieties of baseband filtering are
e Raised cosine (Nyquist)
o Square-root raised cosine (transmitter receiver matched filter)

e Qaussian filtering

4.5.1 Nvguist or raised cosine filter

The raised cosine filter is a class of Nyquist filters. Nyquist filters have the property
that their imopulse response rings at the symbol rate. The filter is chosen to ring or
have the impulse response cross through zero at the symbol clock frequency. The
time response of the filter goes through zero with a period that exactly corresponds to
the symbol spacing. Adjacent symbols do not interfere with each other at the symbol
times because the response equals zero at all symbol times except the centre (desired)
one. Nyquist filters filter the signal without blutring the symbols together at the
symbols times. This is important for transmitting information without errors caused
by intersymbol interference. Note that intersymbol interference does exist at all times

except at the symbol (decision) fimes.

4.5.2 Square root raised cosine filter (transmitter-receiver matched filters)

In the square root raised cosine filter, the raised cosine filter described above is split,
half being in the transmit path and half in the receiver path. In this case root Nyquist
filters (commonly called root raised cosine) are used in each path, so that the

combined response is that of a Nyquist filter.

Filtering is desired at both the transmitter and receiver. Filtering in the transmilter
reduces the adjacent power radiation of the transmitter, and thus its potentiai for
interfering with other transmuitters. Filtering at the receiver reduces the effect of
broadband noise and also interference from other transmitters 1n nearby channels. To
get zero intersymbol interference, both filters are designed until the combined resuit
of the filters and the rest of the system is a full Nyquist filter. Potential differences
can cause problems in manufacturing because the transmitter and receiver are often
manufactured by different companies. The receiver may be a small hand-held
portable and the fransmitter may be a large base station. If the design is performed

correctly the results are the best data rate, the most efficient radio, and reduced effects
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of interference and noise. This 1s the reason for root Nyquist filters being used in

transmitters and receivers as 1/ Nyquist x \/ Nyquist = Nyquist .

4.5.2.1 Filter bandwidth parameter (o)

The sharpness of a raised cosine filter is described by the filter bandwidth parameter
(). o gives a direct measure of the occupied bandwidth of the system and is
calculated as

occupied bandwidth = symbolratex (1 + ¢) (4.2)

Figure (4.5) shows raised cosine filter responses for different c.
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Fig. 4.5: Raised cosine filter responses as a function of (o)

If the filter had a perfect (brick wall) characteristic with sharp transitions, @ is zero
and the occupied bandwidth (using equation (4.2)) would be the symbol rate.
However, this as an ideal case but this is not practical. o = 0 is impossible to
implement. o is also known as the excess bandwidth factor since it indicates the
amount of occupied bandwidth that will be required in excess of the ideal occupied
bandwidth (which would be the same as the symbol rate). At the other extreme, a
broader filter with a = | is easier to implement and has an occupied bandwidth of
twice the symbol rate. Thus an & = 1 uses twice as much bandwidth than that of

o = 0. In pracfice, it is possible to implement o < 0.2 and make good, compact,
practical radios. The lower the «, the smaller the occupied bandwidth and the
smoother the transitions between I and Q states. Typical values range from 0.35 to

0.5 though some video systemns use an & as low as Q.1 1.
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4.5.3 Gaussian filter
Gaussian filters are used in GSM. GSM uses GMSK (Gaussian Minimum Shift

Keying) modulation. There is a small blurring of symbols on each of the four states in
a GSM signal because the Gaussian filter does not have zero intersymbol interference.
The phase states vary somewhat thereby causing blurring of the symbols. Thus the
wireless systero designer must decide on the amount of intersymbol interference that
can be tolerated and combine that with noise and interference. However, Gaussian
filters are used iIn GSM because of their advantages in carmier power, occupied
bandwidth and symbol clock recovery. I is Gaussian in shape in both the time and
frequency domains and it does not ring as in the case of raised cosine filters. Its effect
in the time domain are relatively short and each symbol interacts significantly with
only the preceding and succeeding symbols thereby causing intersymbol interference.
This reduces the tendency for particular sequences of symbols to interact which

makes amplifiers efficient and easier to build.

The corresponding term for the filter bandwidth parameter in a Gaussian filter is the
bandwidth time product (B,T). Occupied bandwidth cannot be stated in terms of By T
because a Gaussian filter’s frequency response does not go identically to zero, as does
a raised cosine. Common values of ByT are 0.3 to 0.5. More details of the Gaussian

filter and B, T are provided in the next section.

4.,5.3.1 Gaussian filtering as used in MSK modulation

Filtering, in certain situations using QPSK or OQPSK does not resolve the probiem of
interchannel interference. These modulation techniques produce signals of constant
amplitude, the information content being bome by phase changes. These phase
changes are abrupt (90° in the case of OQPSK and 180° in the case of QPSK). Now it
fums out that when such waveforms with abrupt phase changes, are filtered to
suppress sidebands, the effect of the filter, at the times of the abrupt phase changes, 1s
to cause substantial changes in the amplitude of the waveform. Such amplitude
variahions can cause problems in QPSK communication systems which employ
repeaters (i.e. starions which receive and rebroadcast signals). These stations employ
nonlinear power amplifier stages in their transmitters. Because of their nonlinearity,
they generate spectral components outside the range of the mainlobe thereby undoing

the effect of bandlimiting filtering and causing interchannel interference. In this
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matter QPSK is a substantially worse offender than OQPSK because of its larger

phase change.

The above-mentioned problem can be resolved using another modulation technique,
called minimum shift keying (MSK) which is a form of OQPSK 1o which the symbol
pulse shape 1s a half-cycle sinusoid, rather than the usual rectangular form. MSK has
the following distinctive properties:

(a) The baseband waveform that muitiplies the quadrature carrier is much “smoother™
than the abrupt rectangular waveform of QPSK. The spectrum of MSK has a
main centre lobe which is 1.5 times as wide as that of QPSK. However, the
sidelobes with respect to the mainlobe is smaller than that of QPSK (the first
sidetobe of BPSK, QPSK and OQPSK is only 14dB down the mainlobe!). Thus
filtering is much easier in MSK.

(b) The MSK waveform exhibits phase continuity i.e. there are no abrupt phase
changes as in QPSK. As a result interchannel interference caused by nonlinear

amplifiers is avoided.

The spectral efficiency of MSK is considerably greater than that of QPSK/OQPSK.
Using the 95% of signal power bandwidth criterion, MSK would require a bandwidth
of 1.2f, compared to 4f, for QPSK/OQPSK. For a 4.096MHz data rate, this translates
to an RF bandwidth of 4.9152MHz for MSK and 16.384MHz for QPSK/OQPSK.
The null-to-null bandwidth criterion yields 6.144MHz (1.5 x 4.096MHz) for MSK
and 4.096MHz for QPSK/OQPSK (main lobe for MSK is 1.5 times as large as that for
QPSK and OQPSK).

As mentioned previously, GSM makes use of MSK modulation. A baseband
Gaussian filter 1s used as the premodulation filter to obtain a linear phase
characteristic. This filtered version of MSK is known as GMSK. Both the sidelobe
power level and the width of the mainlobe is reduced by this Gaussian filter. In spite
of its increased spectral efficiency over QPSK/OQPSK, MSK modulation has not
been proposed for third generation CDMA systems. Instead linear modulation
techniques (BPSK, QPSK and OQPSK) have been proposed for wideband third
generation CDMA because of their good modulation efficiency [1]. Another reason

can be speculated to be that the VLSI implementation of a GMSK modulator is
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difficult to realize. The use of constant-envelope modulation schemes such as MSK
are limited to a spectral efficiency of approximately 1bit/sec/Hz, regardiess of the
number of modulation levels used. However, linear modulation schemes such as
shaped PSK, which uses linear power amplifiers, can achieve efficiencies greater than
Ibit/sec/Hz. Greater efficiencies can be attained with a higher number of modulation
levels used at the expense of a higher bit error rate (BER) due to the reduced distance
between constellation points. Bccausc of the use of linear amplifiers, linear
modulation techniques can provide better out-of-band radiation performance,
increasing the spectral efficiency of the system further. Advances in technology and

devices have made the use of linear amplifiers feasible and cost-effective.

Bandlimited linear modulation methods utilizing nonlinear power amplifiers result in
spectrum leakage to adjacent carriers [59]. Therefore, especially in the uplink (mobile
to base), the modulated signal should be able to tolerate nonlinear power amplifier
effects. Once the modulation method has been fixed, pulse shaptng at baseband
determines the final spectrum properties. The roll-off factor depends on the power
amplifier (PA) lineanty and adjacent channel attenuation. Spectrum leakage to
adjacent channels can be controlled by backing off the PA or by using some
linearization method to equalize the nonlinearities of the power amplifier. However,
both methods decrease the achievable PA efficiency when compared to modulation
schemes that have constant envelope and can be amplified with power efficient

nonlinear power amplifiers [59].

The CTIA standardization agency has recommended that the adjacent-channel
interference should be below ~60dB for cellular radio [60]. One of the parameters of
interest in the design of the Gaussian baseband filter is the bandwidth time product
(normalized 3dB bandwidth), ByT where T is the data pulse width. The power
spectrum density plot as a function of normalized frequency difference from the
carrier centre frequency (f — £)T, with the normalized 3dB bandwidth of the baseband

Gaussian filter (ByT) as a parameter is shown in figure (4.6).
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Fig. 4.6: PSD versus normalized frequency difference for GMSK (source [60]

P328)

A BT value of « represents a normal MSK power spectrum density. The normalized
frequency difference for GSM can be computed from the specified channel spacing
(200kHz) and the data rate (270.8kbps). For a normalized frequency difference of 1.5
for GSM (representing (f —fc) = 200kHz, R4 = 270.8kHz, (f —fc)T = 2 x 200/270.8 =
1.5) and with BoT = 0.36, the power spectrum density has a value below —60dBc.

Figure (4.7) shows a plot of the spurious radiated power in the adjacent-channel
relative to the desired channel power, with normalized frequency difference as
abscissa and BsT as a parameter. For a normalized frequency difference of 1.5
(calculated from GSM’s data rate of 270.8kHz and 200kHz), the power in the adjacent
channel is below 60dB for BoT = 0.24.
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Fig. 4.7: Relative power radiated in adjacent channel (source [60] P329)

Thus, the baseband Gaussian filter of GMSK can have a maximum normalized 3dB

bandwidth or bandwidth time product (B, T) of 0.24 in order to satisfy the adjacent—

channel requirement of —60dB.

In addition to the European GSM system, GMSK has also been adopted by DECT
(Digital European Cordless Telephone). For GSM, the normalized bandwidth of B, T
is 0.3 with a total channel data rate of 270.8kbps has been adopted. Thus the
bandwidth of the lowpass filter is 8 1kHz (0.3 x 270.8kbps).

From figure (4.7), it can be seen that the CTIA recommended value of —60dB
adjacent-channel interference cannot be met in the GSM system employing B, T = 0.3.
The choice of B,T of 0.3 for GSM is influenced by BER performance at the expense
of not meeting the CTIA’s recommended value of —60dB for adjacent-channel
interference. A B,T value of less than 0.3 wncreases the BER exponentially due to a
drastic reduction in signal power. DECT has adopted B,T = 0.5 with a data rate of
1.152Mbps. This corresponds to a filter bandwidth of 576kHz (0.5 x 1.152Mbps).
DECT also does not meet the CTIA’s —60dB recommended adjacent-channel
interference. An adjacent-channel interference of nearly —40dB can only be met.
Since the DECT system reassigns channels as the interference goes up, -40dB

adjacent-channel interference may be tolerable. Figure (4.8) shows a plot of BER
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versus signal-to-noise ratio (SNR) with the normalized 3dB bandwidth (B, T) as the

parameter.
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Fig. 4.8: BER versus SNR for GMSK (source [60] P333)

From this figure it can be seen that the BER with B,T=0.3 (as in GSM) requires
additional signal power by nearly 2dB compared to B,T=0.5 (as in DECT). Also for a
fixed SNR, an increase in the normalized 3dB bandwidth (B,T) brnings about a
decrease in the bit error rate. This once again establishes the fact that the choice of
By T=0.3 for GSM is influenced by better BER performance than that for B,T=0.24.

However, this is achieved at the expense of an increase in adjacent-channel
interference.

4.6 Simulation of a simple CDMA system

This section reinforces the relevant CDMA theory covered in the preceding sections.
A simple CDMA transceiver system is simulated using ADS software (7]
Waveforms for each stage of the transceiver are shown. The transmitter and recetver
schematics, as implemented in ADS are shown in figures (4.9) and (4.10),
respectively. A brief discussion on the component blocks used in the simulation will

be provided initially. The reader is referred to the ADS documentation for further
information.
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ADS block label glossary

VAR: This block allows variables to be declared. Values are also assigned to these
variables. Variables such as the simulafion stop time (Tstop), data rate, processing
gain, simulation sampling time (TStep) are declared in this block. The simulation
sampling time (TStep) is of importance. Its value is chosen such that
TStep<1/Maximum baseband data rate. In this case, the maximum baseband data rate
corresponds to the chip ratc (4.096MIIz). A value of one-twentieth of the chip (ime
interval was used for Tstep. [t should also be noted that a decrease in the sampling
time results tn an increase in the simulation run time.

DF controller: The Data Flow (DF) controller is used to contro} the simulation start
and stop times. The DefaultStop field in this instance is specified to be the variable
Tstop (declared in the VAR block). The DefaultStart time is usually zero. The time
unit can be specified in the DefaultTimeUnit field.

TimedSink: This enables display of waveforms as a function of time. The Start and
Stop fields allow the waveform to be displayed over a specified time frame.

Dara: This block generates data in NRZ format. A BitTime field exists for the input
of the data/bit time. The length of the data can be specified in the SequencePattern
field. The data is displayed in the time sink called Datain_NRZ.

NRZToLogic: Converts NRZ timed data to a binary datastream format.
LogicToNRZ: Converts a binary datastrcam to a NRZ timed data format.
TimedTolnt, FloatToTimed, TimeToFloat, IntToTimed: These blocks enable
conversion from one data format to another.

LogicXNOR2, LogicInverter: These are logic gates that perform the XNOR and
wnverter operations, respectively. The spreading process is performed using the 2
input XNOR gate (LogicXNOR?2).

LFSR: This is a linear feedback shift register that was used to generate the PN code.
In this case, the fields for the injtial value (Seed) and the Feedback were set to | and
“3 17, respectively. The Feedback field of “3 1 implies the use of a 3 stage shift
register. Thus the PN code has a length of 7 (2°-1).

Clock: This block (C1) was used 1o drive the shift registers (LESR). Its period was
set to the chip time. Thus the PN code generated by the LFSR is at the chip rate.

LPF _RaisedCosineTimed: This is a raised cosine low pass filter. Two of these
filters (matched) were used in the transceiver. Some of the fields for this block were

discussed 1n section (4.5.2).
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N_tones: These blocks were used to generate the vanous carmier frequencies in the
system. Fjelds exist for both frequency and power Jevel.

SpecAnalyzer: This is a spectrum analyzer sink used to display the spectrum of
signals. For example, the spectrum analyzer named BPSK_Spectrum is used to
display the 2GHz BPSK spectrum at the transmitter. Fields are similar to those of a
spectrum analyzer.

SplitterRF: This is 2 simulation device that splits or provides an altemale path for the
signal. However, it is not a power splitter. The signal at the output legs of the device
are a replica of that at the input.

bpsk_modulator, BasebandEsNoreceiver: These are subnetworks. For example, the
subnetwork named BasebanEsNoreceiver was created by forming a network of all the
receiver compounents. By clicking on this network, the receiver components (in figure
(4.10)) can be viewed. Subnerworks simplify the schematic.

MixerRF: As the name suggests this is simply a mixer. In the receiver schematic
(figure (4.10)), mixers M1 and M2 are used as a downconverter and demodulator,
respectively.

Mpy2: This is a 2 input multiplier. [n this context, it is used to perform the
despreading operation (recall an X\NOR gate could also be used).

DelayRF: This component is used to introduce a time delay. In the receiver it is used
to synchronize the PN code with the demodulated (spread) data. The receiver PN
code was delayed by 8 chips corresponding to the total delay of the two root raised
cosine filters.

IntDumpTimed, Sample4AndHold: These are just integrate and dump and sample and
hold circuits. In the receiver (figure (4.10)), they are used (in conjunction with the

despreading process) to retrieve the transmitted data.

The CDMA system will now be discussed: The input message signal is assumed to
consist of an arbitrary chosen 97.5kbps data stream that is spread by a wideband
CDMA signal with a chip rate of 4.096MHz. Thus this corresponds to a system
processing gain of 42. The 4.096MHz chip rate is the mimimum rate specified by
WCDMA [1] in Europe and Japan. In the simulation, the message bit stream of bit
time 10.254ps (1/97.5kHz) was set to consist of an eight bit (11010010) repetitive
stream. For the purpose of simplicity in demonstrating CDMA concepts, a PN code
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for a single user was generated using a 3 stage shift register with seed=I1 and
codelength=7. The repetitive code sequence consists of the code “0011101” of
duration 1.709us (7 times the chip time). Figures (4.11) to (4.13) show the data, PN
code and spread data sequences with the time axis adjusted accordingly (the reader
should constantly refer to the various sinks of figures (4.9) and (4.10) on pages 4-19
and 4-20, respectively for the source of the various waveforms shown). It should be
noted that the 4.096MHz spread data in figure (4.13) was obtained by an exclusive-
NOR operation of the input data stream (figure (4.11)) and the PN code sequence
(figure (4.12)). The rate of the spread signal is equal to the PN code rate.
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Fic. 4.11: Repetitive 8 bit 97.Skbps NRZ data stream (13-11-1-11-1)
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Fig. 4.12: Repetitive 4.096MHz NRZ PN code sequence (-1-1111-11) shown for

three codelengths
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Fig. 4.13: NRZ 4.096MHz spread data shown for 3 codelengths

This NRZ spread data, after square root raised cosine premodulation filtering (figure
(4.14)), is used to BPSK modulate an arbitrary chosen 2GHz, 10dBm (10mW) RF
carrier. The root raised cosine filter (in both the transmitier and receiver) each have a
delay of 4 chips or 976.6nS. Figure (4.15) shows the ADS implementation of the
BPSK modulator. The BPSK spectrum is shown In figure (4.16).
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Fig. 4.14: NRZ 4.096MHz spread data after root raised cosine filtering at

transmitter
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IR A T v R

Fig. 4.15: BPSK modulator
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Fig. 4.16: 2GHz RF BPSK spectrum (ADS)

This simulated transmifted signal is then injected into the RF front-end receiver where
downconversion and demodulation are performed. Downconversion to an IF of

70MHZ 1s performed using a mixer. The [F spectrum is shown in figure (4.17).
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Fig. 4.17: 70MHz IF BPSK spectrum (ADS)

Figure (4.18) shows the 4.096MHz NRZ spread data after carrier demodulation.
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Fig. 4.18: NRZ spread data after demodulation (at input of receiver root raised

cosine filter)

A comparison of NRZ spread data before premodulation filtering (input of transmitter

raised cosine filter) and after post-modulation filtering (output of receiver raised

cosine filter) 15 shown in figure (4.19). The receiver PN code (figure (4.20)) has been

delayed by eight chips to enable synchronization of the despreading operation. Recall

that the NRZ spread data has been delayed by 4 chips in each of the root raised cosine

filters. The despreading operation in the receiver was performed by a simple
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multiplier circuit. The waveform at the output of the multiplier circuit (displayed by
TimedSink named “Multiplier_output™ of figure (4.10) on page 4-20) is shown in
figure (4.21). Finally, the received NRZ data stream (figure (4.22)) is recovered after
the integration and dump and sample and hold circuitry. Integration and dump and
sample and hold were performed for the duration of one bit interval (10.254ps). Once
again the received data is delayed by 8 chips (1.953uS) (corresponding to the
combined delay of both matched filters).
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Fig. 4.19: Comparison of NRZ spread data before premodulation filtering and

after post-modulation filtering
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Fig. 4.20: Receiver PN code sequence (delayed by 8 chips)

4-27



CDMA CONCEPTS

CHAPTER 4

o

o]
> s
3 N
o
2 i
2 i
0.0
g b
= ]
= -
S 0.5
4 :
‘{.. l ! | | ‘ I
T T T T T T T
0.000 10.254 20.508 30 762 41016 51,270 81.524 71.778
tima, usec

Fig. 4.21: Waveform at output of multiplier circuit
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Fig. 4.22: Received NRZ data stream (11-11-1-11-1) after integration

82.034

and dump

and sample and hold (delayed by 8 chips)

4.7 Conclusion

This chapter has provided an understanding of CDMA. Its advantages over other

multiple access schemes (such as FDMA and TDMA) were also highlighted. An

overview on the fundamental process of filtering was also discussed. Finally, these

concepts were reinforced by simulating a simple CDMA transceiver

using ADS

software. Here, signal waveforms for each stage of the transceiver chain were shown.

The work presented here is a prerequisite for an understanding of the simulation

models utilized in subsequent chapters.
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CHAPTERS

THE EFFECT OF INTERNALLY
GENERATED RF COMPONENT
NOISE ON DS-CDMA SYSTEM
PERFORMANCE

5.1 Introduction

Now that the CDMA system and simulation model has been detailed, it is beneficial to
examine certain aspects of the system in more detail. In the wireless communication
industry, it is well known that the RF front-end fransceiver is one of the key elements
that determines the overall performance of the communication system. The noise
generated within these systems contributes significantly to the total noise. The usually
high operating frequencies that are part of mobile communication systems coupled
with the fact that signal digitization and processing hardware are not commercially
available for use at these frequencies, has inevitably led to the use of the mixer for
frequency downconversion in the receiver. However, the mixer is the “noisiest”
component in the RF front-end. It 1s thus common to find receivers with low noise
amplifiers (LNAs) in the RF front-end stages. These optimize the most critical
performance parameter, the noise figure. This quest for minimizing receiver noise
(and hence the bit error rate) 1s usually achieved at the expense of a number of LNA
stages. This chapter evaluates the impact of internally gencrated RF component noise
in a simple DS-CDMA system with a view to identifying a method of quantifying the

RF front-end component specifications for a given DS-CDMA system performance

requirement.

5.2 Receiver noise and its characterization

Noise is a phenomenon inherent to all communication systems. It can be devastating in
any communication system since it places a lower limit on the signals that can be

detected and an upper limit on the amount of gain that can be used before distortion
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occurs. The noise generated by electronic systems can be categorized as thermal noise,
shot, flicker (1/f) noise and burst noise ([18),[61]). Most of the noise present at the
input of a typical receiver consists of thermal and shot noise. Shot noise is
proportional to the bias current in devices such as diodes, transistors, etc. For the sake
of the noise characterization of devices and systems, only the combined effect of all
internally generated noise will be copsidered. This combined noise effect is often
referred to as the thermal noise (Nj;)of the system. It is proportional to temperature
and bandwidth only as can be seen from Nyquist’s equation [62]:
N, =kTB 5.1)

where N, = thermal noise power in watts

T = absolute temperature in degrees Kelvin

=X °C +273.15°

k=138 X 107 watt/°K .Hz, Boltzmann’s constant

B = bandwidth in Hz in which the measurement is made
For a noise source at room temperature (290K or 17°C), the noise power is —174dBm
per Hertz of the system bandwidth. This thermal noise is characterized by a waveform
that never repeats itself exactly i.e. it is purely random and, as predicted by the kinetic
theory of heat, the power spectrum is flat with frequency. Since all frequencies are
present in this thermal random noise, it is referred to as ‘Johnson noise’ or white noise
due to an analogy with white light which has a uniform power distnibution over the

band of optical frequencies.

In many communication systems, the received signals are of low power and
accompanied by noise. In these systems, the noise is generated within and outside the
system. Howecver, the noise generated within the system itself contributes a signilicant
portion of the total noise, and in most cases, the intemally generated noise is virtually
the total noise [61]. Futher amplification is therefore necessary and this increases both
stgonal and noise power levels. As the noise cannot be eliminated, it has been usual to
use a criterion of performance, the ratio of signal power to noise power at various
points in the system. This measure of system performance is not adequate in the case
of certain active networks such as amplifiers or receivers. Consequently, it has been

found necessary to use other criteria for measuring system performance.
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The well-known concept of noise figure or noise factor F has thus been created to
provide a standardized means of characterizing the internally generated noise of a
system. In general, it measures the “noisiness” of a metwork which may be an
amplifier or receiver by considering two signal-to-noise ratios, one at the input end and

the other at the output of the network. This is illustrated in figure (5.1).

S,
N NETWORK N

1 o

Fig. 5.1: Two port network

In terms of these quantities the noise factor F is widely defined as
S, /N
F =S/—NI 7.=290K
where S, = input signal power
N, = input noise power
So

N, = output noise power

output signal power

From equation (5.2), it can be seen that the noise figure of the svstem or network is the
degradation In the signal-to-noise ratio as a signal passes through the system. In
defining the nojse figure, a standard temperature of 7,=290K was adopted, originally
by the [RE (forerunner of the IEEE), and this standard is widely accepted. Since the
definition of F in equation (5.2) uses the signal-to-noise ratio at two different points in
the system, it is sometimes more convenient to use an alternative expression obtained

as follows:

S,/ N, N, R
= = = (5.3)
S, /N, S,/§ xN,;
If G is the power gain of the network, then G = S,/S; and also N; = N,= kT,B. Hence
N

F=—= 54
GkT,B (G4

In the above expression, N, is the noise power output of the network, while Gk7,B is

the noise power output of an ideal network i.e. a network which adds no further noise.
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Thus the noise figure indicates the amount of noise generated in the device above the

kT,B thermal noise (referenced to a temperature of 7, = 290K).

The noise figure is also frequently expressed in terms of the internally generated noise
N, (equivalent noise power). N, is the output noise power of the nerwork when there 1s
no noise power present at the input i.e. noise added by the system itself. Rearranging

cquation (5.2),
S, /N,

Fe ;
S, /N,

_ S,/N,

" GS, /N,

_ §,/N,

" GS, /N, +GN,)

_ N, +GN,

"~ GN,

_ N, +GkT,B

"~ GKT.B

(5.5)

It should be noted that the system noise figure is independent of the signal level as

long as the system is levelled (constant gain).

The two-port network shown in figure (5.1) usually consists of a string of amplifiers
and/or mixers as in the RF front-end of a typical communication system. In thus
instance, it would appear that every amplifier/mixer would degrade the signal-to-noise
ratio by its noise figure. However, this is not the case. Each amplifier in a sting of
amplifiers produce a certain amount of noise over and above the thermal noise. As the
input signal (and noise) is amplified, the signal becomes strong enough that the small
amount of noise generated by succeeding stages adds retatively very little to the overail
amount of noise. This concept leads to the familiar Friis’ formula ([18], [61], [63]) for

calculating the overall noise figure of a n-stage system:

F, -1 F, -1

F

totul

=F + —r
G, G,G,..G,,

(5.6)

From equation (5.6) it can be seen that for a system processing very weak signals, Fom
must be small in order to allow a high enough signal-to-noise ratio at the system output
for the output signal to be detected. It is also observed that the noise figure of the first

stage of the system F, contnbutes significantly to the overall noise figure, Figan
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provided the gain G, in this stage is high. Hence it is necessary to have a low-noise

and high-gain device as the first stage of a system processing weak signals.

5.3 System architecture and simulation work

In order to assess the effect that these RF components will have on system

performance, it is necessary to simulate a complete CDMA transmit-receive system.

3.3.1 Transmitter architecture

Figure (5.2) shows the transmitter architecture for the proposed adaptive CDMA
system.

Data Spreading > Premodulation/pulse BPSK ) RF
circuit shaping filter modulator transmitted
97.5kbps T } signal
PN Code Ro?t raised RF carrier
cosine filter
4.096MHz 30dBm, 2GHz

Fig, 5.2: Transmitter architecture

The transmitter system was configured as discussed in chapter 4. However, the power
level of the 2GHz RF camier was chosen to be 30dBm (1W) (not 10dBm as used
previously). The transmitter utilizes a root raised cosine premodulation filter since the
raised-cosine pulse is seen to have a faster spectral rolloff than rectangular pulses.
Thus for a channel with a bandwidth wide enough to include the first lobe, transmitting
raised cosine pulses will result in the reception of more power with less pulse
distortion than for rectangular pulses. The receiver baseband filter would also consists

of a similar (matched) root raised cosine filter as utilized in the transmitter.

5.3.2 Receiver architecture

This simulated transmitted signal is then injected into the RF front-end receiver where
downconversion and demodulation are performed. Downconversion to an [F of
68MHz is performed using a mixer. The choice of this particular IF is based on an
adaptive antenna system developed by Virginia Polytechnic Institute and State
University [64]. It is envisaged that a system similar to that used in [64] will be used

for signal digitization and baseband processing. Demodulation is performed on this IF
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signal. Figure (5.3) shows the receiver archjtecture for the proposed adaptive CDMA

system.
Ch
a\:mel RE IF
noise
Bandpass Bandpass E
o — I LNA filter Mixer filter amplifier
> channe NS
n-an'smirted attenuator . $ $ ‘—P‘>I—
signal i I
s v |
5 o e
{/ Receiver RF front-end 1'
< :
> BPSK Baseb.and/pulse Desp.)rea.ding p| Received
demadu)ator shaping filter circuit data
E T
i PN Code
i

Signal digitization and baseband processing stases

N

Fig. 5.3: Receiver architecture

5.3.2.1 Svystematic analysis of receiver design

[n receiver design, it is often advantageous to have a priori idea of the performance of
each receiver component technology (specifications) before it is integrated. In order to
assess the effect of internally generated RF component noise on the system, it is
essential that the RF component specifications are known. The specifications of
interest (noise figure and gain) can be traded-off to assess how a required system
specification (such as the bit error rate) can be met. Table (5.1) lists the bascline
specifications for each receiver RF front-end block in the proposed system. The
specifications in table (5.1) are derived from a range of Avantek’s RF and microwaves
product catalogues. The RF LNA data i1s based on the AFT4231 wideband amplifier.
[t has a typical gain and noise figure of 12dB and 3.6dB, respectively over the 2 to
4GHz range. The RF and IF bandpass filters used are based on Avantek’s AFP21851
and AFP41851 broadband YIG bandpass filters with maximum insertion loss of
between 6 and 9dB with a 3dB minimum bandwidth of 20 MHz in the | to 18GHz

w
1
[
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frequency range. The mixer noise figure is based on Avantek’s UMX series mixers
(TFX-72M) with conversion losses varying from S to 7dB. The IF amplifier used s
based on the PPA-1043 that has a minimum gain and maximum noise figure of 10dB

and 4dB, respectively over the 10MHz to 1GHz frequency range.

Receiver Block NF (dB) Gain (dB)
LNA 3 13
RF Bandpass filter 3 -3
Mixer 5 -5
[F Bandpass filter 3 -3
IF amplifier 4 10

Table 5.1: Baseline noise figure and gain for proposed receiver RF front-end

The overall noise figure of the baseline system using Friis® equation ([18], [61], [63])
is 5.478dB. It should be noted that 0.5 to 2dB tends to be the state of the art range of
noise figures for solid state microwave receivers [18]. Currently, the noise figures of
commercially available receiver front-ends for PCS, CDMA and FM systems produced
by RF Microdevices (e.g. RF9906, RF9936 and RF9986), range from 2.5dB to 5.1dB.
From figure (5.3), it can be seen that the 30dBm RF transmitted signal is directly
coupled to the receiver front-end via an attepuator. The aftenuator was included in the
simulation since direct injection of the 30dBm RF signal into the front-end would not
only drive the LNA, mixer and IF amplifier into compression but more importantly,
would exceed the operating power rating of these devices thereby damaging them.
Hence an attenuator with —120dB attenuation was used. Thus the signal power into the
front-end is —90dBm (I1pW or 7.071uV into S0Q). The typical minimum and
maximum RF sensitivity of an [S-55 receiver is —110dBm and ~25dBm, respectively
[65]. Thus the -90dBm signal power level is within the dynamic range or sensitivity
range of typical wireless receivers. Channe! noise power of approximately —100dBm
was introduced into the receiver RF front-end to establish a SNR in the order of 10dB
at the input of the LNA. A link budget analysis performed on an an IS-55 system uses
a SNR of 13dB at the input of the receiver [65]. Thus the SNR of 10dB is a reasonable
estimate for which the bit error rate would be determined after the simulation. [t
should be noted that this noise power is valid over a bandwidth of 24.576MHz which
is the RF bandwidth or RF frequency span used by the ADS software. This bandwidth
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is the reciprocal of the time step or sampling time (Ty.p) used by the software. The
sampling time should be chosen such that Ty, < l/f,(max) where f,(max) is the
highest baseband frequency component. In this instance, f,(max) is the frequency of
the chipped data (4.096MHz). Each chip was sampled 6 times (T, = 40.69ns). The
sampling time can be reduced but at the expense of a longer simulation run time. The
baseband bandwidth or frequency span (after carmer demodulation) is 12.288MHz i.e.
one half of the RF bandwidth.

5.4 BER Measurement methodology

A useful parameter that can be used to gauge the quality of a digital communication
system is the probability of bil error (denoted either as P, or BER). Most wireless
voice systems can tolerate one bit error in every 1000 bits received (PL,=10'3), before
their performance is deemed unacceptable. Other applications, such as data transfer,
demand a much lower P,. Typical values of P, in this instance are 10® to 107'° for

systems such as Ethernet and token ring networks [65].

ADS has two techniques for the computation of P.. These are the Monte Carlo and the
Improved Importance Sampling (IIS) ([66], [67), [68]) techniques. The Monte Carlo
measurement technique is based on comparing test data (output data stream) to
reference data (input data siream), symbol by symbol. However, a major disadvantage
of this method is that the number of bits transmitted should be very large for a
statistically significant P, measurement to be made. The relative variance (VAR) of

the P, for N transmitted bits is:

(5.7

This implies that for a P, of 10, with a relative variance of 0.01, a sample size N of

approximately 108 bits is required.

The probability of error was measured using the IIS technique [66], [67], [68]. The
use of this technique 1s justified over the Monte Carlo technigue since it requires a
fewer number of bits to be simulated thereby reducing the simulation rug time
considerably. For example, using a QAM system with a P, of 10, a Monte Carlo

simulation requires 10° simulation samples for a relative variance accuracy of 0.01.

(O]
1
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For the IS simulation, only 800 samples are needed for a similar accuracy [66].
However, the bit ervor rate sink in  ADS utilizing this IIS technique, does not take into
account external noise in the computation of the bit error rate. Instead, the user is
required to have a priori knowledge of this information and express it in terms of the
noise bandwidth, vanance and ratio of energy per bit to noise power spectral density
(Ey/N,). Alternatively, the Monte Carlo method computes £y/N, using the formulae in
cquations (5.8) and (5.9) below. This value can then be used as one of the input

parameters to the 1IS measurement sink.

The P, or BER is related to the signal-to-noise ratio (SMVR) and the ratio of energy per
symbol to the noise power spectral densily (Ey/N,). Both the SNR and Ey/N, were
computed at the output of the IF amplifier in figure (5.3) 1.e. before demodulation.
ADS uses the RF bandwidth (1/T,,) for the computation of these parameters. The

following formulae are used in the simulation for the calculation of £, and N,:

Where £, = Energy per bit
Prsrep = soutce power in the reference RF signal (output of [F amplifier)

T, = bittime

No = PENREF Tslep (39
Where N, = one-sided power spectral density of the bandlimited white noise in W/Hz
Penrer = noise signal power at output of IF amplifier

Tsiep = simulation time step

P
SNR = _ESREF

(5.10)
PENREF

or in terms of Ey/N,,

_PesrerTs

PENREF Tstep

Ty

Ly _
No
(5.11)

=SNR
step

Thus, with knowledge of the SMR value, the E,/N, value can be calculated. In [57] the
processing gain (G,) is related to the SNR and E/N, value by the following equation,

Ep
N_=SNR‘XGP (512)

o
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In order to be consistent with the standard definition of Ei/N, in terms of the
processing gain [57], it 1s appropriate that equation (5.11) be scaled by a factor of 6
(7.782dB). This effectively reduces the simulation bandwidth from 24.576MHz to the
spread bandwidth of 4.096MHz. A further discussion on this scaling and other ADS

simulation issues are provided in appendix A.4.

5.5 Simulation results and analysis
Simulation results for different front-end scenanos are shown in figures (5.4) to (5.20).
The lookup table (table (5.2)) provides a quick reference to these simulation plots,

showing varied and constant parameters.

Figure number LNA NF (dB) LNA gain (dB) Mixer NF (dB)
54-58 3 3-13 5
(variable parameter)
59-5.13 3-13 13 5
(vanable parameter)
5.14-5.18 3 13 5-15
(variable parameter)
5.19 and 5.20 | Comparison of system with LNA (LNA NF 5-15
= 3dB and LNA gain = 13dB) and without | (varnable parameter)
LNA

Table 5.2: Lookup table showing constant and varied parameters of figures (5.4)

to (5.20)

The obvious trend from these results is that an increase in component noise figure
causes the BER, Ey/N, and SNR to decrease, and vice-versa. Also, an increase in
cornponent gain (up to the gain that produces device saturation and compression)
causes a decrease in BER, E;/N, and SNR. It should be noted that the SNR values are

computed at the output of the [F amplifier i.e. before demodulation.
From figure (5.4), LNA gain in the range 3dB to 13 dB produce BERs between

7.6x10"% and 7.5x107. Ey/N, values range between 13.9dB and 20.8dB for this range
of LNA gain (figure (5.5)). A SNR value of -2.5dB was obtained for the lower Jimit
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of LNA gain (3dB) while a SNR of 4.4dB was obtained for a 13dB upper limit LNA
gain (figure (5.6)).

).E-02

1E-04 |} ~—e————— 1 4 | |
1.E-06 S I S et |

BER

1.E-08 S e SO (R () S 0%, TN S
1.E-10 - | S N SRS [ S S (S e Y

1.E-12 L — —
3 04 5 6 7 8 9 10 11 12 13

LNA Gain (dB)

Fig. 5.4: LNA gain versus BER (LNA NF=3dB)
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Fig. 5.6: LNA gain versus SNR (LNA NF=3dB)
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Fig. 5.7: E/N, versus BER for varying LNA gain (3 to 13dB) (LNA NF=3dB)
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Fig. 5.8: SNR versus BER for varying LNA gain (3 to 13dB) (LNA NF=3dB)

Figure (5.9) shows a plot of LNA noise figure versus BER where it can be seen that for
a LNA gain of 13dB and an unreasonably high noise figure of 13dB, the BER is
12.9%10 while the BER is 7.6x10"? for a typical noise figure of 3dB. The Ey/N,
values range between 13dB and 20.8dB for noise figures between 3dB and 13dB
(figure (5.10)). The SNR degrades from 4.4dB to —3.4dB with an increase in LNA
noise figure from 3dB to 13dB (figure (5.11)).

5-12



EFFECT OF RF COMPONENT NOISE ON DS-CDMA SYSTEM PERFORMANCE CHAPTER 5

1.E+00
1.E-02
1.E-04
1.E-06
1.E-08
1.E-10

BER

4
1.E-12

LNA noise figure (dB)

Fig. 5.9: LNA noise figure versus BER (LNA gain=13dB)
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Fig. 5.10: LNA noise figure versus Ey/N, (LNA gain=13dB)
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Fig. 5.11: LNA noise figure versus SNR (LNA gain=13dB)
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Fig. 5.12: Ep/N, versus BER for varying LNA noise figure (3 to 13dB) (LNA
gain=13dB)
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Fig. 5.13: SNR versus BER for varying LNA noise figure (3 to 13dB) (LNA
gain=13dB)

It ts commonly recognized that the selection of the mixer design topology dominates
the receiver chain performance ahead of the LNA [65]. The mixer performance
consideration is emphasized by the need to provide good local oscillator (LLO) leakage
isolation while maintaining a good balance between the front-end noise figure and
intermodulation isolation [65]. Figure (5.14) shows a plot of mixer noise figure versus
BER. The mixer noise figure is swept from 5dB to 15dB, in the range of typical noise
figures of diode mixers. This range of mixer noise figures produce BERs berween
7.6x10"% and 7.7x10™. Also, Ew/N, values between 20.8dB and 13.8dB are obtained
for this range of mixer noise figures (figure (5.15)). A degradation in SNR from 4.4dB

to —2.6dB is produced as result of this increase in the mixer noise figure (figure

(5.16)).
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Fig. 5.14: Mixer noise figure versus BER (LINA gain=13dB and LNA NF=3dB)
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Fig. 5.15: Mixer noise figure versus Ey/N, (LNA gain=13dB and LNA NF=3dB)
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Fig. 5.16: Mixer noise figure versus SNR (LNA gain=13dB and LNA NF=3dB)
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Fig. 5.17: E,/N, versus BER for varying mixer noise figure (5 to 15dB) (LNA
gain=13dB and LNA NF=3dB)
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Fig. 5.18: SNR versus BER for varying mixer noise figure (5 to 15dB) (LNA
gain=13dB and LNA NF=3dB)

As previously mentioned, the mixer noise figure 1s swept from 5dB to 15dB, in the
range of typical noise figures of diode mixers. Diode mixers are passive components
and consequentty exhibit conversion loss. Typical conversion losses of diode mixers
are between 6dB to 9dB [69]). This loss has a number of consequences: the greater the
loss, the higher the noise of the system, and the more amplification is neceded. High
loss also indirectly leads to distortion because of high signals that result from the
additional preamplifier gain required to compensate for this loss. It also adds to the
cost of the system since the low-noise amplifier stages are usually expensive [65]. In a
passive mixer, the noise figure 1s usually equal to, or only a few tenths of one decibel
above, the conversion loss. In this sense, the mixer behaves as if it were an attenuator
having a temperature equal to or slightly above the ambient. Diode mixers are the

highest-frequency low-noise microwave components in existence: at high frequencies
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a diode mixer is the only mixing device available. To the author’s knowledge, low
noise transistor amplifiers (LNAs) are unavailable above 120GHz, and recetvers
having mixer front-ends exhibit superior performance than than those using LNAs at
frequencies above approximately 100GHz [70]. Virtually all such receivers employ
Scholtky-barrier diodes. In active mixers, the noise figure cannot be related easily to
the conversion efficiency. In general, it cannot even be related qualitatively to the
device’s noise figure when used as an amplifier. The noise figure of an active FET

mixer depends strongly on its design [65].

Active FET mixers have several advantages and disadvantages when compared to
diode mixers. Most significantly, an active mixer can achieve conversion gain, while
diode and other passive mixers always exhtbit loss. This allows a system using ao
active mixer to have one or fewer stages of amplification, thus simplifying the front-
end, thereby reducing its size and cost. However, generally, the distortion levels of
well-designed active mixers are comparable to those of diode mixers. Paradoxically, it
is easy to achieve good conversion efficiency in active mixers even when the design is
poor. Thus it has been quoted in [65] that active mixers having good conversion gain
but poor noise figures or high distortion. As a result, active FET mixers have gained a
reputation for low performance. For active FET mixers, typical values for the
conversion gain are of the order of 6 to 10dB (single-ended mixer) or 3-5dB (balanced
mixer) with mimimum noise figures of 4-6dB (single-ended mixer) or 6-8dB (balanced

mixer) (LO and RF in the X-band (8-12GHz), [F=30MHz) [69].

Equation (5.6) theoretically confirmed the importance of an LNA to establish the
system noise figure. Figures (5.19) and (5.20) emphasizes the importance of an LNA at
the front-end. It can be observed in figures (5.19) and (5.20) that in both cases (system
with and without LNA), an increase in the mixer noise figure causes an increase in the

BER and a decrease in Ey/N, and SNR.
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Fig. 5.19: Compariéon of mixer noise figure versus BER for system with and
without LNA
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Fig. 5.20: Comparison of mixer noise figure versus E,/N, and SNR for system
with and without LNA

For the proposed system utilizing an LNA, the BERs are between 7.7x10™ and

7.6x10"'? for mixer noise figures (or conversion losses) in the range 5dB to 15dB.
However, without an LNA, the BERs range from 2.8x107 to 2.7x10" for the same
range of mixer noise figures. For the proposed system (utilizing a mixer with 5dB
conversion loss/noise figure), Ey/N, and SNR improvements of 9.53dB are obtained
over the same system without an LNA. Also Ex/N, and SNR 1mprovements in the

range 9.53dB to 12.51dB are obtained for mixer noise figures from 5dB to 15dB.

An expression for SNR improvement, which quantifies how much the SNR is
improved by adding an LNA between the antenna and the radio, ts derived in [57].
Since CDMA has reverse-link power control, the improvement in SNR is manifested

in the reduction of mobile fransmit power. This 1s intuitive because if there is an
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improvement in SNR, reverse power control would command the mobile to power
down so that the mobile transmit power is just enough to achieve the desired link SNR.

As a result, the battery life-span of the mobile unit i1s increased.

5.6 Concluding remarks

The impact of internally generated RF component noise on a DS-CDMA system (via
simulation) was investigated. The conclusions of this investigation are clear: Furstly,
the importance of an LNA at the receiver front-end was established. For the proposed
system (processing gain of 42) the use of an LNA yielded a2 BER below 10" while
without an LNA the BER was more significant (2.8x10'2). Secondly, it can be
concluded that the use of commerctally available RF components in the front-end do
not cause severe BER degradation in a single-user DS-CDMA system. In a worst-
case, highly improbable scenario, an LNA gain as low as 3dB and noise figure as high
as 13dB produce BERs of 7.5x107 and 12.9x107, respectively for a modest processing
gain of 42.

Thus far a system block diagram was established to ensure demodulation of a very
weak —90dBm contant-leve) signal 1.e. disregarding a change in the received signal
strength. A change in the received signal strength can cause distortion to a complete
wiping off and loss of the information. Variations in signal strength occurs when the
receiver is a2 mobile. Large buildings and underpasses will greatly attenuate the signal.
In reality, such signal strength variations require the recelver to incorporate automatic
signal-level control or automatic gain control (AGC) in either the RF LNA or the IF
amplifer. In the case of the receiver being a base station, this near-far effect is

eliminated by power control (which is synonymous to AGC) ([1], [57], [60]).
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CHAPTER 6

THE IMPACT OF LOCAL
OSCILLATOR GENERATED PHASE
NOISE ON DS-CDMA
PERFORMANCE

6.1 Introduction

The local oscillator (LO) is often considered as being part of the mixer and is a
common butlding block in wireless communication systems, since it provides precise

reference frequencies for modulation/demodulation and frequency conversion.

Often the noise induced by the LO is classified as internally generated mixer noise.
However, the LO induces amplitude (AM) noise, phase noise and spurious signals. An
ideal oscillator or frequency synthesizer will produce a perfectly pure sinusoidal
signal. The aruplitude, phase and frequency of the source would not change under
varying loading, bias or temperature conditions. However, such an ideal circuit is
impossible to realize in practice. Therefore performance measures such as the
amphtude noise, phase noise and spurious responses are used to characterize the

deviation from the ideal.

The focus of this chapter is on the impact of LO generated phase noise on DS-CDMA

performance. However, LO spurious signals and amplitude noise are briefly

discussed.

6.2 Internally generated spurious signals

Local oscillators also cause spurious signals which are unwanted frequency
components 1n the LO signal that are converted to the IF or simply leak through the
mixer into the IF circuit. These spurious signals are applied to the mixer along with the
LO and, depending on their frequencies, may be converted to a frequency within the IF

band. The most serious problems arise when the spurious signals are within the RF
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passbands; in this case the downconverted spurious signals may be much stronger than
the RF signals. For example, consider a mixer having an RF input of —100dB, and a
LO having an RF frequency spurious signal that is 60dB below the LO signal,
Assuming a conversion loss of 7dB, the [F output level of the desired signal is
—107dB. If the LO level is 10dBm, the spurious signal level is =50dBm. With 7dB
conversion loss plus 20dB rejection due to mixer balance, the spurious IF signal 1s

—77dBm or 30 dB above the desired output.

The source of such “spurs” is the frequency synthesizer used to generate the LO.
Avoiding spurious signals requires careful selection of frequencies not only in the
receiver front-end, but also in the LO synthesizer. Any frequency used in the
synthesizer represents a potential spurious signal in the LO output. The use of a high
IF frequency will allow effective LO filtenng. The [F amplifier bandwidth should be
kept as narrow as possible, so that spurs outside the [F passband are not amplified to

the level where they might saturate the [F amplifier or generate intermodulation

components.

6.3 Amplitude (AM) noise

AM noise which 1s generated by the LO source is injected into the mixer along with
the LO signal. This noise is severe when the LO signal is generated at a low level and

amplified.

A mixer’s LO signal can be generated in many ways. The simplest is to use some type
of oscillator operating directly at the LO frequency. In some cases, the LO signal is
generated initially at a subharmonic of the desired LO frequency and multiplied to the
desired frequency. The frequency multiplier often requires a high input level, and it is
necessary to amplify the original subharmonic signat substantially. Amplifying the LO
adds a certain amount of noise. This noise is AM noise; it consists of variations in the
amplitude of the LO signal and can be treated as an additive noise process. When the
noisy LO signal is applied to the mixer, its AM notse components at the RF and image
frequencies are downconverted and appear at the IF port just as if they had been
applied to the RF input. Therefore, the mixer noise temperature (or noise figure) is

increased by an amount, depending on the type of mixer used, may be as high as the
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LO noise temperature. If no measures are taken to eliminate the LO noise, the increase

in the mixer’s noise temperature may be very great.

The AM LO noise can be reduced by straight-forward techniques to a level where 1t 1s
insignificant. The [F frequency is picked up high enough so that the RF and image
frequencies are well separated from the LO frequency, so the noise at these frequencies
can be removed effectively by filtering. The IF frequency should typically be at least
5% to 10% of the LO frequency if it is expected that AM noise will have to be
removed by filtering. This may require a trade-off with IF amplifier noise temperature,

since amplifier noise temperatures generally nse with frequency.

The general form of the expression for the output wave from a noisy oscillator can be

written as
v =, +ekoslenf 1 + o) 6.1)
where f, = nominal oscillation frequency
V, =nominal oscillation amplitude
&t) = fluctuations in amplitude
@(1) = fluctuations in phase
Equation (6.1) indicates there is a concentration of noise power surrounding the RF

local oscillator signal. A typical spectral distribution of such a signal is shown in
figure (6.1).

|
|
i
}
|
|
|
|
|
|
1

Cal
o Frequency

Fig. 6.1: Noise spectrum of a RF local oscillator signal (from [71))

In general, both the AM noise and FM or phase noise, &7) and #), respectively are
present, accounting for the lack of symmetry in the envelope of the spectrum. The AM
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noise component in this instance is negligible when compared to the phase/frequency

noise component [72]. Thus it is often neglected in the analysis of phase noise.

6.3.1 Analysis

6.3.1.1 Sinusoidal modulation

With the phase noise component ¢/ ) =0, equation (6.1) can be rewritten as
v =y, +e@kosi2nf 1) (6.2)
Letting (1) = €, COS(04nt), gquation (6.2) can be written as

Vit)= [Vo +e, cos(© A{Nl)Jcos(wor)

=V, cos(w 1) +e  cos(oyt)cos(w 1) (6.3)
80 ]
=V, cos(mol)+7 cos(® , +W 4 N +cos(® [~ )t

where o 4, =2n/,, is angular frequency of modulation and o, =2=/, is the angular

oscillation frequency.

The spectrum of a sinusoidally amplitude-modulated sinusoidal signal consists of three
unmodulated sinusoidal signals located at three frequencies: f,, fo—fun, foT fanv (figure

(6.2))

A V(,J
502 502
4 T T 4
lfin fa fotfan

Fip. 6.2: Spectrum of sinusoidally amplitude-modulated sinusoidal signal

The vectorial representation of this consists of a vector of amplitude V/, rotating at w,

and two vectors of amplitude g,/2 rotating at @, + wan and ©, - Wan, Whose resultant

is coliinear with V, (figure (6.3)).
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AM vector
|

o)

2ot

Fig. 6.3: Vector representation of sinusoidallv amplitude-modulated sinusoidal

signal

The maximum signal power is:

B [mz["’—“ﬂ (6.4)
V,* 2

P €o || 5
PH'IH] = -p‘_—()z_'{l!ﬂ _2[%]] (6'3)

The fluctuation in power is then

8P e,
AP = Pmar - Pmm = .):. (66)

6.3.1.2 Modulation bv noise

By assuming that the modulating signal is noise of spectral density S(fzn), the spectrum
can be broken down into elementary components separated by differences in frequency

of f4v and each located within a frequency band Af (figure (6.4)).

Corner

Lower sideband
v

/C- /A»u /o /0‘ /:.m :‘f.‘-‘ ’au ':‘J Ay
YiY4 Af Ar YaYs

e ———— —

Fig. 6.4: Representation of a wave modulated by noise (from [69])
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The noise power can then be represented in each frequency band by a sinusoidal

generator with a frequency equal to that of the centre of the band concermed and with

an amplitude proportional to m (the proportionality coefficient takes
account of the modulation of the oscitlator by the noise). The general spectrum will
have the form shown in figures (6.2) and (6.3), but there will be many vectors rotating
with angular velocities distributed uniformly in a continuum. The above relationships

are then valid for each equivalent generator and thus for the entire noise modulation.

Measurement of AM noise is generally achieved by applying the complete spectrum to
a square-law detector of sensitivity § which produces fluctuations in steady voltage
corresponding to the fluctuations of power produced by the noise. The voltage
fluctuations then undergo standard low-frequency treatment for noise measurement, If

S = AV/AP and if an index for AM noise is defined by:

L Noise power in the sidebands
AM noise index = P

. (6.7)
Power in the carrier

(AV,, /SP)’
or AM noise index =10log,, B E— (6.8)

in dB with respect to the carrier (dBc). The index is given in dBcHz™.

6.4 Phase noise

Present-day technology demands signal sources with better frequency stability for
systems such as doppler radars, data communication links and multichannel receivers.
Characterizing the randomness of frequency stability is a common requirement for all

these systems. Phase noise is the term most widely used to deseribe this characteristic.

The analysis of the effect of phase noise in OFDM (Orthogonal Frequency Division
Multiplexing) systems ([73], [74]) and a MC-CDMA (Multicarrier CDMA) system
([75]) has been presented. In [75], an analytical procedure was developed to evaluate
the impact of carrier frequency offset and phase noise on the performance of a MC-
CDMA system. The investigation in [75] concluded that phase noise introduces a
spurious phase rotation on the useful signal and also introduces interchannel
interference which is primarily responsible for performance degradation. 1t has also

been concluded in [75] that MC-CDMA is very sensitive to the signal distortion
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generated by the imperfect frequency downconversion at the receiver due to the local
oscillator phase noise and frequency offset. The work presented in this section looks at
the effect of phase noise on a simple DS-CDMA system thereby allowing evaluation
of the degree of stability required of the oscillators to guarantee a moderate bit error
rate performance degradation. An RF perspective is adopted io the amalysis and

representation of phase noise.

6.4.1 Effects of phase noise

Local oscillator sources always have a certain amount of phase jitter or phase noise
which is transferred degree for degree via the mixer to the received signal. Because
the mixer subiracts not only the LO and RF frequencies but also their phases, the local
oscillator’s phase noise is transferred directly to the received signal. This noise may be
very serious in communication systems using either digital or analog phase
modulation. In phase or frequency shift modulation systems, this phase jitter is
demodulated along with the received signal. The trouble-some phase-noise
components are usually close to the LO frequency, usually within 1MHz, which
corresponds to modulation rates. These noise components arise from low frequency
noise processes within the oscillator, such as 1/f noise in solid-state devices.
Unfortunately, these noise components are very large. Because they are so close to the
LO frequency, direct filtering is rarely a practical way to eliminate them. Phase noise
can be minimized by careful design of the LO source. Phase noise in an oscillator is
proportional to the inverse square of its resonator Q, so considerable improvement can
be attained through the use of a cavity-or-dieleciric-resonator-stabilized oscillator [70].
Crystal oscillators have low phase nojse and are often used with a multiplier chain to
generate microwave LO signals. However, frequency multiplication (which is in
reality phase multiplication) enhances phase noise spectral density as the square of the
multiphcation factor, so high-order multiplication of a noisy source should be avoided.
Phase noise is worse in higher frequency oscillators {72]. The usually high operating
frequencies that are part of mobile communications has required a corresponding
increase in local oscillator frequencies in upconverters and downconverters. Since
phase noise is worse in higher frequency oscillators, there is thus a need to minimize

this noise by careful design of the LO source.
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The effects of recejver-LO phase noise are understood by considering the process of
reciprocal mixing. This is an effect that occurs in all mixers, yet despite its name,
reciprocal mixing is a LO, not a mixer, problem. The modulation on the mixer output
(IF) is the combined modulations of the inputs. This means that modulating a
receiver’s local oscillator is indistinguishable from using a clean local oscillator and
having the same modulation present on all incoming signals. The noise components of
the LO arc cxtra LO signals that are offset from the carrier (requency. Each of them
mixes other signals that are appropriately offset from the LO carrier into the receiver’s
IF. Noise is the sum of an infinite number of infinitesimal components spread over a
range of frequencies, so the signal it mixes into the [F are spread into an infinite
number of small replicas, all at different frequencies. This amounts to scrambling
these other signals into noise. [t is tedious to look at the effects of receiver LO phase
noise this way. The concept of reciprocal mixing provides an easier alternative that

gives accurate results.

A poor oscillator can have significant noise sidebands extending out many lens of
kilohertz on either side of its carrier. This is the same, as far as the signals in the
receiver IF are concerned, as if the LO was clean and every signal entering the mixer
RF input had these noise sidebands. Not only will the wanted signal (and its noise
sidebands) be received, but the noise sidebands added by the LO to signals near, but
outside, the receiver’s [F passband will overlap it. In a multi-user system, each of
many signals present will add its set of noise sidebands. The effect is cumulative.
This produces the appearance of a high background-noise level on the spectrum band.

Figure (6.5) illustrates this effect of phase noise in the receiver LO.
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Amplitude
Amplitude

Receiver LO
phase noise

[T ‘

o

fLo Frequency Frequency

% //: K‘/Wamted signal

Reciprocal mixing
Amplitude

Apparent high
noise level

~

Freguency

Wanted signal

Fig. 6.5: INlustration of the effects of phase noise in the receiver LO

Thus, the phase noise is one of the liraiting factors on determining how closely spaced

(in the frequency domain) two communication channels can be.

6.4.2 Phase noise analysis and representation

In scction (6.3) it was mentioned that the local oscillator spectrum consists of both
amplitude (AM) and FM or phase noise that accounted for the lack of symmetry in the
envelope of the spectrum. The AM portion of the signal is typically smaller than the
FM portion and is usually neglected in the analysis/calculation of phase noise. The
reason for this is that the oscillator output is often fed into some form of limiter that
strips off AM components [72]. This is analogous to the function of the limiting IF
amplifier in a FM receiver that removes any AM on incoming signals. The limiter is
like a circuit that converts the signal to logic levels. For example, a diode ring mixer

may be driven by a sine-wave LO of moderate power, yet this signal drives the diodes
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hard-on and hard-off, approximating square-wave switching. This is a form of limiter,
and it removes the effect of any AM on the LO. For these reasons, AM noise
sidebands are rarely a problem in oscillators, and so are normally ignored. However,
the analysis is relatively straightforward and was performed in section (6.3.1). To

escape repetition, this section would just discuss the dominant FM component.

Figure (6.6) shows the symmetrical spectrum of a local oscillator as a result of phase
noise. Py is the LO signal power, Pssg is the LO single sideband noise power while fp,
is the offset frequency (also called the modulating frequency) from the centre
frequency f,. The output power is not concentrated exclusively at the carrier frequency
alone. Instead it is distributed around it, and the spectral dismbution on either side of

the carrier is known as spectral sidebands.

P

Signal

Sideband
noise ~a

fo _»{ |<_ | Hz Frequency

Fig. 6.6: Phase noise specification of frequency source. The noise is contained in

the sidebands around the signal frequency at f, (from [65])

6.4.2.1 Sinusoidal modulation

Phase noise can be represented as frequency or phase modulation of the carrier signal.
Frequency modulation (FM) is a process of producing a wave whose instantaneous
frequency varies as a function of the instantaneous amplitude of a modulating wave at
a rate given by the frequency of the modulating source. A FM signal can be described
by writing equation (6.1) as

Vit)= Y, cos(2rzfot +9,, sino 1) (6.9)
where the fluctuation in phase, @) is @.Sin(ay,t) and the fluctuation in amplitude, g(1)

is 0 (AM noise is zero). @, is the modulating angular frequency. The instantaneous
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angular frequency o is obtained by taking the time derivative of the cosine terms of

equation (6.9):

d .
o= -(1-’(21-9’01 +b,, sinw, 1) (6.10)

=2nf0 +o ¢ cos2nf ¢

m- m »m

or in terms of the instantaneous frequency f,

1
e 6.11)

=fo +fm¢m cos 27tfml
The frequency variation 4f’is given by

&=/~1,

=4/, cos2af, 1 (6.12)
so that the maximum frequency vanation 4fy.. 1S
Af o = Ot m (6.13)
Afax 1s the maximum swing of the carrier from its mean or nominal frequency, f,.
Hence b, = # (6.14)

@, 1S known as the peak phase deviation or modulation index. Expanding equation
(6.9) gives

Vit)=V, cos(a)at)cos(cbm sin U)m’)_Va sin(mor)sin(lbm Sin

() (6.15)

n
If the modulation factor is small (¢,<<1 or ¢, <<n/2) as in the case of noise and
narrowband FM),
cos(P,, sinw,t) =1
sin(d, sinw t)=¢, sina
hence

Vit)=V, cos(w,t )=V, b, sinfe,r)sin(o,1)

Yobu %cos(ma+mm)r (6.16)

=V, cos(o,t)- COS(®y =@, )1 +—>

< max

V ”'\j‘ﬂlfu

a Vo
=V, cos(w, t)- cos(®, =0, )1+

m m

cos(®, +w, )

Equation (6.16) indicates that the spectrum of a narrowband FM wave consists of the

cartier plus two components, one on each side of the carier (figure (6.7)).
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A v FM vector

2 2
l(Vo’-\fmax} _]_[Voﬁ\fmnx }
2 2./‘)" 2 2-/”7

f, f, fo fotfm

Fig. 6.7: Spectrum and vector representation of a FM wave

Thus, as for an AM signal, a FM signal with a small modulation factor is the sum of
three sinusoidal signals located at frequencies fo, fo-fm, fot/m (figure (6.7)). In this
sense, narrowband FM is equivalent to AM and cannot be distinguished from it by test
equipment that is not capable of identifying the phase of a signal, such as spectrum
analyzers. However, it is important in system evaluation and in measurement of
spurious outputs and noise to distinguish between AM and FM waves: in the case of
AM, the carrier envelope varies with the modulating signal, whereas the frequency of
the AM wave remains unchanged; in FM, the carrier amplitude is constant, and the
carrier instantaneous frequency varies with the modulating signal. However, the signal
for which the frequency is lowest is in phase opposition to that for which the frequency
1s highest. From the vectorial representation, the carrier of amplitude ¥, rotates at the
angular velocity w,, while two vectors of amplitude A4fn../2f, rotate at angular
velocities wg + ®n and W, - ©y With an initial phase difference of n. They thus give a

resultant vector R, perpendicular to the carner. The phase fluctuation 4¢ is given by:

Ad=tané =9 (6.17)
o Ryge® Pag
A, = 1"7“:‘ = ;“H = max FM noise power in sidebands / P, (6.18)
V.~ o

and thus [69] Ay = \/z—fu}f—ﬁ (6.19)

where Af,; is the effective or RMS frequency deviation, 7, is the power of the carrier 7,
and Pagp is the double sideband noise power.
6.4.2.2 Modulation by noise

All the relationships obtained previously are valid for a modulation signal consisting of
noise, with the same considerations about the frequency distribution of the modulation

generators as in the AM case.
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Phase modulation (PM) and frequency modulation (FM) are closely retated. Phase 1s
the integral of frequency, so phase modulation resembles frequency modulation in
which deviation decreases with increasing modulating frequency. From equations
(6.12) and (6.13), the frequency varation (4f) and maximum frequency variation
(Afax) 1S Pmfmcos2ntfimt and ¢fm, respectively. From equation (6.9), the phase
deviation is ¢pmsinwyt corresponding to a maximum phase deviation of ¢, Thus with a
sinusoidal modulating signal, it makes no difference whether one speaks of phase or
frequency deviation because the two are related by the rate of modulation described by

equation (6.14), i.c. ¢, =Affﬂ.

FM noise power is represented as a ratio of the power in some specified bandwidth
(usually 1Hz) in one sideband to the power in the carrier itself. These ratios are
usually specified in the quantity of dBc/Hz at some frequency offset from the carmer.
As shall be seen later in this section, the entire noise power can be integrated over a
specified bandwidth to realize a total angular error in the output of the oscillator. The
calculation of the angular error from the FM noise performance is relatively
straightfroward. A useful way of rating the FM (or PM) of a signal in synthesizer
systemns is to give the number of decibels by which the level of the one-sided FM/PM

component 1s below the carrier, or

single sideband power

single sideband - to - carrier ratio (dB) = 10 log,o[ _
carrier power

] (6.20)

From equation (6.16), it can be seen that the single sideband-to-carrier voltage ratio is

{
"’m VO

single sideband - to - carner voltage ratio ﬁt V2 (6.21)

(¢]

The power ratio 1n the quantity of dBc/Hz at some offset frequency f, from the carrier,
commonly denoted as L(f,,), is the square of equation {6.21),
2
L =101 Fm (6.22)
) =10l0g ) 3 res
It should be noted that the units of dBc/Hz for L(f,) represent the sideband level in
decibels relative to 1 rad® per unit bandwidth. Using the relation ¢, o oae the

fﬂl ’

following alternative expressions for L(f,,) can be derived,
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2

4f -
L(f. )=10log r[ Aiax ] (6.23)
m 10 2fm
/ Af 2
7 RMS
L(f,, )=10log | —=—> (6.24)
m )()L ‘/Efm J
For convenience, this expression is usuatly written as
Lf )= 20log Y ruts (6.25)
m 10 ‘Efm
Since ¢, = \/5¢RMS . L(f») can be written in terms of RMS phase deviation,
" 2
L,,) =R (rad*/Hz) (6.26)
o 2
orL(f,, )= 1010g10[%1 (dBc/Hz) (6.27)

Phase noise 1s also expressed as the one-sided spectral density of phase fluctuations

(denoted S4f),

S(DO{m )= '?L(fm )= ¢RM.$'2 (6.28)

Stabilily measurements with frequency comparators give the spectral density of

frequency fluctuations,

Sur )= puss’ (Hz*/Hz) (6.29)
To relate the spectral density of frequency fluctuations to the spectral density of phase
noise or phase fluctuations, recall from equation (6.11) that

1 dAg(r)

MO=T""u

(6.30)

d"x(t)
ac”

By using the Fourier transform relation S[

}=(J'27?7’)"X(f), 4f(1) can be

transformed into the frequency domain,
a1, )= 1,900, ) (6.31)

Using the relation 4fris=¢@rus/m (derived from equation (6.13)) and substituting into
equation (6.29),
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Saf U )= rsgs’
=¢RMS2fmz (6.32)
=107, 00)
To normalize the instantaneous frequency deviation to the carrier frequency f,, define

%

__1 4 (6.33)
2, di '

1 der)

@, dr

()

Transforming equation (6.33) into the frequency domain,

_ Yy
7, (6.34)

v/,

Another standardized definition of phase noise is the spectral density of fractional
frequency fluctuations Sy(f,,) where the instantaneous RMS frequency deviation Afpms
is normalized to the carrier frequency f, (71], [76], [77]. S,(fm) 1s related to the spectral
density of frequency fluctuations, S(fn) and spectral density of phase fluctuations, Sy
(/w), by

2
SyUm) =y )

- f% SAf(fm)

4]

S (6.35)
=f_2‘g¢(fm)

o
2
2'/')11
=7 t0m)
fO
In many cases, however, it is not the spectral density of the modulating source that is
of interest but rather the actual sideband power of phase fluctuations with respect to

the carmner level.

To 1llustrate the principles involved, consider the case of a single sideband-to-carmier
ratio of —60dBc/Hz measured at 100Hz offset-from-carrier frequency. Using eguation
(6.25),
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Af puss
-60= 2010g10{
J2f

m

or

107} = & pus

ﬁxloo

or

In terms of maximum phase deviafion (equation (6.22)),

2
~60= 1010gm(“’7"']

\

107 = &n
2

¢, =2x107° rad.

The FM noisc spectrum S, (f,,) of a RF signal is shown in figure (6.8).

/|
- /"L j:*i;k:wh_*_

-
fo-Ta fo Io®/n Frenuency

Fig, 6.8: Phase noise spectrum of a frequency source ( from [71])

The spectrum is considered to be one-sided ou a per hertz basis. The function S,(f)

has the dimensions of Hz'. Although the noise distribution on each side of the signal

is continuous, the spectrum can be subdivided into a large number of strips of width

4B located f,, distance away from the signal f,, and view the energy in AB as being

caused by a sinusotdal frequency-modulating signal with a deviation proportional to

the amplitude of the spectrum at f,,. It is assumed that 4B is much smaller than f,, so

that the envelope of the noise spectrum is flat within AB, though it may have 1/f or any

other charactenstic in the vicinity of f,. This amounts to treating a continuous noise

spectrum as if it consisted of a very large number of sinusoidal FM sideband
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components symmetrically distributed about the signal so that, when all the equivalent
sinusoidal voltages are added oo a power or root-sum-square basis, the same total
mean power as the actual noise spectrum is produced. This analogy 1s based on the
assumption that contributions from amplitude modulation to the noise spectrum

considered are negligible compared to those from frequency modulation.

The minimum resolution bandwidths of most spectrum analyzers are greater than 1Hz
thereby restricting phase noise measurements to be performed in a bandwidth different
from the specified bandwidth of 1Hz. If the equivalent single sideband noise-to-signal
ratio was measured in a bandwidth different from 1Hz, the conversion from a single

sideband ratio in x Hz bandwidth, 4B8,, to L({f,,) is expressed as

single sideband noise powcri
signal power
B,

LS, )= ~10l0g, a8}  dBc/Hz (6.36)

In general, the conversion of a single sideband-to-signal ratio (in dB) from a

bandwidth AB, to a bandwidth AB; is accomplished as

single sideband noise power‘

signal power |ABz

dBc/Hz (6.37)

_ single sideband noise power| 10log AB,
signal power . .

For the RMS frequency deviation (in Hz) this conversion is

AB,
AB

Af, = A/, (6.38)

)]
Equations (6.36) to (6.38) apply to the noise-like content of the spectrum only. The
power of a discrete FM sideband component is independent of the bandwidth of

measurement.

Leeson [78] has developed an accurate and widely used model that describes the
origins of phase noise in oscillators and frequency synthesizers. This model is
depicted in figure (6.9) where it can be seen that there are four distinct regions of phase
noise {71], (76].



[MPACT OF LO GENERATED PHASE NOISE ON DS-CDMA PERFORMANCE CHAPTER 6

Se(fm) N
Flicker FM noise (I/i“)

White FM noise (1/%)

Flicker PM noise (1/f)

White PM noise

Frequency offset from carrier

Fig. 6.9: Regions of phase noise

The lowest frequency region is dominated by flicker FM noise, which is device flicker
noise that causes a random frequency modulation. This has a slope of 1/f. The next
region is denoted by white FM noise, which is white noise that causes a random
frequency modulation. This has a slope of I/f2. The third region is called flicker PM
noise, which is modelled by flicker noise that mixes up to the oscillation frequency.
This has a slope of 1/f. The last region is called white PM noise, which is simply
white noise that mixes up to the oscillation frequency. This has the typical flat white-

noise floor.

[f the envelope of the predicted noise spectrum in the region of interest is
approximated by n straight line segments with more than one slope, the spectrum
derivation is achieved by successive approximations. Several curves representing
various single phase noise-to-signal ratios in 1 Hz bandwidth are plotted, each curve is
integrated over the specified frequency band, and the cwve that when integrated,
satisfies the total noise requirement is selected as the synthesizer specification. Each
line segment is integrated individually and the sum of noise powers for each curve is
computed. If the envelope of the predicted spectrum is approximated by one line
segment, a straightforward way of arriving at the envelope of the noise spectrum may
be employed: The phase noise variance o” (single sideband phase noise-to-signal ratio)

is approximated by,
= s df,, 6.3
o} ’E_.f 5(./-.‘;! ) /r- ( 9)

where Syf.) spectral density of phase fluctuations in dBc/Hz (i.e. decibels below
1rad*/Hz), fi=low end of frequency band (Hz) and f>=high end of frequency band (Hz).
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Following Rohdes [76] analysis on the power law model for phase noise spectral
density (figure (6.9)),

S¢(fln)=K mx (6'40)

Equation (6.40) can be reorganized as a straight line equation by taking the logarithmic

values on both sides of the equation,
log S, =xlog f, +log K (6.41)
The gradient of the line segment x and the antilog of the intercept potnt K, can be

easily found by knowing 2 consecutive points (dBc f)) and (dBc; f>) of the phase

noise spectral density profile.

e = dBc, —dBc, (6.42)
10(log f; —log /)
dBe;
K = 10( T -xlog /)
dBc, (643)
10 10
-/-)I
The phase noise variance can then be,
5 /2
=["s d
) J;‘ O(fm) fm
A (6.44)
K x4 X+
= Hl[fz -1 '] for x # -
or
52 = J-/2 S¢ (fm )dfm
A
B Lf Kf,"df,, (6.45)
=Kl fy =In f;] for x=-1
Since log,, f =In f/Inl0, equation (6.45) can be written as
o =K og /5 —Iogfl] for x = -1 (6.46)

in which the constant In10 is incorporated into the constant X.

[t can be seen that the vanance contains complicated expressions of »x and K. A simple
logarithmic manipulation and substituting x = -1 allows the following expressions to be

denved:
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By substituting (6.43) into (6.46), gives

aBe; f
c*=101 f,]:log T’} forx =-1 (6.47)

i

substituting (6.43) into (6.44) for the case of x # -1, gives

dBe,

10 10
2 f|'r x+) x+}
ot =-L_[p - g (6.48)
. X+l idBe,
:JJ_H—fA} —1110 10 fory= -1
x+1|| f J

Thus, the total variance o1 for n line segments is

" d48Be, =
oy =;10 10 f{logf—"f';'—‘] for x = -1
ase, (6.49)

x+1
2 X i M S _ 0 _
Sr _;x+lﬂ ./-i} 1]10 for x # —|

where

x=—
10(log fisy —log f;)

Using equation (6.49), the integrated signal sideband phase noise can be directly

computed by a graphical integration method. In terms of the impact of phase noise on
digital communication systems, the total rms jitier (o) of a phase-modulated source js
often spectfied. The RMS phase jitter is the square root of the variance (normalized
noise power). If the envelope of the spectrum is approximated by one line segment,
the integration of noise power is normally taken from f; between 0.01f, and 0.05f, and

fr="f, where £, is the transmitted bit rate [18].

The designing of the LO source for communication systems often require optimization
of its phase noise variance to meet a specific system requirement, such as the bit error
rate. The effect of phase noise has different degrees of impact on the system’s
performance dependent on the modulation type. It is appropriate, however, to consider
the spectrum efficient modulations such as PSK. The performance degradation of
phase noise effect on digital communications can be characterized by a decrease in the

energy per bit-to-noise ratio (Ey/N,) and hence an increase in the bit error rate. From
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the above analysis, the value o’ represents an RMS SSB phase noise variance. The

noise contribution for both sidebands can be expressed as

p=+2c =20 (6.50)
A 3dB addition to spectral density 1s recommended to convert the SSB phase noise

variance into a DSB one [76]. For clarty, the factor 2 is explicitly expressed in p.

An alternate expression can be used to evaluate the BER degradation due to phase
noise. However, it should be noted that this expression was not used in this thesis, but
is included here for interest. To obtain this BER degradation expression, 1t is
necessary to select a suitable mode] for the probability density function of the phase

error ¢. From [79], the conditional probability of error averaged over ¢ is,

=\/% Jex( }e;fc[ J N cos¢]d¢ (6.51)

where erfe(x) is the complementary error function. Epi/N, is the energy per bit over

notse. Bit energy is used rather than symbol energy because the basic P, curve will be

universally true irrespective of the M’ary nature of the modulation of interest.

For p=0 or a small p, which is in the region of interest, the computation is very
difficult using this direct form. To overcome this problem, a simple parametric
substitution is made:

Let ¢=pH, then the probability function can be written as,

J_ jexp[- —]erfc[ \/7 cos@p}d@ (6.52)

In this way, the singularity in the region of interest is removed. The equivalent QPSK

probability of error can be derived in a similar manner,

P, = «/—_ J;exp[ 6 |:erfc[ ’ N b (cosBp +sin Qp)] + erfc[ }% (cosGp —sin Bp)]}ﬁ

(6.53)

Figure (6.10) compares the noise sideband performance of a crystal oscillator, LC
oscillator, cavity- tuned oscillator, switched reactance oscillator and YIG (Ytrium Iron

Gamet) oscillator at their respective operating frequencies. Table (6.1) shows the
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extrapolated data from figure (6.10), together with the phase noise performance at
2GHz (in the region of the desired local oscillator frequency (1930MHz or
2070MHz)). From column 3 of this table it should be noted that phase noise can be
translated to any desired frequency by adding 20log(n) dB, where n is the

multiplication/division factor (n=facsirea/ fypecisica) [71]-

1 I 1 I I
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Fig. 6.10: Comparison of noise sideband performances of a crystal oscillator, LC

oscillator, cavity-tuned oscillator and YIG oscillator (from [76])
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o1 (dB) at specified o1 (dB) at 2GRz
Oscillator Type
frequency desired frequency
10MHz crystal -114 -68
40MHz lumped LC -101 -67
8640 cavity tuned oscillator at
-75 -63
500MHz
310MHz to 640MHz switched 61 15
reactance oscillator at SO0MHz
2GHz to 6GHz YIG oscillator at
-55 -65
6GHz

Avantek varactor funed
oscillators in 0.3GHz to 18GHz <-34dB in 0.3GHz to 18GHz frequency range

frequency range

Avantek dielectrically stabilized

oscillators in 3GHz to 18GHz <-39dB in 3GHz to 18GHz frequency range

frequency range

Table 6.1: Comparison of phase noise variance for different oscillators

This data has either been extrapolated and calculated from the single-sideband noise
performance versus offset frequency curves in [76] or calculated from two pairs of

values from manufacturer’s datasheets.

Table (6.2) compares the accuracy of the formula for the total variance o> for n line
segments in equation (6.49) with that obtained from ADS simulation at frequencies in
the proximity of 2GHz. With a knowledge of the LO signal power (10dBm in this
case) and o’ (table (6.1) column 3), the LO noise power can be easily calculated
(table (6.2) column 2). In units of dBm, this can be expressed mathematically as

Nig = orde + Sio. The maximum number of segments used for estimation of the
variance in this instance is eight. In the simulation (column 3), the phase noise power
is obtained by integrating the LO spectrum between the minimum and maximum offset
frequencies. However, estimation of this signal spectrum is obtained by computing a
FFT (Fast Fourier Transform) on the signal. The FFT is a radix 2 FFT and uses 2™

data points with the number of line segments o equal to 2"-1. With the minimum
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number of data points of 2'* (16384), the minimum number of line segments used in
the simulation is 16383. The comparison 1n table (6.2) indicates that both methods
correlate very well. Clearly, the estimation of the LO noise power by use of equation
(6.49) provides reasonably accurate results even for a spectrum approximated by only

4 line segments.

Noise power obtained by | Noise power obtained
Oscillator Type
use of equation (6.49) in simulation
10MHz crystal -58.18dBm (8 segments) -57.63dBm
40MHz lumped LC -57.20dBm (5 segments) -56.54dBm
8640 cavity tuned oscillator at
-53.30dBm (4 segments) -53.81dBmo
500MHz
310MHz to 640MHz switched
-39.67dBm (7 segments) -38.03dBm
reactance oscillator at SOOMHz
2GHz to 6GHz YIG oscillator
-55.70dBm (6 segments) -55.70dBm
at 6GHz

Table 6.2: Comparison of the calculation of LO noise power by the use of

equation (6.49) with that of simulation

6.4.3 Simulation work

To escape repetition, the same transceiver architecture as in section (5.3) (figures (5.2)
and (5.3) of chapter 5) was used. The LO source in ADS was specified to have a
power level of 10dBm. This power is significantly higher than the power at the RF
input of the mixer. This is essential for the mixer operation [70]. Also, a high LO
drive is desirable since mixer conversion loss decreases asymptotically with increasing
LO drive [70]. The LO source also accommodates insertion of phase noise. Phase
noise is specified with pairs of values for offset frequency (Hz) and single sideband
phase noise-to-carrier level (dBc/Hz). In order to resolve these components it is
essential that the simulation sampling time (Tstep) be approprately chosen. To
resolve the phase noise component at the highest offset frequency (fi(max)), the
sampling time should be set such that Tstep<<1/f,(max). To resolve the phase noise
component at the lowest offset frequency (f,(min)), the simulation stop time (Zstop)
should be set such that Tstop>>1/f,,(min). Io this simulation the phase noise spectrum

was approximated by a single line segment consisting of arbitrary chosen offset
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frequencies of lkHz and [0kHz. With a sampling time (7step) of chiptime/6
(40.69nS) and a stop time (7stop) corresponding to 10000 bits (102.539mS), these
components can be resolved easily. These choices of offset frequencies differs from
the specified ones of in [18] (recall if the envelope of the spectrum is approximated by
one line segment, the integration of noise power is normally taken from f; between
0.01f, and 0.05f, and fo=f, where f;, is the transmitted bit rate [18]). Oscillator phase
noise performance in manufacturer’s datasheets are usually specified as single
sideband noise-to carrier power level versus offset frequency. These values have to be
either extrapolated from curves or simply just given as pairs of vajues. The latter is
more commonly presented. However, these offset frequencies differ from
manufacturer to manufacturer thus making comparison of phase noise performance by
inspection, difficult. The phase noise variance (c?) is thus a more useful way to relate
phase noise performance. It is also more appropriate to relate ? to the bit error rate
than either the offset frequencies or single sideband noise-to-carrier level. The degree
of oscillator stability (in terms of o?) can thus be evaluated to guarantee a moderate

performance degradation.

6.5 Analysis and interpretation of results
With reference to the simulated transceiver architecture (figures (5.2) and (5.3) in

section (5.3) of chapter 5), figures (6.11) to (6.13) show plots of phase noise variance

versus bit error rate (BER) for varying SNR at the input of the LNA.

1.E+00

1.E-0}

1.LE-02

BER

1.E-03

1.E-04

1.E-05 ” l l l

Phase noise variance (dB)

Fig. 6.11: Phase noise variance versus BER for 10dB SNR at the input of the LNA

In figure (6.11), the scales have been adjusted to reveal the most severe bit error rate

degradation. For the proposed system (10dB SNR at the input of the LNA), phase
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noise variance in the range —16.5dB to =3.3dB produce BERs in the range 10™ to 0.51
for the system processing gain of 42. Phase noise vanance less than —16.5dB produce
negligible BERs (in the order of 10%*).  For a 7dB SNR at the input of the LNA,
variance in the range —20.6dB to —3.3dB produce BERs between 0.51 and 10~ (same
BERs as 10dB SNR but for larger variance range). Negligible BERs (in the order of
10" are produced for variance values less than —20.6dB. However, with a SNR at the
input of the LNA of 5dB, phase noise variance between —39.4dB and —3.3dB produce
BERs between 7x10™ and 0.51. Clearly, the BER degradation due to phase noise is

more severe for lower SNRs.

1.E+00

1.LE-0!

1.LE-02 |-

BER

1.E-03

1.C-04

Phase noise variance (dB)

Fig. 6.12: Phase noise variance versus BER for 7dB SNR at the input of the LNA
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1.E-02
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Phase noise variance (dB)

Fig. 6.13: Phase noise variance versus BER for 5dB SNR at the input of the LNA

From the phase noise variance of commercially available oscillators (table (6.1)), it can
be concluded that the phase noise performance of typical oscillators have negligible
effect on the BER of the proposed system (input SNR of 10dB and processing gain of
42). This can be substantiated by considering that the IF phase noise power (Nyr)

exists in the same proportion to the RF receiver power, Pge (at the RF input of mixer)
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as the phase noise was to the oscillator power if it passes through no narrowband

filtering capable of limiting its bandwidth [72]).  Expressed mathematically,

Nl = RFL% ~SNR.o|,,- This relation was verified in the simulation. As an

example consider, the existing setup with a —80dBm signal power at the input of the
mixer and a typical LO SNR of 50dB (vanance = -50dB). The noise power additive to
the IF port using the above equation is —130dBm. However, computation of the noise
power (with the aid of Friis’ equation [18]) in the absence of phase noise yielded an IF
noise power of —91.35dBm. Thus the phase noise contribution of ~130dBm to this
noise power is negligible.  The effect of phase noise has different degrees of impact
on the system’s performance dependent on the PSK modulation type. This is intuitive
from the signal-space representation of various PSK formats. In [65] and [79]
expressions have been derived for the BER as a result of phase noise for both BPSK
and QPSK modulation. It has been mathematically shown that the phase noise
contribution to the BER for n/4 QPSK modulation is not severe even when the phase
noise performance is relatively poor. Thus it can be concluded that, in general, it is
unnecessary for oscillator specifications to be overly restrictive in terms of phase
noise. However, being overly restrictive with this phase noise specification, places
less demand on the low-noise design of other components in the RF system. Phase
noise can be minimized by careful design of the LO source. Phase noise in an
oscillator is proportional to the inverse square of its resonator Q, so considerable
improvement can be attained through the use of a cavity-or-dielectric-resonator-
stabilized oscillator [70]. Crystal oscillators have low phase noise and are often used
with a multiplier chain to generate microwave LO signals. However, frequency
multiphication (which is in reality phase multiplication) enhances phase noise spectral
density as the square of the multiplication factor, so high-order multiplication of a
noisy source should be avoided since phase noise 1s worse in higher frequency

oscillators [72].
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CHAPTER 7
MIXER THEORY

7.1 Introduction

The mixing or frequency conversion process has been highly prevalent in the previous
chapters: Recall in chapter 3, the concept of an all-digital adaptive array 1s currently
impractical. This was solely due to the non-availability of signal processing and
digitization hardware at typical communication frequencies. However, the use of a
mixer for frequency downconversion, has made digital adaptive beamforming
practically realizable. Although the mixer in this instance is an analog device, the
entire receiver chain is ofien perceived to be digital. It must be bome in mind that the
mixer is common to both analog and digital adaptive array receivers. The distinction
in these receivers is made in the implementation of the phase shifting and summing
circuits (chapter 3). Furthermore, some practical characteristics of mixers have been
encountered in the previous two chapters (chapters 5 and 6). This device was quoted
in chapter 5§ as being the dominant source of noise in the recciver. Hence most of the
simulation results present there were focused around the mixer noise figure. Even
when considering the impact of LO phase noise in the DS-CDMA system of chapter 6,
the LO phase noise that leaked from the LO port to the [F port of the mixer was of

paramount concern (oot the LO phase noise in 1solation).

An overview on mixer theory is presented in this chapter. An understanding of some
of the properties of this ubiquitous device are warranted, especially in the
implementation of the BPSK RF front-end (chapter 9). For example, knowledge of the
concepts of sum and difference frequencies (generated by the mixing process) are
crucial for the selection of the appropriate LO frequency for a given RF and desired IF.
Also an understanding of intermodulation products also provide insight on the IF filter
requirements to filter unwanted intermodulation products. These become more
apparent in chapter 9. Amongst other issues covered in this chapter are the parasitic
signals (generated by the mixing process) and some principal characteristic of mixers

(e.g. conversion gain/loss, VSWR, noise figure, etc). Intermodulation products are
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demonstrated by a simple ADS simulation. This chapter ends with a discussion on

intermodulation distortion and design techniques to avert these unwanted responses.

7.2 Mixing or frequency changing

Mixing or frequency changing is a nonlinear operation that transfers the characteristics
of a signal of frequency f; to one of frequency fp. In most cases, this is done in order
to take advantage of the fact that the conditions for propagation are befter at hugh
frequencies while the possibilities for signal processing are greater at low frequencies
and the costs are less. Also, at the lower frequency, the signal can be amplified and
demodulated most effectively. Mixers can also be used as phase detectors and in

demodulators, must perform these functions while adding minimal noise and

distortion.

When a sinusoidal signal is applied to a linear circuit, the output signal has the same
single frequency as the input. If the same signal is applied to a nonlinear circuit,
harmonics of the input frequency then appear at the output. When two sinusoidal
frequencies are applied to a nonlinear circuit, not only does the output signal contain
harmonics of both, but other frequencies appear that are not harmonics of either. The
concepts of mixing and frequency multiplication are essentally bound up with the
nonlineanity of the circuits involved and the amplitude of the input signal. A
convenient way of describing the transfer characteristic of a nonlinear device is the use

of a power series:
V. =AV. + BV +CV’ + DV  +.... (7.1)
Where V, = output voltage
Vi= 1nput voltage
A,B,CD,...=constants
When two sinusoidal signals V; and V> with respective frequencies f; and f; are applied
to such a nonlinear circuit, the expression for the output voltage contains many terms.
By substituting
V.=V, +V, (7.2)

into equation (7.1), then:



MIXER THEORY CHAPTER 7

V.= AW, +V,)+ BV, +V,Y +C(V, +7,)" +....

= |;4V, + BV +CV K, V" ]+ [wz +BV, +CV, + K V," ]+ (7.3)

bavy, +3cv v, +3Cvp +.t KV, ]
The first set of bracketed terms represents the output voltage obtained when the signal
V, alone is applied to the nornlinear circuit: it can be shown by using trigonometrical
identities that the term in V,” generates the harmonic of frequency mf;. The same
reasoning can be applied to the second set of bracketed terms to show that the term in
V;" generates the harmonic m/f; from V. The third set of bracketed terms is the sum of
cross products obtained from the expansion of the powers of (V; + V3). It can be
shown that the general term V" V5" generates two frequencies, the sum and difference
frequencies, given by:

Sum frequencies: mf, +1f, (7.4)
Difference frequencies: mf, — nf, (7.5)

where m and » are integers.

A highly nonlinear transfer characteristic generates many frequencies if two sinusoidal
signals are applied. This is typical large-signal behavior: at the output there are two
original (amplified) sinusoidal frequencies, the harmonics of both and all the sum and
difference frequencies. The amplitudes decrease as m and » increase. The sum and
difference frequency signals are known as intermodulation products. The first two sets
of bracketed terms in equation (7.3) produce harmonic distortion, while the third
produces intermodulation distortion. Note that an increase in these two types of
distortion amounts to a dispersal of power and thus a loss of power from the

fundamental frequencies.

A bandpass filter is used at the output of the mixer to allow only the desired frequency
to pass — generally that of the desired intermodulation product and in practice normally
the difference frequency (downconversion). The sum frequency is sometimes used for
upconversion in fransmitters. In most case one of the signals (here V;) will be much
greater than the other to ensure large-signal behaviour i.e. a large excursion around the
operating point to obtain intermodulation products. The large signal js generally called

the LO (local oscillator) signal. Since the RF signal V, often arrives from a receiving
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antenna, it is small; this is reinforced by the fact that for f> the intermodulation

products of high index will have a very small amplitude.

A mixer also incorporates an input circuit to combine the RF and LO signals correctly
before applying them to the active nonlinear component. For this purpose, either a
directional coupler, a transformer at relatively low frequencies or a hybrid coupler at
high trequencies is used to combine the signals and to isolate them from each other. If
conversion to a low or intermediate frequency is desired, the LO frequency fio is
usually tuned to a frequency above that of the received RF carmmier and the difference
frequency signal (f1o0 — fzr) is selected while the other signals (1o, far and f1o + frF) are
rejected by filtering [18). The LO frequency is almost always higher than the RF
carrier frequency, a characteristic referred to as the high-side injection of the mixer and

the system is referred to as a superheterodyne system.

7.3 Parasitic signals

A mixer generates many difference frequencies with values given by mf; — nf;, where
m and n are integers. It is therefore possible for values of m and n to occur that
produce frequency differences close to f; — /3. These undesirable signals are liable to
pass through the output bandpass filter, which must therefore bave a narrow
bandwidth. In addition, the operating point and the excursion along the charactenistic
curve (i.e. the amplitude of the local oscillator) should be such that cross products of
order greater than 2 are negligible. Note that such parasitic frequencies are generated

for high values of m and n.

Another type of undesirable signal, this time at the input, consists of the image
frequency fi,. It is the second RF frequency that creates a response at the [F. For
example, 1f a mixer is designed to convert 8GHz to 1GHz with a 7GHz LO, the mixer
will also convert 6GHz to 1 GHz using the same LO frequency. It is defined by:
Sin =200 = far
=2fi~/

Thus a mixer can accept a signal of frequency /i, as an input signal. This is the reason

(7.6)

for all mixer circuits having an input filter to reject the image frequency. Consider the

following examples: If the local oscillator is at 2750MHz, input frequencies al
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2740MHz and 2760MHz will generate the same 10MHz output. Here the lower limit
of the input frequency range is lower than the LO frequency. In a conventional
receiver, where the lower limit of the TF output is higher than DC, this problem can be
solved by adding 2 RF filter to limit the input bandwidth. For example, if the input is
from 2750MHz to 3250MHz and the LO is at 1750MHz, the IF output i1s from
1000MHz to 1500MHz. The image entering the [F passband is from 250MHz to
750MHz in the RF input, which can be filtered out easily with a RF bandpass filter
from 2750MHz to 3250MHz. If the LO frequency is at 2750MHz, with the same input
bandwidth from 2750MHz to 3250MHz, the IF output is from 0 to SOOMHz. The
image is from 2250MHz to 2750MHz. This image (2250MHz to 2750MHz) will be
very difficult to filter out because the desired input (2750MHz to 3250MHz ) is
adjacent to it. A filter with a finite slope to pass the 2750MHz — 3250MHz frequency
range will not effectively stop the signals in the 2250MHz - 2750MHz range.

The spurious output is another undesirable aspect that should be considered during
downconversion: A mixer used to downconvert an input signal to a proper IF range is
usually considered as a linear device, but strictly speaking, it is a nonlinear device. In
addition to the desired frequency, a mixer would produce many other frequencies,
often called the spurious output. The spurious frequencies can be determined using

equations (7.4) and (7.5) by
[, =mf, +nf, (7.7)

where m and n are integers and f; and f; are the input frequencies. Figure (7.1) shows
a mixer spur chart for the determination of spurious responses. The desired output of a
downconverter is on the diagonally straight line marked H-L. H and L represent the
higher and lower frequencies of input signals f; and f>. In a conventional
superheterodyne receiver design, where the [F bandwidth is narrow, the oufput is
chosen such that there are no low ordered spurs in the [F bandwidth, such as in the
region A of the spur chart. If an IF is from dc to a certain range, the spurs of 2H-2L,
3H-3L, ...are always included. For example, if the input is from 2750MHz to
3250MHz and the local oscillator is at 2750MHz, the output is from 0 to 5S00MHz
represented by square B where 6 spurs are included. Square B is obtained by use of

the following two equations:
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L or L (7.8)
H
oL, L (7.9)
H f

The use of equations (7.8) and (7.9) yields values of 0.846 and 0.154, respectively. [f
the input is from 750MHz to 1250MHz and the local oscillator i1s at 7S50MHz, the
output 1s from 0 to SOOMHz represented by square C (equations (7.8) and (7.9) yields

values of 0.6 and 0.4, respectively). This square contains many more spurs than square

B. In general, the smaller the percentage bandwidth with respect to the local oscillator

frequency, the less spurs the output contains,

0B

0.2

L/KH (F )
2

MIXER SPUR CHART

Fig. 7.1: Mixer spur chart (from [30])

7-6



MIXER THEORY CHAPTER 7

7.4 Principal characteristics of mixers

7.4.1 Voltape standing wave ratio (VSWR) p

The VSWR gives a qualitative measure of the match for each of the mixer ports. It is

expressed mathematically as

p=1+|r| (7.10)
1|

Tt (7.11)
z. 4z

where z; 1s the input impedance of the mixer at the frequency concerned (IF, LO, RF)
and z. is the characteristic impedance (usually 50€2). The VSWR is closely related to
LO amplitude which determines the operating point of the component. When the RF
level is 20dB below the LO level, the VSWR that is used to calculate the filtering and
matching circuits, is taken as unchanged. The value of p is generally defined by the

manufacturer for a LO power having a valuc at the midpoint of its range of variation.

7.4.2 Isolation

The 1solation is defined as the insertion loss between two terminals of the mixer for a
given RF, LO or IF frequency. Its value i1s given by the manufacturer, over a range of
frequencies, as a function of the LO level and sometimes of temperature. The LO
input/RF input and LO input/IF output are the only ones quoted. The RF input/IF
output tsolations is only given if the RF level is such that there is a nsk of some RF

persisting at the IF output.

7.4.3 Dvnamic range

This i1s the range of RF power over which it is possible to use the mixer. The
minimum threshold is generally the noise, and the maximum limit is the 1dB

compression point of the mixer.

7.4.4 The 1dB compression point

A mixer has an almost constant conversion gain (defined in section (7.4.7)) over the
whole of its dynamic range, which implies that when the RF signal increases, the IF
signal also increases. This only lasts until an RF level 1s reached at which Pjr versus

Pgr characteristic begins to show saturation. The saturated output level of a mixer is
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usually defined by its 1dB compression point. The RF amplitude that produces an IF
level |dB below that corresponding to a linear extrapolation of the characteristic is
called the 1dB RF compression point. Altematively, the 1dB compression point 1s the

output power point at which the conversion loss increases by 1dB.

Beyond this point, intermodulation products of higher orders appear and there 1s a
transfer of power from fir to /= mfre + nf o (With m=1 and n#l), which is undestrable
from the user’s point of view. The value of the 1dB compression point is related to the

amplitude of the LO signal.

7.4.5 The intermodulation intercept point and the corresponding powers

The intercept point / is defined as the point at which the output power in the
intermodulation products is equal to the /& output power. The input and output powers
Pji and P, at the point / are related by

P,=P,+GC, (7.12)
all 10 dBm. G. is the muixer conversion gain. A high Pj guarantees a large dynamic
range and a good value for the 1dB compression point. The manufacturer generally
gives the value of Pj; or P, for intermodulation products of the third order (2f.0 — fzF,
2frr — frLo) or for double intermodulation products of the third order (with two RF
sources, one wanted, one parasitic):( 22frrs £ fre2 £ fr0: frer £ 2fpe £ f10)- This is
warranted by the fact that the frequencies of the double products of the third order are

very close to fjr are not attenuated very much by normal mixers.

7.4.6 The noise factor, F

This 1s generally defined for a single sideband (SSB) system by the following

relationship:

Fysy(dB) = G, (dB) + IOIog,o[ I noise power ] (7.13)
noise power
For a double sideband (DSB) system,
F 55 (dB) = Fio (dB) - 3dB (7.14)

The difference between the RF and IF noise power is produced by the active and
passive components used in the mixer. The type of poise in question are 1/f (flicker)

noise from carmer generation and recombination, thermal noise and shot noise. Mixers
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with high intermediate frequencies are affected only by white nojse (themmal and shot)
and thus have better noise characteristics than those with low [Fs which are subject to
1/f noise. This accounts for all the investigations being carried out with the aim of

reducing 1/f noise level [69] for active components that can be used in low-[F mixers.

The noise factor of mixers is measured in the same way as for amplifiers, except that
the signal and noise power levels are compared at different frequencies (fjr and frr).
From the point of view of noise, it is essential to reject the image frequency since, if a
signal of frequency /= f,0 - fir is the RF source for the mixer, the signal /= fo + fiF =
Jim 1s also converted to the frequency fj=. This doubles the amount of noise at the [F

output and thus increases the noise factor of the muxer.

7.4.7 Conversion gain G,

The conversion gain (or loss) of a mixer is defined mathematically as

IF power } (7.15)
power

G, = 1010gm[
All mixers have a 3dB loss because one of the two sidebands is eliminated. The
conversion gain is always negative for a diode mixer (DM) and is on the whole
positive for a transistor muxer (TM). The value of G, is closely related to the local

oscillator amplitude and the type of mixer [70].

A simulation using ADS software was performed to determine mixer conversion gain
and the [F spectrum (intermodulation products). The IAMS81081 mixer by Avantek
was used. A RF frequency and power level of 2GHz and -50dBm, respectively was
used. For a desired IF of 68MHz, the LO frequency was selected (using equation
(7.5)) as 1932MHz. The LO level was chosen to be —5dBm (within the specified LO
operating level of the IAME&1081 mixer). Note that the LO leve is much larger than
the RF signal level. As discussed in section (7.2), this is to ensure large signal
behaviour to obtain intermodulation products. Figure (7.2) shows the ADS simulation

cureuit schemathe.
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VAR blocks |n mecsurement equallfons, provided
the variables ogre also listed o3 QUulVars

urnder the simulation controller.,

Fig. 7.2: ADS circuit schematic for simulation of mixer conversion gain and IF

spectrum

The conversion gain was determined by writing an expression cvaluating the
difference between the RF and IF power levels. The conversion gain was computed to

be 11.611dB (figure (7.3)).

ApPConversionGain=dBm(HB.Vif[1])—(-50)

ConvergionGain

11.611

Fig. 7.3: Expression for determnination of conversion gain

Figure (7.4) shows a plot of the [F spectrum. The relevant data is extracted and
conveniently displayed in table (7.1). It should be noted that the desired 68MHz [F
power Jevel is above that of the —50dBm RF level by that of the conversion gain
(11.611dB). The IF frequencies listed in table (7.1) are obtained by application of the
sum and difference frequency equations (equations (7.4) and (7.5)) form +n < 5. To
speed up simulation time, the maximum order of the RF signal was set to 5. It should

be noted that the [F spectrum consists of all intermodulation products form +n<35. In

7-10



MIXER THEORY CHAPTER 7

practice an [F bandpass filter is used at the output (IF) port of the mixer to pass the
desired product only (68MHz in this case). Also, the power levels of the 2GHz and
1.932GHz intermodulation products are different from the corresponding RF and LO
levels at the input of the mixer. These levels can be calculated by the use of
intermodulation product tables (spurious response charts) listed in manufacturer’s

datasheets. Section (7.5.2) briefly describes this chart.
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rF“ mfrea. GHz
reg=1.,932000GHz freg=2.000000GHz
dBm(myConvGoin. .Vif)=-29.457306 dBn(myCanvGain. .Vif)=—62.095122
m3 mé4
treg=1.864000GHz freq=68.000000MH2
dBm(myConvGoin. .Vif)=—73.924018 dBm(myConvGain. .Vif)==38.38930D
Fig. 7.4: IF spectrum
BTy ' F_Spectrum=dBm(HB. Vi f)
_frea | \F_Spectrum
0.000 Hz <invaolid>
68 .000MHZ -38.389
1.864GH2 —73.924
1.932GHz ~29.457
2.000GHz | -62.095
3.796GHz -58.193
3.8846H2 -20.931
3.932GHz ~54.813
5.728GHz -91,625
5.79B8GHz -45.899
5.8B4GHZ -86.228
7.728GHz —49.080
7 .796GH?2 ~81,739
9 .660GHz -62.237
9.728GHz -103.588

Table 7.1: IF spectrum
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7.5 LO-Induced noise, intermodulation and spurious signals

The sensitivity of a microwave receiver is usually limited by its intemally generated
noise. However, other phenomena sometimes affect the performance of a mixer front-
end more severely than noise. These are AM noise (amplitude noise), phase noise,
spurious signais and intermodulation products. AM noise and phase noise have been
thoroughly discussed in the previous chapter (chapter 6). The discussion here 1s

limited to interrnodulation distortion and spurious responses.

7.5.1 Two-tone intermodulation and saturation [70]

Mixers are subject to gain saturation and two-tone intermodulation. Mixer operation
requires that the RF input level be kept well below the LO level. As the RF level
approaches the LO level, there is gain saturation and distortion. The saturated output
level of a mixer ts usually defined by its 1dB compression point, the output power at
which its conversion gain decreases by 1dB. For the same LO level, active FET
mixers have higher 1dB compression points than diode mixers. Increasing the output

level of a mixer requires increasing its LO drive.

Diode mixers have high levels of multitone IM (intermodulation). IM is manifest as
the creation of distortion products when two closely spaced RF input tones (e.g. at

frequencies f; and f2) generates other tones at the frequencies

S =xaf, 21, 250, (7.16)
where g, », s are positive integers.
The worst of these are the third order (¢ + r = 3) products at 2f; - f> and 2f; — f;
downconverted to the [F.  These distortion products are generated by the
nonlinearities in the solid-state device used to perform the mixing. The large-signal
LO, in addition to the small-signal excitations, convert the intermodulation products fo

the [F frequency and to sidebands of all the LO harmonics.

The spectrum of intermodulation products in a mixer is shown jn figure (7.5).
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Fig. 7.5: Spectrum of the intermodulation products resulting from two RF inputs
(from [70])

The intermodulation products up to third order are shown. These are “folded” around
each LO harmonic. In the lower curve of figure (7.5), f; and /; are [F frequencies. As
long as the mixer is not saturated by the RF tones, the levels of IM at the [F port
depends on the levels of the excitation. A graph showing linear output levels and IM

levels versus input levels is shown in figure (7.6).

10
o b INTERCERT
FOINT
LINEAR OUTPUT
LEVEL

Pour, dBm 10 -

IM OUTPUT
LEVEL
-20

-20 -10 0 10 20
Pm. dBm

Fig. 7.6: The third-order intercept point (from [70])

The third-order intercept point is the extrapolated point where the TM levels and linear
output levels meet. By convention P, and P,y are the output levels of each tone. The
level of intermodulation products at the output of the mixer is given by the well-

known relation (81]:

Py, =nP —(n-1)1P, (7.17)
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where n is the order of the IM product, /P, is the nth-order intercept point of the IM
product in question, and P, is the output level of the linear responses, assumed to be
equal. All power levels in equation (7.17) are in dBm. Note that 7P, is the
extrapolated point, in terms of output power, at which the input-output curves of the

linear and IM responses intersect.

Equation (7.17) shows that the levels of the nth-order IM product vary » dB for 1dB
change in input level of both input tones. Closer inspection of the analysis leading to
equation (7.17) would show that the ath order IM product given by equation (7.16),
where g + » = n, varies g dB for every 1dB change in f;, and r dB for every 1dB
change in f5. This principle, in combination with the intercept point and equation

(7.17), can be used to find the IM level that results from any set of input levels.

When a mixer is cascaded with either RF preamplifiers or an [F amplifier, the
calculation of intercept point for the cascade is complex. The intercept point for each
stage 1s amplified or attenuated by the next stage, along with the desired signal, and
nsew [M products are generated. These new [M products occur at the same frequency
as those of the previous stage but their phase is indeterminate. Thus, the IM products
may combine in such a way as to either enhance or reduce their magnitude. This
process is repeated at each subsequent stage. An upperbound on the intercept point
can be determined by assuming that the IM products generated in each stage, and
those passed along from previous stages, add precisely in phase. This is a reasonable,
worst-case assumption. Under this assumption, the worst-case output intercept point
of a cascade of stages ([81], [82], [83]) is:

(1-n)/2

IP, = IP,,_,"(’ oy (G 1P, ., )("")’2 +(G,G

G, Y2

w L)

n=1

(7.18)

where 7 is the order of the IM product, m is the number of stages, and subscripts refer

to the stage numbers.

[n any receiver, the mixer i1s the dominant source of intermodulation distortion. lts
contribution can be minimized by using minimal gain in the low-noise RF amplifiers
preceding 1t. Minimizing the noise temperature of the receiver, however, requires the

use of substantial amplifier gain. These are conflicting tradeoffs, which are resolved
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only by using no more gain ahead of the mixer than is necessary to meet noise
temperature goals. The better the mixer design, the less low-noise amplification is
needed, and both noise temperature and intermodufation Jevel will benefit.
Minimizing preamplifier gain also improves spurious-response levels by reducing the

input level at the mixer.

7.5.2 Spurious responses

Spurious responses are a type of single-tone intermodulation. The frequencies of
spurious responses are given by equation (7.16) when either ¢ = 0 or » = 0. However,
unlike conventional multitone intermodulation, in a spurious response, a harmonic of
the LO other than the one that causes the desired frequency translation often figures
prominently. As mentioned earlier, the mixer generates output frequencies that satisfy

the relation

Sir =0 e + "fl_o (7.19)
where m, n = 0, 1, *2,...and fjr, frr and f;o are the IF, RF and LO frequencies,

respectively. This equation is similar to the sum and difference frequency equations
of (7.4) and (7.5). Thus there exists a wide range of frequencies, many of which are

outside the RF passband, whereby interfering signals can be converted to the IF.

If the input frequencies satisfying equation (7.19) are well outside the input passband,
the interfering signals can be removed easily by filtering. If the spurious response is
of a high order (i.e. high values of m and n), the mixer would not convert them
efficiently to the TF. The problem becomes serious when the RF frequencies of low-
order spurious responses are within the mixer’s input passband, or are so close to it
that they cannot be filtered effectively. The best way to avoid spurious responses is to
select RF, LO and IF frequency ranges appropnately. An understanding of spurious
responses can be gained through the following example. Although the frequency
range from this example is different from that used in the project, the knowledge
attained is usefu). Figure (7.7) shows a spurious-response plot and table (7.2) shows a
level chart for 2 29GHz to 30GHz mixer having a 3GHz to 4GHz IF passband.
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1 2 3 4 5 6 7
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Fig. 7.7: Spurious response plot for 2 30GHz mixer (LO frequency = 26GHz)
(from [70])

Since none of these curves intersect the shaded area, this mixer has no in-band

SpUTIOUS TESPONSEs.

Spurious-Response Levels of a 29- (0 30-0G1 1z Mixer
® indicareg 1hat no spur exisis within the 20- to 40-Gl12 RIS ringe

IF Frequency: Ao 4 Gllz
1.0 Frequency: 26 Gllz,
FO Tevel: #123 ¢B3m
RF Level: =10 diSm

1O Hdrmonic (n): -3 a 2 3
R} =10 « X ®
% -45 % ]
x X x bl 4
RI" Hurmonic (in): -1 X X x x
-2 x ' -4 -80
-3 x x x =70

Table 7.2: Spurtous-response levels of a 29GHz to 30GHz mixer (from [70])

The plot in figure (7.7) i1s simply a plot of equation (7.19) for several low-order
combinations of m and ». Spurious responses (including the image, which can be

treated as the low-order spurious response (m,n) = (-1, 1)) are plotted over the range
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of input frequencies from 20GHz to 40GHz and IF frequencies from zero to 8GHz.
Note that the defined RF and IF ranges have been exceeded, because spurious
responses outside the defined passband may still be a source of trouble. The response
of greatest concern in this example is the (2, -2) response from 27.5GHz to 28GHz,
close to the lower edge of the passband, because it has relatively low order. It 1s close

enough to the RF passband that it may be difficult to eliminate by means of a filter.

The spurious-response chart, table (7.2), shows the spurious-response levels of the
mixer. The response levels in the chart were measured with the LO level set at the
mixer’s standard value, in this case 13dBm, and at an RF input level of =10dBm (this
input level has become an informal standard for specifying spurious—response levels).
The chart includes the effects of filtering and matching circuits that may be used in the
mixer. [n some cases, the put frequencies that give rise to a particular spurious
response cannot be measured — thus there is no entry in the table for this. For other

types of mixers, such as a broadband balanced mixer, the table would be nearly full.

The ~10dBm leve] is a compromise: it is not high enough to cause saturation, so the
data in the table can be scaled to different input levels, yet it is still high enough to
allow accurate determination of some fairly high-order (and therefore weak)
responses. These data can be scaled to different RF input levels [82] by recognizing
that spurious responses are a type of intermodulation. Like other intermodulation
products, the response associated with the mth harmonic of the RF input changes ni
dB for each dB change in RF input level. Thus, a reduction in RF level of 10dB
reduces the (2, -2) response by 20dB, or the (-2,3) by 30dB. This principle can be
used to determine the amount of filtering needed to reduce any spurious response to an
acceptable level. Note that this principle does not apply to the LO level, or to RF

levels strong enough to saturate the mixer.

One of the fundamental uses of LNAs ahead of a mixer is to minimize a receiver’s
noise temperature. This has been established in chapter 5. Because of the way mth
order spurious responses and intermodulation products vary with input level, the use
of an LNA can seriously degrade the receiver’s intermodulation and spurious-response
performance. For example, suppose an LNA having 20dB gain is added to the input

of a receiver having a mixer front-end. The extra 20dB of sigpal level at the input of
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the mixer will increase the level of a (2,1) spurious-response by 40dB, and will
degrade the carrier-to IM level by 20dB; a (3,#) response will be degraded (in terms of
carrier-to-IM ratio) by 40dB.

7.6 Conclusion

Some important issues and properties of mixers were highlighted in this chapter. An
understanding of simple concepts such as the generation of sum and difference
frequencies (that are often taken for granted), enable selection of the approprate LO
frequency for a given RF and desired 1F. The issue of the LO drive level always being
specified larger than the RF dnve level in manufacturer’s datasheets also become
apparent. Also, as discussed, the mixing process generates, in addition to the desired
IF, other unwanted intermodulation products. These unwanted products are removed
by an IF bandpass filter. Thus, it is not uncommon to find these [F bandpass filters in
RF front-ends. This 15 also evident in the implementation of the BPSK RF front-end
(chapter 9). These characteristics where taken into consideration in the

implementation of the RF front-end of chapter 9.

Other issues, though not related to this project, not only are of interest to the reader,

but also provides insight into this ever-present device.
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CHAPTER 8
LOW NOISE AMPLIFIER DESIGN

8.1 Motivation

This chapter presents the design, simulation, construction and characterization of a
low noise amplifier (LNA) intended for use in the BPSK RF front-end system
(chapter 9). The LNA specifications of interest (noise figure and gain) are crucial to
this investigation. With knowledge of these specifications for each of the front-end
blocks, the overall noise figure (using Friis® equation) can be computed. Thus the
SNR and the Error Vector Magnitude (EVM) degradation of the system can be
measured. Hence the LNA can be specified for a given SNR or EVM system

requirement.

Due to the wnitial expected delay in the arrival of the commercially available LNA
(ZEL-1724LN) used in the BPSK system, the need for the design and construction of
an in-house LNA was further motivated. However, it was not possible to characterize
the noise figure of this LNA at the frequency of interest (2GHz). The reasons for this
have been outlined in section (8.6.1). As a result, the delay cost incurred in the amrival
of the commercial product was accepted, and the ZEL-1724LN was included in the
BPSK RF front-end (figure (9.1)). Nevertheless, a low-cost, in-house solution, with

the possibility of demonstrating acceptable system performance, is an atiractive and

viable option.

8.2 Introduction

In wireless communication systems, a fundamental function of the RF front-end
section is signal amplification. In the case of a receiver, the lowest possible signal
level at its input must be amplified to a level that can be detected by the demodulator.

In the transmutting case, the transmitted signal must be amplified sufficiently so that

8-1



LOW NOISE AMPLIFIER DESIGN CHAPTER 8

despite losses inherent in wireless transmission, the signal can be received by the base

station.

There are several types of amplifiers that serve specific funciions in the RF front-end
of the communication system. In the receiving chain, amplifiers that are closest to the
antenna contribute directly to the noise performance. As established in chapter S,
these LNAs must have a low noise figure and provide adequate gain so that noise
contributions from the remaining of the receiving components are negligible. In the
transmit path, the amplifiers closest to the antenna are power amplifiers (PAs). They
must amplify the signal Jinearly and efficiently [65]. However, noise is not a primary
consideration in PAs. Chapter 5 also made brief mention of the near-far effect which
1s eliminated by power control. In this instance, the receiver incorporates automatic
gain control (AGC) in either the RF LNA or IF amplifier. The function of these
variable gain amplifiers (VGAs) is to help keep the receiver output constant over the
expected range of signal level. The noise and lineanty specifications/requirements of
VGAs are not stringent as that for LNAs and PAs, respectively. However, the
dyvnamic range of VGAs must be reasonable 1.e. it must be able to handle both the

levels of small and large signals.

The basic topology of microwave amplifier circuit design is straightforward. Ofien
the only components involved are an active device (transistor or FET) plus four or
five microstrip transmission line elements of various lengths and widths. Compared
to a large analog [.C. chip or a digital microprocessor chip, such a microwave circuit
seems very simple. However, the design of microwave amplifiers poses many

technical chalienges to electronic circuit designers.

High-frequency amplifier design has traditionally followed the route of an art rather
than a science. Engineers would carry out approximate calculations and then make
the amplifier circuit work by means of tuning, shielding, grounding and the design of
a good layout. However, in addition to the above techniques, scattering parameters
are today used in raicrowave amplifier design work because they are easier to measure

and work with at high frequencies than are other kinds of parameters. They are
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conceptually simple, analytically convenient, and capable of providing insight into a

design problem.

The approach followed in the designing of a practical high-frequency amplifier is

based on the following six steps:

I. Define a specification

1. Select an active device

I11. Select a topology

V.  Select a bias circuit

V. Perform a computer simulation and optimization of the circuit to realize the
specification.

V1.  Construct and test to verify that the design meets the spectfication.

VII.  Adjust simulation to achieve measured results (Steps V to VII are performed

iteratively).

The necessary tools for the design of microwave amplifiers are found from an
understanding of transmission lnes, two port networks and impedance matching
networks. With the knowledge and understanding of scattering parameters, the design
of amplifier circuits 1s essentially an impedance matching problem. In order to
understand this design, it is assumed that the reader i1s familiar with basic network
analysis and the elementary concepts of microwave amplifier design theory. A
detailed theoretical analysis of microwave amplifier design can be found in [63], [84],

[85], [86], [87] and [88].

The first step 1n the design process is the definition of the specifications. It is intended

to use to this amplifier in the proposed CDMA adaptive array system. The

specifications have been appropriately defined as:

o Ceutre frequency of 2GHz

e Required operating power gain > 10dB

e Minimum 3dB bandwidth of |IOMHz (This bandwidth i1s commensurate with the
4.096MHz chip rate of WCDMA. A bandwidth of 8.192MHz (2 x chip rate) is
required for BPSK modulation)
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s Noise figure less than 3dB in the |OMHz bandwidth (corresponding to noise
figures of commercially available LNAs)

e System characteristic impedance (Z,) of 5002

The design process in steps II to IV for active device, topology and bias circuit
selection, respectively, are documented in the appendix (appendix A.3). A discussion
on the simulation, uptimizaton and construction aspects (steps V and VI) wiil now be

provided.

8.3 Initial circuit simulation

The initial circuit was simulated using ADS ([7]. Figures (8.1) and (8.2) show the

circuit schematic and s-parameter simulation results, respectively.
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Fip. 8.1: Circuit schematic
With regard to the s-parameter simulation results (figure (8.2)). the foliowing points
are of interest: At 2GJI7. the transducer gain of the amplifier (| Sz,| )1s 12.89dB. Thus,
this meets the 10dB minimum specified gain. The mput reflection parameter (l S,y is
—7.906dB. It is also apparent that the 3dB bandwidth is much greater than the
specified mimymum bandwidth of [OMHz (3dB bandwidth =~ 400MHz). Figure (8.3)
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shows the noise figure versus frequency simulation resuits. Once again it is apparent

that the noise figure is less than 3dB within an approximate bandwidth of 1.25GHz.

The simulation results indicate that the amplifier meets all the specifications.
However, the large value of the input reflection parameter (-7.906dB) is a cause for
concern. The input reflection parameter (| S, | ) is a measure of the quality of the input
match. It is the ratio of reflected power to transmitted input power at port 1 of the
device. It is thus desirable to make this parameter as small as possible. The next
section focuses on optimization of the circuit for an improved input match.
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Fig. 8.2: S-parameter simulation results
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8.4 Optimization

8.4.1 Fundamentals of optimization

Often in the design of a microwave amplifier, the inifial responses - gain, noise figure,
input or output VSWR, and so on - do not exactly match the specified values over the
frequency band of interest for many reasons. For example, the model may not exactly
represent the measured data; other causes of error include the unilateral assumption in

the case of transistors, or the distributed approximation of the lumped elements.

In order to obtain the specified response, the elements of the original network can be
adjusted by the cut-and-try method (tuning); this usually limits a network to a few
elements and a narrowband response. For a large broadband network, this type of
tuning is a tremendous and often impossible task. Therefore it is more appropriate to
adjust the response of the initial network by varying its elements iteratively according
to some numerical algorithm carried on a digital computer. This process is called
optimization. Since optimization is an iterative process, the procedure is laborious,
and for a broadband amplifier the number of iterations could easily be a few hundred -
even with the most efficient currently available optimization methods - if the response
of the imitial network deviates too far from the specified one. Furthemuore, the
optimization process may fail or may converge to an inferior network with poor

starting values.

8.4.2 Optimization of input matching network

The simulation results in section (8.3) indicate that the amplifier meets all the
specifications. As mentioned, the large value of the inpul reflection parameter

(-7.906dB) is a cause for coucern. This can be attributed, inter alia, to the non-
consideration of the biasing lines, step-width change discontinuity [89], coupling and
bypass capacitors in the simulation model. There is thus a need to optimize the circuit

for an improved input match or lower input reflection parameter (1 S, ).
Tuning ts one of the simplest optimization tools in ADS. TIn this instance, the length

of the quarter-wave transformer (between 50Q) input line and input open circuit stub)

was tuned/optimized for an improved input match. An optimum value of —26.765dB
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for the input reflection parameter (| S‘,|) was obtained for a 13.867mm transmission

line length.

Thus, a reduction in the length of the quarter-wave section from

22.334mm to 13.867mm resulted in a reduction in | S, | from —7.906dB to —26.765dB.

Figures (8.4) and (8.5) shows the optimuzed s-parameter simulation results and noise

figure versus frequency plot, respectively.
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Fig. 8.4: Optimized s-parameter simulation results
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Fig. 8.5: Noise figure versus frequency (after optimization)

On comparison of the optimized simulation results of figures (8.4) and (8.5) with that

of the initial ¢ircuit (figures (8.2) and (8.3)), optimization also resulted in a marginal

improvement in gain (| S,|) from 12.89dB to 13.793dB and a decrease in the noise

figure from 1.858dB to 1.655dB. It is evident that the 3dB bandwidth is greater than
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200MHz while the noise figure is less than 3dB within a 1.6GHz bandwidth — still
well within the amplifier specifications. Figure (8.6) shows the optimized wput

matching network (dimensions in millimetres).

I< 21.17 | 13.867 )|
1,3151‘ ' —__ v 0.336

33.697

S A
>«

0.257

Fig. 8.6: Optimized input matching network

8.5 Layout and construction

The circuit Jayout was implemented in ADS. A 1:1 artwork was obtained and is
shown in figure (8.7). The circuit was constructed on double-sided PCB substrate
with one side used as the ground plane. Return paths between topside ground
connections and the bottom ground plane are obtained by using wire “feedthroughs™
soldered on ejther side. Holes were drilled through the board to accommodate these
“feedthroughs”. Two millimeter (2mm) gaps were left on the input and output 50Q
lines to allow 0805 chip coupling capacitors to be added later. Radio {requencies were
prevented from entering the DC bias power supply by inserting DC bias transmission
lines of width 0.114mm. These lines have a characteristic impedance of 150Q) - larger
than that of the other microstrip lines. The DC bias lines were effectively made X /4
(22.787mm) in length to present an effective open-circuit at the gate and drain of the
ATF10136 device. These lines serve as RF chokes. RF in the DC supply could cause
the supply 1o oscillate. These lines were ferminated in capacitors, thus presenting a
RI short circuit to ground. All capacitors (coupling and bypass) were 10nF 0805 chip

capacitors. The “GND”, “Vg” and “Vd” pads shown, provides connectivity to the
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ground, gate and drain inputs, respectively of the power supply (see figure (A.11) in

appendix A.3). Figure (8.8) shows a picture of the complete amplifier.

Foorprints for 10nF GND
bypass (decoupling) \’ | Pifldlj fothl]J:el g?gz:éleads
of the A aAs

capacitors
° Vi o® Vil A device (these pads are
I ]_3 OQ_ DC connected via
ATF10136 GaAs — bias lines_ wfecdthroughs™ to the
device underside ground plane)
sits here

a

=
502 input I NFUT

line line
Foorprints for 10nF

coupling capacitors

]
outeds X

502 output

Fig. 8.7: Circuit artwork (1:1)

i R | ’

Fig. 8.8: Complete amplifier
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8.9 Measurements and results

Testing of the amplifier was conducted using the Hewlett Packard Network analyzer
HP8510A. Figure (8.9) shows the measurement set-up. Extreme caution was taken
when connecting the amplifier to the network analyzer. Since both ports are only
capable of handling a maximum of 17dBm of power, an external variable attenuator
had to be used as a precautionary measure to prevent the expected output power of the
amplifier from exceeding this rated power at port 2 of the analyzer. The power source
at port 1 of the network analyzer was set to 0dBm. The external attenuation was set to
10dB thereby sourcing a —10dBm signal into the amplifier.  This power level is
significantly lower than the maximum power rating of the ATFI0136 GaAs FET
(430mW or 26.33dBm). With a maximum anticipated amplifier gain of 14dB, the
expected power input at port 2 should be approximately 4dBm — well within the

17dBm power handling capability of the HP8S10A.

Fig. 8.9: Measurement set-up

Figures (8.10) to (8.13) show plots of the s-parameter measurement results.
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Table (8.1) compares the measured s-parameter results with that of the simulation

(after opiimization) at the 2GHz centre frequency.

Simulation results (after
S-parameters Measured results
optimization)
s, -26.8dB -15.9dB
s, i3.8dB 13.1dB
(s, -22.2dB -23.1dB
S, -3.9dB | -5.6dB

Table 8.1: Comparison of simulated and measured s-parameter results

As can be seen in table (8.1), there is good correlation between measured and

simulated s-parameter results, with the exception of the mput reflection parameter

('S,|). Nevertheless, an input reflection parameter of —15.9dB is reasonable.
The gain of the device was measured to be 13.1dB. The 3dB bandwidth was
computed as 520MHz (Q factor of 3.85) which exceeded the mimimum specified

10MHz bandwidth. A broadband design has thus been achieved.

8.6.1 Noise figure measurements

Procedures and techruques for noise figure measurements are described in [91], [92]
and [93]. The technique described in [91], utilizing a spectrum analyzer, has been
deemed the best measurement choice for the following reasons:

a) The noise figure can be measured at any frequency within a spectrum analyzer’s
frequency range. This enables measurement at the device’s operating frequency
without changes In the test set-up.

b) Due to the frequency selectivity of spectrum analyzers, noise figure measurements

arc independent of device bandwidth or spurious responses.

However, as with any other measurement, the analyzer’s sensitivity and accuracy
become limiting factors in noise figure measurements. The technique outlined in [91]

has a hmitation: the noise output of the device under test (DUT) must be greater than
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the analyzer’s internal noise leve] so that it can be measured. If the noise output of the
DUT is below the analyzer’s sensitivity level, its power must be raised by a low-noise,
high-gain preamplifier. Then the noise level measured by the spectrum analyzer is

greater than the device’s output noise by the preamp’s gain.

Due to inadequate gain of the designed amplifier and the inavailability of a preamp at
the desired frequency, this technique (utilizing a spectrum analyzer) could not be
used. Instead, another straightforward technique utilizing a HP346B noise source and

HP8970B noise figure meter.

The basis of noisc figure measurements using a noise source and noise figure meter
depends on the noise linearity characteristic of linear two-port devices. The noise
power out of a device is linearly dependent on the input noise power or noise

temperature (T,) as shown in figure (8.14). N is the noise power added by the DUT.

1
P t (W
ower output (W) DUT

=
Slope = kG,B 7T G,
»os Poucpul
N, = <
»T,
0 Source teraperature (K)

Fig. 8.14: Noise linearity characteristic of a linear two-port device

[f the slope of this characteristic and a reference point is known, the output power
corresponding to a noiseless input power, N4 can be found. From Vg, the noise figure
F can be calculated using the well-known relation,

Fe N, +kT,BG

8.1
kT, BG @D

Tlus equation appeared in chapter 5.
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From figure (8.14), for a source impedance with a temperature of absolute zero, the
power output consists solely of added noise N, from the DUT. For other source
temperatures the power output is increased by thermal noise from the source amplified
by the gain of the DUT. The noise slope is determined by applying two different
levels of input noise and measuring the output power change. A noise source is used

to provide these two known levels of noise.

The HP346B noise source consists of a Jow-capacitance diode that generates noise
when reversed biased into avalanche breakdown with a constant current [94]. When
the diode is biased, the output noise will be greater than k7B (thermal noise) due to
avalanche noise generation in the diode. When upbiased, the output will be the
thermal noise (k7-B) produced in the attenuator of the noise source. These Jevels are

called T}, and T, corresponding to the terms “hot” and “cold™.

The HP346B produces noise levels approximately equa) to 10000K when on and

290K when off. To make noise figure measurements a noise source must have a

calibrated output noise. The excess noise ratio (ENR), expressed in dB is the ratio of
the difference between Tp and T, divided by 290K,
T,-T

ENR,, = lO]og% (8.2)

o

[t should be noted that a 0dB ENR noise source produces a 290K temperature change
between its on and off states. [t is often erroneously believed that the £NR is the “on”

noise relative to k7B. However, this is not the case.

T¢ in equation (8.2) is assumed to be 290K when it is calibrated. Noise sources are
supplied with an ENR table giving the ENR versus frequency values. The noise figure
meter uses £ENR and the Y-factor method as the basis of noise figure measurements.
Using a noise source, this method allows the determination of the internal noise in the
DUT and thus the noise figure. With a noise source connected (o the DUT, the output
power can be measured corresponding to the noise source on (N2) and the noise

source off (V). The ratios of these two powers is called the Y-factor,
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y = output power with noise source on 3 N, (8.3)
output power with noise source off N, '

or in dB units, Y, =10logY .

The Y-factor and ENR can be used to find the noise slope of the DUT that is depicted
in figure (8.14). Since the calibrated £EMR of the noise source represents a reference
level for input noise, an equation for the internal noise (N,) of the DUT can be
derived. In a noise figure meter, this is automatically determined by modulating the

noise source between the on and off states and applying internal calculations,

N, = kToBG(g E 1] (8.4)

From this an expression for the noise figure can be derived. The noise figure that
results is the total system noise figure, Fgys. It includes the noise contribution of ail
the individual parts of the system. In this case the noise generated in the noise figure
meter has been included as a second stage contribution. If the gain of the DUT 1s
large, the noise contribution from this second stage will be negligible. By substituting
equation (8.4) into equation (8.1),
_ENR
oy -

When the noise figure is much higher than the £NR, the device noise tends to mask

(8.5)

the noise source output. In this case the Y-factor will be very close to 1. [t 1s difficult
to measure small ratios of the Y-factor accurately. For this reason, the Y-factor
method 1s generally not used when the noise figure 1s more than 10dB above the ENR

of the noise source, depending on the measurement instrument.

Table (8.2) shows the noise figure results for the designed amplifier at three
frequencies. These results were obtained using the HP346B noise source and
HP&970B noise figure meter. Measurements were restricted to a frequency of 1.8GHz
which is the maximum operating frequency of the noise figure meter. At 1.8GHz the
simulated noise figure (after optimization) from figure (8.5) was 2.2dB while the
noise figure measurement yielded 2.7dB. At 1.7GHz and 1.75GHz, noise figures of

3.2dB and 4.97dB respectively, were measured. Simulated noise figures (after
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optimization) of 2.8dB and 2.5dB at 1.7GHz and 1.75GHz, respectively were
obtained. Unfortunately, no correlation/comparison between simulated and measured

noise figure (at the desired frequency of 2GHz) could be made.

Frequency Noise figure
1700MHz 3.2dB
1750MHz 4.97dB
1800MHz 2.7dB

Table 8.2: Noise figure measurements using the HP346B poise source and

HP8970B noise figure meter

8.7 Conclusion

[t was the intention of the author to specify, design and construct an LNA with
parameters that would provide acceptable performance of the BPSK RE front-end of
chapter 9. However, due to the reasons cited in section (8.6.1), the noise figure of the
LNA could not be measured. Nevertheless, a low-cost, in-house 2GHz broadband
low-noise amplifier (with 13.1dB gain and 520MHz 3dB bandwidth), for possible use
in the adaptive CDMA system, was developed.

Relevant theory focusing on amplifier stability was presented and a suitable design
technique, discussed and implemented. The topology of a low-noise high-frequency
amplifier seems very simple. Tuning, shielding, proper grounding techruques and the
design of a good layout plays an important role in the design of a fully functional
amplifier. To conclude, a firm theoretical and practical basis on microwave low-noise

amplifier design has been laid down in this chapter.
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CHAPTER 9
MEASUREMENTS

9.1 Objectives

The intention of this chapter is to verify and support the theory and simulation results
of the preceding chapters. The effect of RF component noise on DS-CDMA system
performance was evaluated in chapter 5. Essentially, RF component noise (as a result
of the noise figure) causes degradation of the signal-to-noise ratio (SNR) and hence an
increase in the bit error rate (BER). Thus it is intended to replicate the SNRs within
the measurement setup and compare the performance degradation between simulated
and measured results. In the previous chapters, the BER was used as a figure of merit
to quantify system performance. However, this chapter introduces a different
measurement method, the Error Vector Magnitude (EVM), which has been gaining
rapid acceptance in the wireless comrmunication industry. In addition to providing a
figure of merit for system performance, it introduces a methodology for
troubleshooting possible impairments sources within a transceiver system that could

cause signal degradation.

The phase noise theory in chapter 6 is reinforced by phase noise measurements. This
section does not include all possible phase noise measuring schemes nor does it
examine any single method in detail. Attention here is given to the more sensitive
methods of phase noise measurement. Two such methods are the delay line method
and the phase detector method. Using the HP89410A vector signal analyser in
conjunction with the theory developed in chapter 6, a quantitative phase noise

comparison of two frequency sources is performed.
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9.2 System description

Figure (9.1) shows a block diagram of the system measurement setup. The receiver
RF front-end was implemented using commercially-available (off-the-shelf)
components. Recall, at the onset of the project, 1t was intended to use the Alcatel
software radio as the CDMA ftransceiver platform. However, only during the
implementation stages of the project, did it become apparent that the transceivers do
not support carrier demodulation. Carrier demodulation is not a simple process
requiring both precise frequency and phase locking of the incoming modulated
carrier. Thus the design of a demodulator is complex and hence beyond the scope of
this research. As a result, a HP89410A vector signal analyzer was used to demodulate
the signal. Since the HP89410A has an operating frequency range between DC and
10MHz, the desired 70MHz [F was further downconverted to SMHz using another
mixer. However, the HP89410A is incapable of demodulating a CDMA signal i.¢. it
cannot perform the despreading operation. As a result a simple BPSK transceiver
system was configured A 2GHz, -20dBm BPSK modulated transmitted signal was
generated using the Rohde and Schwarz SMIQ 03 signal generator. This signal was
generated internally by modulating a 2GHz, -20dBm carrier by a 4.096MHz digital
signal. This digital signal was set to consist of the repetitive PN code (0011101) that
was used in the various ADS simulations. Figure (9.2) shows this sequence as viewed

on an oscilloscope.

1 S00% $-0.005 5003/ fE RUN

LR

S YN ETE (EYRYRYENE IRV RV RS EYEVRYRY B I rlw—Lrlﬂ-hiw-rld-y SRR N RYRERYIY O R

vp—p(1)=3.328 V

Fig. 9.2: Repetitive 4.096MHz digital signal used to BPSK modulate the carrier
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Fig, 9.1:Block diagram of measurement setup
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The 2GHz, -20dBm BPSK spectrum (for different frequency spans are shown in
figures (9.3) and (9.4).

MKR 2.000 ¥ GH=z
hD REF @, 3 dBm ATTEN 1@ JdB -3@. 5@ dBm

10 o8/

MARKER
2. P8 B GH=z
—33] 5@ dBm

i ' ) ' |
'. | I A i P | | ‘
CENTER 2. @0@ GH=z SPAN 4@ MHz
RES 8W 1@ kHz VBEW 3806 khz SWP 120 meac

Fig. 9.3: 2GHz, -20dBm BPSK modulated spectrum (400MHz span) measured at

output of Rohde and Schwarz SMIQ 03 signal generator
hg REF 2. 8 4B8m ATTEN 1@ d4dB

1@ dB/

1 ] i L
CENTER 2. 0208 © GH=z SPAN 1@. 8 MH=zx
RES BW 120 kH=z VBW 3213 kH=z SWP 28. @ msac

Fig. 9.4: 2GHz, -20dBm BPSK modulated spectrum (10MHz span) measured at

output of Rohde and Schwarz SMIO 03 signal generator
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From chapter 4, using the null-to-null bandwidth cniterion, a 4.096MHz data signal
bas an approximate RF bandwidth of 8.192MHz (2fy,) for BPSK modulation. This is
evident in figure (9.4). Figure (9.5) shows the ADS simulation equivalent of figure
(9.4). The estimation of this BPSK spectrum is obtained by computing the Fast
Fourier Transform (FFT) of the signal. The FFT is a radix 2 FFT that uses 2" data
points (N = ceil[In(number of data points)/In2]). The number of data points is related
to the resolution bandwidth and simulation sampling rate (2N=sampljng rate/resolution
bandwidth). Thus for a resolution bandwidth of ]00kHz and a sampling rate of 10
times the chip rate (10 x 4.096MHz), 410 data points are obtained and N=9. The
spectrurn 1s thus approximated by 410 points over a simulation bandwidth of
40.96MHz (ADS uses an RF bandwidth of 1/sampling time). Since the number of data
points is less than 2°, the simulated spectrum consists of spectral splatter which is
caused by zero padding of the data set. The ADS documentation provides further
information on this. Nevertheless, there is a reasonable correlation between the
measured and simulated spectrum for the 1997MHz to 2003MHz band: There are §
lobes on either side of the 2GHz centre frequency. The power levels of these

corresponding lobes are within 5dB to each other.

0
-10
-20—
-30—

e AWl

-80—
70—
-80— - -
-0
-100 T 1 T T 1 I

1985 1986 1997 1998 1999 2000 2001 2002 2003 2004 2005

Frequency (MHz)
Fig. 9.5: ADS simulation equivalent of 2GHz, -20dBm BPSK modulated

spectrum (10MHz span)

Referring to the block diagram (figure (9.1)), one notices that a commercially
avaijable LNA (ZEL-1724LN) as opposed to the designed LNA of chapter 8 was used
10 the measurement setup. As mentioned previously, the noise figure of the designed
amplifier could not be measured at the desired frequency of interest (2GHz). Figures
(9.6) and (9.7) show the 1930MHz, 10dBm LO signal and 70MHz IF BPSK spectrum,

respectively. Note from the sum and difference frequency equations of chapter 7, a
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LO frequency of 2070MHz could also be used to generate the 70MHz [F. However,
the maximum operating frequency of the LO generator used here is 2GHz. The LO
signal power was set to 10dBm, commensurate with the specified LO drive level of
the ZFM-15 mixer. The ADS simulation equivalent of the measured 70MHz IF
BPSK spectrum (figure (9.7)) is shown in figure (4.17) (chapter 4). On comparison of
figure (4.17) with that of figure (9.7), it should be noted that the spectra have a similar
appearance. However, the power levels of the spectra differ. The simulation model
used in chapter 4 did not consider component gains and noise figures. Furthermore,
the spread data was used to BPSK modulate a 10dBm 2GHz RF carrier (as opposed to
the —20dBm RF carrier in this measurement setup). The simulation model in chapter

4 was merely intended to demonstrate CDMA concepts.

MKR 1.93@ 3 GH=z

ho REF 20@.@ dBm ATTEN 30 d8 8. 72 dBm
19 d8/
MARKER
1. 880 3 |GH=z
Q. VD dfm

all i Latldl oy Lt gLal atd b ad 1 1| R dibiil o | e sh

I e | i ' t

L.., S A [ R l | 1 ‘ l
CENTER 1. 939 GH=z SPAN (028 MH=z
RES BW 120 kHz VBW 22@ kHz SWP 3@. @ mseec

Fig. 9.6: 1930MHz, 10dBm L. O signal measured at output of General Radio

Company 1218-B oscillator
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Fig. 9.7: 70MHz IF BPSK spectrum measured at input of SIF-70 IF bandpass

filter

The gain/conversion loss for each of the RF front-end components were measured by
using an unmodulated (single-tone) carmer of known power level and measuring the
carrier power at the output of the device under test. The measured and specified

values are compared in table (9.1).

RF device Specified gain / Measured gain /
conversion loss

20.4dB

conversion loss

20dB (min)

ZEL-1724LN (LNA)
ZFM-15 (mixer)

8.5dB (max) conversion 7.6dB conversion loss

loss

<1dB insertion loss
20dB (min)

SIF-70 (IF BPF)
ZFL-1000LN (IF amp.)
ZFM-15 (mixer)

1.1dB insertion loss

23dB

8.5dB (max) conversion 11.1dB conversion loss

loss

Table 9.1: Comparison between specified and measured gain / conversion loss
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The overall gain of the front-end is computed as 23.6dB. Using the specified noise
figure for each component and the measured gain, the approximate overall noise

figure using Friis’ equation 18], [61], [63] is computed to be 1.873dB.

9.3 Phase noise measurement

The most convenient way to measure phase noise is to use a common phase noise test
systemi. Such a system usually contains a state-of-the-art frequency synthesizer, a Jow
frequency spectrum analyzer and some dedicated hardware. Often, a second DSP-
based spectrum analyzer is included to speed up and extend measurements close to the
carrier by using a Fast Fourier Transform (FFT) technique. The whole system is then
controlled by a computer with proprietary software. With these systems, it is possible

to determine phase noise levels both very close to and very far from the carrier.

As mentioned in chapter 6, the sidebands of a LO signal may represent both AM and
PM noise. Asymmetry in the sidebands indicates that both AM and PM noise are
present. However, 1n many cases, the PM sidebands are dominant. For example, if a
reasonably clean synthesized signal is multiplied up to be used as a high frequency
reference, the phase noise sidebands are multiplied by the same factor as the
frequency while the AM sidebands are unchanged or are limited. In this case, direct
RF spectrum measurements at the multiplied frequency are a good approximation of
the phase noise sidebands. The sidebands, when corrected and normalized to the
cartier powers, represent the L(/) spectral density described in chapter 6. One way to
achieve better resolution is to translate the signal down 1n frequency to the range of an
analyzer with the desired IF bandwidth. Figure (9.8) shows a typical setup using a
doubly-balanced mixer and a low pass filter. AM noise on the LO signal is rejected
by a balanced mixer. Also all (m,n) spurious responses (chapter 7) where m, n or both

are even are rejected by doubly balanced mixers.

Low pass f
filter e

Fig. 9.8: Sideband translation
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One of the advantages of this technique is that AM sidebands on the measured signal
will be stripped off if it is to be used as the high level signal at the mixer. However,
there are two potential problems:

a) The difference frequency will contain sidebands which are folded up from below
zero frequency. Whether or not the sidebands are significant depends on the
nature of the particular source being measured.

b) The phase nojse sidebands from the reference frequency at the mixer will also be
translated down. This problem i1s avoided by using a source with better phase

noise specifications than the one being tested.

Two requirements must be met in a phase-noise measuring scheme to reach a noise

floor low enough for the best oscillators:

a) The carrier’s phase noise must be separated from its AM components.

b) Carrier must be eliminated. It must somehow be cancelled to measure its close-in
phase noise sidebands. A frequency discriminator is used to do this. Information

on this is contained in [95].

9.3.1 Delay line method

Figure (9.9) ulustrates this method where the above two requirements are satisfied

Declay line

Low noise
video
amplifier

Oscillator Power Selective
under — splinter Mixer ®—>|>—P voltmeter
test or FFT

AE!Jpl.I tude Phase
adjust .
adjust

Fig. 9.9: Delayv line phase noise test equipment block diagram

The signal to be measured is divided into two equal parts. One-half goes through a
delay line, producing a quadrature phase shift of the carrier. The other-half,
undelayed except for an incremental adjustment is mixed with the delayed signal in a

homodyne detector. This cancels the carrier. The quadrature shift places one carner
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in phase with the other’s quadrature or phase noise sidebands, as the mixing sigpal.

The demodulated signal is amplified for measurement. This scheme is insensitive to

AM noise. This technique does not require an extremely stable test oscillator, but it

has limitations imposed by the delay line requirements:

a) A long delay line means a low instrument noise floor

b) A long line also implies high transmission losses, so it must be driven by a power
amplifier to give the detector a minimum signal level. This amplifier contributes
its own phase noise and converts signal amplitude noise to phase noise. If no
amplification is used, optimum delay requires that the product of its length and
attenuation be unity. The product of its delay and offsct frequency must be less
than unity. This latter condition limits measurements close to the carrier, as the

delay must be high to measure small offset frequencies.

The delay line may be made of any form of microwave transmission line. Coaxial
and waveguide lines are the most common. A coaxial air line gives minimum loss but
it 15 large. The waveguide line has the advantage that its group velocity is less than
that of light and decreases as frequency approaches cut-off. Afttenuation also
increases at the same time. [t is an oprimum delay line but is bulky. A transmission
form of resonant cavity also may be used as a delay line. It has a much greater delay
per unit volume than a transmission line. However, it and the oscillator under test

must be quite stable, because the cavity must be tuned accurately to the oscillation

frequency.

9.3.2 Phase detector method

A phase detector scheme can be used to cancel the carrier and give quadrature mixing.

Figure (9.10) shows an elementary circuit for the phase detector method.

Locking Locking signal
Oscillator €

Oscillator
under test

Phase
detector

Lowpass

flter p to Wave analyzer

DC amplifier

Fig. 9.10: Block diagram of the phase detector phase noise measuring svstem
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The test and locking oscillators must be on the same frequency, and the locking
oscillator’s phase noise must be either very low or a known quantity. The two
oscillator's signals are mixed, their difference frequency amplified, filtered and used
for phase lock. At offset frequencies above the locked bandwidth, the noise is the
sum of the two oscillator’s phase noise powers. This setup requires very stable free-
running oscillators. The difference frequency must remain within a few hundred hertz

of the locking frequency for a short time (up to a minute or so).

9.3.3 Phase noise measurement and comparison of 2 frequencv sources

The HP89410A vector signal analyzer was used to measure and compare the phase
noise performance of the Rohde and Schwarz SMIQ 03 and SMS frequency sources
(figure (9.1)). The HP89410A has a phase noise measurement utility that eliminates
external hardware or circuitry (descnbed above) thereby simplifying the measurement
process considerably. However, measurements are restricted to a cammer frequency of
10MHz (within the operating frequency range of the instrument). The setup simply
requires direct connection of the frequency source to the HP§9410A. The instrument
then performs phase demodulation to eliminate the carrier thereby allowing the phase
noise to be measured. The power level and frequency of both sources was set to
10dBm and SMHz respectively. Figures (9.11) and (9.12) show the power spectral
density of phase fluctuations of both frequency sources for a resolution bandwidth and
frequency span of 300Hz and 20kHz, respectively. Note from chapter 6, the power
spectral density of phase fluctuations, denoted as Sy} (= druss’), is expressed in units
of decibels below 1rad® in a bandwidth of 1Hz. Tables (9.2) and (9.3) show the single
sideband (SSB) level versus offset frequencies. Also shown are the single sideband
noise-to-signal ratjo or variance (ov’) computed by use of equation (6.49) in chapter
6. The SSB levels in tables (9.2) and (9.3) have been extrapolated from figures (9.11)
and (9.12) respectively. From the variance values of both frequency sources, it can be
concluded that the Rohde and Schwarz SMIQ 03 signal generator has considerably
better spectral purity or phase noise performance than that of the SMS signal
generator. This was anticipated at the onset of the measurement since the SMIQ 03 is

a much more recent model than the SMS.
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TRACE fA: Ch1 PM PSD
A Marker 10 OO0 Hz -103.736 dBx%
BE YX = radrus™2/Hz
LogMag
—Nﬂ_'_ﬁ_’_'-_h
<3
Y
N
N
10
dB
/div \\\\\
\.\
S~
H'\"-"'\,_,.,
P 100 ik (bk

Start: 50 Hz

Stop: 10 khz

Fig. 9.11: Phase noise spectral density profile of the Rohde and Schwarz SMS

0.4MHz -- 1040MHz signal generator (f,=5MHz, resolution bandwidth=300Hz.

frequency span=20kHz)

Offset frequency SSB level (dBc/Hz) variance (o7°)
50Hz -61
100Hz -59
-40.5dB
1kHz -82
10kHz -104

Table 9.2: Phase noise parameters of the Rohde and Schwarz SMS 0.4MHz —

1040MHz signal generator
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TRRCE A: Chi PM PSD
A Muarker 10 000 Hz -115.038 dB¥

—75[VE = o graer
aB% Y rodrrs™~2/Hz

LogMag

: N
/aivy V

O =
an
¥

00 1k 1Pk
Start: 50 Hz Stap: 10 kHz

Fig. 9.12: Phase noise spectral density profile of the Rohde and Schwarz SMIQ
03 300kHz — 3.3GHz si

frequency span=20kHZzZ)

enerator (f,=5MMHz, resolution bandwidth=300Hz

Offset frequency SSB level (dBc/Hz) variance (or’)
50Hz -89.6
100Hz -89.5
-66.4dB
1kHz -108
10kHz -114

Table 9.3: Phase noise parameters of the Rohde and Schwarz SMIQ 03 300kHz —
3.3GHz signal cenerator

The resolution bandwidth and frequency span of the measurement instrument are
crucial to accurate phase noise measurements. Both these parameters are inter-
related. The smaller the resolution bandwidth, the greater the measurement accuracy
and the larger the instrument sweep time. For the HP89410A vector signal analyser,

the lower and upper bounds on the resolution bandwidth (RBW) are given by:
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RBW. = ENBW x [span] ©.0)
(num of freq. pts)—1\
RBW, =0.3x[span] (9.2)

where ENBWW = normalized equivalent noise bandwidth

span = frequency span

num of freq. pts = number of frequency points required to interpolate the plots
To measure phase noise at a large offset frequency requires a corresponding increase
in both the frequency span and resolution bandwidth. This case is demonstrated in
figure (9.13) where it is desired to measure the SSB level at an offset frequency of
20kHz. Table (9.4) shows the extrapolated data corresponding to some of the offset
frequencies (100Hz, 1kHz and 10kHz) of table (9.3). The SSB levels at offset
frequencies of 100Hz and 1kHz do not correlate reasonably. This 15 due to the
interpolation of the spectrum as a result of an increase in frequency span and hence
the resolution bandwidth.

TRACE RA: Ch! PM PSD

A Har‘ker_- i 20 GO0 Hz ~113.963 dB*
-98[vx = radris~2/Hz
dBx
[
N
Loglug \\

A
e A
‘Errlﬁwﬂ
-118
dBx 100 i k MOK
Start: 100 Hz Stap: 20 kHz

Fig. 9.13: Phase noise spectral demsitv profile of the Rohde and Schwarz SMIQ

03 300kHz — 3.3GHz signal generator (f,;=5SMHz, resolution bandwidth=1kHz,

frequency span=40kHz)
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Offset frequency SSB level (dBe/Hz)
100Hz -99
1kHz -105
10kHz -114
20kHz -114

Table 9.4: Phase noise parameters of the Rohde and Schwarz SMI0O 03 300kHz —

3.3GHz signal generator for resolution bandwidth of 1kHz and 40kHz frequency

span

9.4 Error Vector Magpitude (EVM) measurements

A fundamental function of the HP89410A vector signal analyzer, apart from carrier
demodulation, is to perform error vector magnitude (EVM) measurements. Thus far,
the bit error rate (BER) was used as a figure of ment for system performance. Poor
quality transmission can be seen as low or poor signal quality which may result in a
high BER. BER testers count the number of ermrors which cross certain
limits/thresholds. These instruments do not indicate why or how far out of limit the
signal is, or even if the error occurred in the transmitter or receiver. However, EVM
in addition to providing a simple, quantitative figure of merit for a digitally modulated
signal, it also introduces a methodology to pinpoint exactly the type of degradations
present in a signal, and even help identify their sources. Among the impairments that
can be pinpointed are compression, LO feedthrough, 1Q origin offset, IQ gain
Irmbalance, quadrature error, phase noise, symbol timing errors and intersymbol
errors.  EVM measurements are growing rapidly in acceptance, having already been

included in standards such as GSM, NADC and PHS (Personal Handyphone System).

It should be noted that even though the HP89410A performms demodulation as a
prerequisite to the EVM process, the demodulated signal is not available as an analog
output or bitstream for analysis or BER measurements. The HP89410A digitizes the
RF signal and then performs demodulation using intemal DSPs. Hence BER

measurements are not possible with this instrument.
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9.4.1 EVM definition

Vector modulation involves the transfer of digital bits onto an RF carrier by varying
the carrier’s magnitude and phase such that at each data transition the carrier occupies
any one of several specific locations on the I versus Q plane. A constellation diagram
shows the valid locations (magnitude and phase relative to the camrier) for all
permitted symbols, of which there must be 2", given n bits transmitted per symbol.
Thus to demodulate the incoming data, the exact magnitude and phase of the received
signal must be accurately determined for each clock transition. The layout of the
constellation diagram and its ideal symbol locations are determined by the modulation

format (e.g. BPSK, QPSK, 16QAM).

At any moment in time, the signal’s magnitude and phase can be measured. These
values define the actual or measured phasor. At the same time, a corresponding ideal
or reference phasor can be calculated, given knowledge of the transmitted data stream,
the symbol clock timing, baseband filtering parameters, etc. The difference between
these two phasors form the basis for EVM measurements. Figure (9.14) defines EVM

and several related terms.

Magnitude Error

(1Q error mzf;)/

Measured signal

‘/ Error vector

‘\ldeal (reference) signal

) Phase error (1Q errar phase)

Fig. 9.14: Phasor description of EVM and related quantities

As shown, EVM is the scalar distance between the two phasor end points (the
magnitude of the difference vector). Expressed another way, it is the residual noise.

By convention, EVM is expressed as a percentage of the peak signal level, usually
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defined by the constellation’s corner states. While the error vector has a phase value
associated with it, this angle is random because it is a function of both the error itself
(which may or may not be random) and the position of the data symbol on the
constellation (which is also random). A more useful angle is measured between the
actual and ideal phasors (IQ phase error) which contain information useful in
troubleshooting signal problems. Likewise, IQ magnitude error shows the magnitude

difference between the actual and ideal signals.
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9.4.2 Using EVM analysis to troubleshoot digital RF communication systems

Figure (9.15) shows an EVM troubleshooting tree that can be used as a general
guideline for troubleshooting digital RF communication system using the HP§9410A

vector signal analyzer.

Measurement |
Phase error vs. Mag. error

Phase error >> mag,. error Phase error = mag. efror
v v
Measurement 2 Measurement 3
1Q error phase vs. time Constellation
Residual PM < waveshapes EM. 1Q imbalance
Phase nofse | noise symmetrical tilted »  Quadrature error

Measurement 4

EVM vs. time
error peaks Amplitude
I nonlineariry
Uniform noise
(serup Setup problems
problems
clues)
v
Measurement 5
Error spectrum
discrete Spurious
signals
flat noise lopine
sloping Adj. chan.
noise interference
v

Measurement 6
Freq. response

distorted Hter di .
shape Filter distortion
[ flae_ ! SNR problems

Fig. 9.15: EVM troubleshooting tree (from [96])

The following sections provide a brief description of the troubleshooting tree. Note

that the description here 1s not intended as step-by-step procedures but rather as
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guidelines for those who are already familiar with the basic operation of the
HP89410A. Additional information can be obtained by consulting the instrument’s
on-screen help facility or [96], [97].

9.4.2.1 Measurement 1: Magnitude vs. phase error

The first diagnostic step in troubleshooting a digital RF communication system is to
resolve EVM into its magnitude and phase error components (figure (9.14)) and
compare their relative sizes. When the average phase error (in degrees) is larger than
the average magnitude error (in percent) by a factor of about five or more, this
indicates that some sort of unwanted phase modulation is the dominant enor. Proceed
to measurement 2 to look for noise, spurs or cross-coupling problems in the frequency
reference, phase-locked loops or other frequency generating stages. Residual AM is
evidenced by magnitude errors that are significantly larger than the phase angle errors.
[n many cases, the magnitude and phase errors will be approximately equal, indicating
a broad category of potential problems, which will be further isolated in

measuremerts 3 to 6.

9.4.2.2 Measurement 2: 10 phase error vs. time

Phase error 1s the instantaneous angle difference between the measured signal and the
ideal reference signal. When viewed as a function of time (or symbol) it shows the
modulating waveform of any residual or interfering PM signal. Sinewaves or other
regular waveforms indicate an interfering signal. Uniform noise is a sign of some

form of phase noise (random jitter, residual PM/FM, etc).

9.4.2.3 Measurement 3: 1Q Constellation diagram

This 1s a common graphical analysis technique utilizing a polar plot to display a
vector-modutated signal’s magnitude and phase relative to the carrier, as a function of
time or symbol. The phasor values at the symbol clock times are highlighted by a dot,
and are important. A perfect signal will have a uniform constellation that is perfectly
symmetric about the origin. IQ imbalance is indicated when the constellation is not
“square’ 1.e. when the Q-axis height does not equal the I-axis width. Quadrature error
1S seen in any “tlt” 1o the constellation. It is caused when the phase relationship
between the I and Q vectors is not exactly 90°. Gain imbalance or quadrature errors

can be caused by matching problems due to component differences (filters, DACs,
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etc.) between the 1 side and Q side of a network. Imbalances can also be caused by

errors in IF filtering, for example, when a filter’s response is not flat.

9.4.2.4 Measurement 4: Error vector magnitude vs. time

As described earlier, EVM is the difference between the input signal and the
internally generated ideal reference. When viewed as a function of symbol or time,
errors may be correlated to specific points on the input waveform such as peaks or
zero crossings. Note that EVM is a scalar (magnitude-only value). The EVM vs.
time waveform is compared with the IQ measured vs. time waveform. Both traces are
observed for the same moment time. Error peaks occurring with signal peaks indicate
compression or clipping. Error peaks that correlate to signal minima suggest zero-
crossing non-linearties in an amplification stage. An example of zero-crossing
nonlinearities is in a push-pull amplifier, where the positive and negative halves of the
signal are handled by separate transistors. I[n high power amplifiers, it is usually a
challenge to precisely bias and stabilize the amplifiers such that one set is turning off
exactly as the other set is turmning on, with no discontinuities. The critical moment is
the zero-crossing point that can lead to zero-crossing errors, distortion or

nonlinearities.

9.4.2.5 Measurement 5: Error spectrum (EVM vs. frequency)

The error spectrum is calculated from the FFT of the EVM vs. time waveform and
results in a frequency domain display that can show details not visible in the time
domain. The centre frequency of this measurement’s display is the carrier frequency
input to the instrument (SMHz in the case of the proposed BPSK system). The error-
noise spectrum of the signal shows the noise concentrated within the bandpass and
then rolling off rapidly on either side. In most digital systems, non-uniform
distnbution or discrete signal peaks indicate the presence of extemally coupled

interference (e.g. switching power supply interference).

9.4.2.6 Measurement 6: Channel frequency response

This measurement calculates the ratio of the measured signal to the reference signal.
Because the latter is intemally generated and ideal, it allows a frequency response

measurement to be made across an entire modulated systera without physically
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accessing the modulator input. Having this baseband access point is important
because in most cases, such a stimulus point is usually unavailable either because it 1s
a) Inaccessible

b) digitally implemented

c) the aggregate of separate [ and Q inputs

This measurement result shows the aggregate, complex transfer function of the system
for the baseband T and Q inputs of the modulator to the point of measurement. This
can be viewed as a magnitude ratio, a phase response or group delay. If there is a

small deviation from the flat response / linear phase, serious perforrnance problems

can result.

9.4.3 Demonstration of EVM analysis for the proposed BPSK system

In this section, the EVM theory and concepts developed thus far, would be used to
troubleshoot / analyze the proposed BPSK transceiver system (figure (9.1)). First, the
different measurement displays (some described in section (9.4.2)) for the analysis of
vector modulated signals, would be illustrated. Figure (9.162a) and (9.16b) show a
typical HP89410A screenshot of the EVM results.

TRACE A: Chl BPSK Meus Tire

Marker 43, 200000 syn 718.86 0
{.5 e _E
_—
-1.5
Sdtart: -1 syn Stap: T syn
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Mdrker 43.00000 sy 0.0000

EVHM = 6.4753 “rrs 10,664 “Z pK ut syn 48

Mag Err = 5.1090 “res {0.320 ¥ pK dt syw 38

Phase Err = 2.2842 deg -4.2782 deg pk at sy 34

0O ﬁ!l[ﬂp O1110100 11101001 11010011 10100111 O1OR1I110
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11 Ml AW AT LIYSC] i WAVANIAD] AL LY a1 SIYC N T [ (edrd S GV | LA 1004 L4
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Fig. 9.16a: HP89410A EVM results display
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Fig. 9.16b: HP89410A EVM results display

In this instance, the signal power at the input of the front-end (see block diagram in
figure (9.1)) was set to —25dBm corresponding to a SNR of 60.5dB at the input of the
demodulator (HP89410A). Trace A in figure (9.16a) shows an eye diagram which is
another way to view digitally modulated signals. Separate eye diagrams can be
gencrated, one for the [-channel data and another for the Q channe]l data. These
diagrams display | and Q magnitude versus time in an infinite persistence mode, with
retraces. The [ and Q transitions are shown separately and an “eye” (or eyes) is
formed at the symbol decision times. A ‘““good’ signal has wide open eyes with
compact crossover points. Trace B is a symbol table and error summary. The
demodulated bitstream/symbols is shown at the bottom of this table. The present
setup shows 56 bits. It should be reiterated that this bitstream is not available as an
analog output or bitstream for BER measurements. The error values given in this
table are the RMS averages of the error at each at each displayed symbol point. On
the righthand side of this table, the errors are expressed as a percentage of the peak
signal level with the symbol nurnber displayed for the peak position. Traces C and D
show the magnitude error vs. time (or symbol) and phase error vs. time, respectively.

The magnitude error vs. time measurement is simply the IQ error magnitude (figure

9-22



MEASUREMENTS CHAPTER 9

(9.14)) as a function of time/symbol. The significance of the phase error vs.
time/symbol is discussed in section (9.4.2.2).

With reference to figure (9.16b): Trace A is an 1Q constellation diagram (discussed in
section (9.4.2.3)). Trace B is the IQ measured spectrum. The error vector magnitude
vs. time (section (9.4.2.4)) and its FFT, the error spectitum (section (9.4.2.5)) are

shown in traces C and D, respectively.

The effects of filtering can be viewed using an [Q vector diagram. This 1s simply an
IQ constellation diagram but with transitional paths between the states. The
transitions between the states affects the transmitted bandwidth. Figures (9.17) and
(9.18) show the effects of filtering. These figures confirm the theoretical aspects of
filtering in chapter 4 (section (4.5)). For the system without filtering (figure (9.17),
the transitions between states are instantaneous. No filtering means an excess
bandwidth factor (o) of infinity. However, with filtenng (figure (9.18)), the
transitions between states are much smoother. In this case a root ratsed cosine filter
with an excess bandwidth factor of 0.5 1s used. So, decreasing the excess bandwidth

factor (o) smoothens the transitions between states and narrows the spectrum

requireg.
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Fig. 9.17: I1Q vector diagram for system without filtering (o of infinitv)
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Fig. 9.18: 10 vector diagram for system with filtering (root raised cosine - =0.5)

Figures (9.19a) and (9.19b) show EVM results for the case of an LNA input power of

—90dBm corresponding to a SNR of 14.5dB at the input of the HP893410A. A skillful
eye can easily (visually) detect many types of errors or signal degradation. The eye
diagram (figure (9.19a) trace A) indicates the signal is of inferior quality when
compared to that of figure (9.16a) (-25dBm LNA input power and SNR = 60.5dB).
This is due to the eyes being not as wide open and also the crossover points are not as
compact. This is also confirmed by the constellation diagram (figure (9.19b) trace A)
where the states are much more dispersed/scattered from the ideal (reference states).
However, the EVM values in the symbol/error surnmary table provides a faster and
more conclusive result, In this case, the EVM is 39.977% RMS when compared to
6.4783% RMS for the —25dBm, 60.5dB SNR case. The magnitude (29.708% RMS)
and phase (18.385°) errors are approximately equal, ruling out the possibility of
unwanted phase modulation. The IQ phase error vs. time display (figure (9.19a) trace
D) shows a regular or periodic waveform. This hints some form of interfering signal
with an approximate frequency of 7.56MHz (periodic every 1.85 symbols). The error

spectrum of trace D (figure (9.19b) indicate the non-existence of extemally coupled
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interference. This is based on the uniform/ symmetrical distribution of the error
spectrum. Also, no discrete signal peaks are present.
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Fig. 9.19a: EVM results for -90dBm LNA input power (SNR = 14.5dB at input of

HP89410A)
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Fig. 9.19b: EVM results for -90dBm LNA input power (SNR = 14.5dB at input
of HP89410A)
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EVM measurement results are tabulated comprehensively in table (9.5) for various
signal powers (and hence SNRs). The EVM, magnitude and phase errors were read
up to 4 decimal places from the HP89410A screen display. Note that the SNRs were
computed at the mput of the demodulator (HP89410A vector signal analyzer). With
reference to table (9.5): The frequency error indicates the frequency deviation (in
kHz) between the internally generated RF cammier (from the HP89410A) and the
incorning modulated carrier. The 1Q offset is the magnitude of the carrier feedthrough
signal, relative to the magnitude of the modulated carrier ar the detection decision
points. Cammer feedthrough is an indication of the balance of the IQ modulator used
to generate the modulated signal. Imbalance in the modulator results in camer
feedthrough and appears as a DC offset on the demodulated signal. This imbalance
can be due to a bad mixer or extraneous DC terms. The amplitude droop is a measure
of the change in the magnitude of the signal at the detection decjsion points over the
measured burst in units of dB per symbol. This parameter is most significant for
pulsed signals. A high number indicates a problem with the pulse modulation

process.
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Signal power | SNR at input

Signal power | atinput of of Magpitude Frequenc Amplitude
agt iﬂp[l)lt of dem():u]ator demodulator W eiror e e(rlrory il dlr)oop

LNA (dBm) | (HP894104) | (HP894104) s (YaRMS) e (KHz) W (dB/symbol)

(dBm) (dB)

0 (.16 005 | 64755 | 5100 | 22842 28 34| -I5.IndBlsym
A5 141 5 LT L2600 | 2187 468D 03| -L7udBlsym
63 44 3 46935 | 3053 20114 | 18.6M4 303 -1 BudBlsym
75 443 96 | 86780 | 5076 | 4057 | 21337 361 | -563udBlsym
-8 543 9.1 4650 17650 | 98l | 14982 319 -D91udBlsym
S 59 145 40804 | 2869 | 18055 | -TISIS A7 31 4udBlsym
93 603 06 | 60073 | 4SH 0 368 | -427.06 9 335udBlsym
93 044 95 048 320 | 038 | T4l 4) -652udBlsym
91 -06 16 4250 | 46179 | 48041 41168 15 ImdB/sym
100 693 44 8443 | 45589 4075 473 132 [ SmdBlsym
103 03 066 | 93304 | 46352 | 504 | Soo.d 13 -267ndBlsym
103 41 D7 93360 50409 | 0818 6533 19 53 1pdBlsym
107 6. 2608 | M8 | 41383 N6 16D o -3§0pdBlsym

Table 9.5: EVM measurement results for various sisnal powers and SNRs
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Figures (9.20) to (9.23) show various plots extracted from table (9.5). Figure (9.20)
shows a plot of LNA input signal power versus SNR. An intuitive obvious trend here
is that an increase in the signal level at the input of the LNA causes ab increase in the
SNR (at the input of the HP89410A). Signal levels between —107dBm and —25dBm
produce SNRs in the range —2.7dB to 60.5dB. However, it should be noted that the
SNRs start to level-off at the lower and upper extremes of signal power. The
levelling-off at the lower extreme (input signal power < -100dBm) can be attributed to
the signal level reaching the noisefloor of the instrument. The levelling-off at the
upper extreme (input signal level > -45dBm) can possibly be due to the HP894]10A
being overdriven by the receiver RF front-end. There 1s a high probability that the
“ranging” calibration procedure for the HP89410A, for these power levels, was

omitted.

SNR (dB)
e

-115 -105 -95 -8 -75 -65 -55 -45 35 -25

LNA input signal power (dBm) |

Fig. 9.20: LNA input signal power versus SNR

A plot of SNR versus EVM is shown in figure (9.21). The general trend, once again
here, is an increase in SNR causes the EVM to decrease. EVM values between

4.6% RMS and 94.7% RMS are produced for SNRs in the range —2.7dB to 60.5dB.
Figures (9.22) and (9.23) show plots of SNR versus magnitude error and SNR versus
phase error, respectively. The magnitude error increases from 5.1% RMS to

47.4% RMS for a decrease in the SNR from 60.5dB to —2.7dB. The phase error
varies between 2° and 53.7° for the same range of SNRs. It is evident from figures
(9.21) to (9.23) that the EVM (and hence the magnitude and phase errors) do not
exhibit a regular trend for a SNR range of between —3dB to 9.5dB. This irregularity

may possibly be due to the sensitivity limitation of the HP89410A (the signal levels
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corresponding to this range of SNRs may be approaching the noise floor of the

instrument).

55 15 25 35 45 S5 65
SNR (dB)

Fig. 9.21: SNR versus EVM

Magnitude error (%RMS),

SNR (dB)

Fig. 9.22: SNR versus mapnitude error

Phase error (deg.)

S5 1S 25 35 45 55 65
SNR (dB)

Fig. 9.23: SNR versus phase error
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The importance of an LNA in the receiver RF front-end has been emphasized in the
simulation results of chapter 5. The measurement results in table (9.6) conclusively
verifies this importance for a —90dBm signal power into the receiver RF front-end.
As can be seen, the use of an LNA not only causes an improvement in the SNR but

also a decrease in the magnitude and phase errors and hence a decrease in the EVM.

Signal power] SNR at input
Magnitude
into of EVM Phase
error
demodulator | demodulator | (% RMS) error
(% RMS)
(HP894104A) | (HP89410A)
System
-59.2dBm 14.5dB 40.804 28.699 18.055°
with LNA
System
without -81.5dBm 3.1dB 99.073 51.323 57.150°
LNA

Table 9.6: Comparison of EVM results for system with and without LNA

9.5 Conclusion

This chapter has supported the theory and simulation results of the preceding chapters
through the implementation of a receiver RF front-end for a BPSK system. Using the
phase noise theory in chapter 6 in conjunction with the HP89410A vector signal
analyzer, a quantitative phase noise comparnson of two frequency sources were
performed. The phase noise density profiles were used to extrapolate the single
sideband levels. Hence by use of equation (6.49) in chapter 6, the single sideband
noise-to-signal ratios or variance (cTz) were computed. Variance values of —40.5dB
and —66.4dB were obtained for these frequency sources (at a frequency of SMHz),

allowing a comparison to be made.

In chapter 5, the BER was used as a figure of merit to evaluate the effect of RF
component noise. In this chapter, a different figure of ment, the EVM, was used for
this purpose. In chapter 5, it was established that RF component noise as a result of
the noise figure) causes degradation of the SNR and hence an increase in the BER.
These range of SNRs were replicated (to an extent) in the measurement setup to

evaluate the effect of RF component noise. The general trend from the results is that
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an increase in the SNR causes the EVM to decrease, and vice-versa. EVM values
between 4.6%RMS and 94.7%RMS are obtained for SNRs in the range —-2.7dB to
60.5dB. Omnly a quantitative comparison between the simulated CDMA setup (chapter
5) and the implemented BPSK setup can be made. Linking these SNR values to the
simulation setup and results of chapter 5 (figure (5.11)), a SNR of 4.42dB corresponds
to an LNA noise figure of 3dB (LNA gain = 13dB and mixer noise figure = 5dB).
Figure (9.24) shows a trace of the symbol and error summary (after demodulation) for
512 bits. This is the maximum number of bits that can be displayed for BPSK
demodulation (with 1024MB RAM and a murumum sampling rate of 2 samples per
symbol, the maximum number of bits that can be displayed by the HP89410A 1s 512).

TRRACE Rh Chi BPSK Syris/Errs

Marker 45.00000 syn 1.0000
(3] = B88.272 “ris 182.64 % pk at svyr 290
Mag Err = 40.288 Yrns 106. 46 v pk at syn S7
Phase Err = 51.897 deg -89,959 deg pk ut sym 475
Freaq Err = -493.73 kKHz
IQ Offset = -13.182 dB Arp Droop = 1.469 ndB/synm
0 %%H!.FPF1 00011001 11110000 00000111 11000111 QO 11O}
48 O 11111110 11010111 11111811 10111011 lllOI”?i
96 11191111 1191181 1111100 11311301 1101191y 111111y
149 (111111 1111t S0Py 1ot 11 itiety 1111111
182 (1111411 14111100 f119 10181 191101 1111011 (111t
280 (1001910 P91 010 0Tttt vt (01t 11y
288 11101111 10111011 10111000 O1011111 11101010 O1001111
338 00000000 11101000 Q1001010 Q1010010 00000001 Q1000000
384 00000110 01000000 00000000 01000100 01000011 00000000
432 00001100 00100600 0OQ00000 0OCOO0001 OQOO0010 00111500
480 00000010 01000011 00011000 10000010

Fig. 9.24: Symbol and error summary for SNR of 4.4dB (at input of HP894104)
and —100dBm LNA input power
Figure (9.24) shows the errors for a SNR (at the input of the HP89410A) of 4.4dB

corresponding to an LNA input power (see block diagram of figure (9.1)) of -
100dBm. From this trace, 238 ont of the 512 bits are in error. For a realistic bit
length of 10°, this translates to a best-case BER of 5.12 x 10”. However, the CDMA
simulation setup in chapter 5, yielded a BER of 7.6 x 10™? for the same SNR (figure
(5.13)). Recall that the simulation setup consisted of spread (or chipped) data BPSK
modulating a RF carrier and the BER measurement was performed on the received

data after the despreading process. Ip contrast, this measurement setup consists solely
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of data BPSK modulating a RF carrier and the BER computed after carner
demodulation. Essentially, the BER computed from the measurement is the simulated
CDMA system equivalent of “‘chip error rate”. Thus it can be concluded that the
effect of RF component noise is more severe in a non-CDMA BPSK system than in a
CDMA system employing BPSK modulation. CDMA'’s ability to suppress in-band

interference and notse through its processing gain 1s apparent.

Methodologies for troubleshooting the RF front-end using EVM were also discussed.
Signal quality was demonstrated visuatly using 1Q constellation diagrams. The
effects of filtering were also shown using IQ vector diagrams. These diagrams
confirmed that filtering smoothens the transitions between states (chapter 4). EVM
results from table (9.6) also conclusively verified the theoretical and simulation

importance of an LNA in the receiver RF front-end (chapter 5).

9-32



CONCELUSIONS CHAPTER 10

CHAPTER 10
CONCLUSIONS

10.1 Summary and conclusions

This thesis examined the topic of design considerations and implementation of a RF
front-end for a CDMA adaptive artay system. A detailed study of the RF
implementation issues were presented, beginning with 2 literature survey on antenna
arrays and beamforming in chapters 2 and 3 and ending with an implementation and

evaluation of a receiver RF front-end for a BPSK transceiver system in chapter 9.

A literature survey on antenna arrays and beamforming was presented in chapters 2
and 3. In chapter 2, the basic concepts of antenna arrays (specifically the linear array)
were descobed.  Also discussed were the principles of beamscanning, pattern
multiplication and antenna element spacing criteria for the avoidance of grating lobes.
All these concepts were demonstrated by a simulation that plots the array beam
pattern as a function of the number of elements, element spacing and scan angle using
a half wavelength dipole as the antenna element. Amongst the conclusions that can be
drawn out from this simulation are: an increase in the number of antenna elements
increases the main beam directivity of the array response (increase in gain and
decrease in main beamwidth). However, it also results in an increase in the number of

sidelobes in the total pattern.

Chapter 3, was essentially a literature survey of analogue and digital beamforming
and the implementation imphcations of adaptive antennas at RF, IF or baseband. An
adaptive beamforming configuration for CDMA (using Compton’s loop) and the
implementation 1ssues thereof were described. Due to the fact that each CDMA user
would require a separate loop, it would be cost-effective in a multiuser system to
implement this loop 1n software in baseband. The loop can also be implemented at IF
using hardware followed by digital processing. This setup not only places increased

requirements on the digital processor (which now has to process a much higher
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frequency signal), but is also costly in a multiuser system where bardware would be
required for each user. The loop cannot be processed at RF (digital technology at RF
is awaited). Although analogue beamforming and loop implementation (using
hardware) can be performed at RF, the RF error signal would not be able to be
processed by a present-day adaptive processor. Hence RF adaptive beamforming of
the above loop is presently impossible. However, the weights themselves can be
implemented 1n hardware vsing analog phase shifiers and attenuvators at either RF
(following the antenna elements) or IF (following the IF amplifiers). The processing
of the weights in this case can be performed at baseband/IF. In a large array, this setup
is costly and increases the complexity of the front-end. The best alternative is to
perform adaptive beamforming at baseband with the weights being implemented

digitally in software.

An overview on CDMA theory and concepts were provided in chapter 4. Issues such
as its background, advantages over other multiple access schemes and the all-
important process of filtering was also included. The CDMA theory and concepts in
this chapter were demonstrated by simulation work using Advanced Design System
(ADS) software. The work here formed the basis for the simulation models utilized in

the latter chapters of this thesis.

Chapter 5 investigated the effect of intemally generated RF component noise on the
bit error rate of a DS-CDMA system. Essentially, RF component noise (as a result of
component noise figure) cause degradation of both the ratio of energy per bit to noise
power spectral density (Ew/N,) and the signal-to-noise ratio (SNR) and hence an
increase in the bit crror rate (BER). The importance of an LNA 1o establish the system
noise figure was confirmed via simulation. For the proposed system (processing gain
of 42) utilizing an LNA, the BERs are between 7.7x10™ and 7.6x10™'? for mixer noise
figures in the range SdB to 15dB. However, without an LNA, the BERs range from
2.8x107 to 2.7x10" for the same range of mixer noise figures. For the proposed
system (utilizing a mixer with 5dB conversion loss/noise figure), Ey/N, and SNR
improvements of 9.53dB are obtained over the same system without an LNA. Also
Ew/Noy and SNR improvements in the range 9.53dB to 12.51dB are obtained for mixer
noise figures from SdB to 15dB. The simulation also concluded that the use of

commercially available RF components in the front-end do not cause severe BER
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degradation in a single-user DS-CDMA systers. In a worst-case, highly improbable
scenario, an LNA gain as low as 3dB and noise figure as high as 13dB produce BERs
of 7.5x10™ and 12.9x10", respectively for a modest processing gain of 42. It can be
anticipated that the effect of RF component noise in a multi-user DS-CDMA
environment would be much more severe than that of the single-user case. Multiuser
interference (MI) would cause a decrease in the SNR and hence an increase in the
BER.

Chapter 6 examined the impact of local oscillator generated phase noise on DS-
CDMA performance. A thorough discussion and analysis of phase noise from an RF
engineer’s perspective was initially provided. This was followed by simulation work.
For the proposed system (10dB SNR at the input of the LNA), phase noise variance in
the range —16.5dB to —3.3dB produce BERs in the range 10 to 0.51 for the system
processing gain of 42. Phase noise variance less than —16.5dB produce negligible
BERs (in the order of 107**).  For a 7dB SNR at the input of the LNA, variance in the
range —20.6dB to —3.3dB produce BERs between 0.51 and 10~ (same BERs as 10dB
SNR but for larger variance range). Negligible BERs (in the order of 102%) are
produced for variance values less than —20.6dB. However, with 2 SNR at the input of
the LNA of 5dB, phase noise variance between -39.4dB and —3.3dB produce BERs
between 7x10* and 0.51. These resuits indicate that the BER degradation due to
phase noise is more severe for lower SNRs. By comparing the phase noise vanance of
commercially available oscillators with these variance ranges, it can be concluded that
the phase noise performance of typical oscillators have negligible effect on the BER
of the proposed system (input SNR of 10dB and processing gain of 42). This was
substantiated in chapter 6 by considering that the IF phase noise power (V) exists in
the same proportion to the RF receiver power, Pgr (at the RF input of mixer) as the
phase noise was to the oscillator power 1f 1t passes through no narrowband filtering

capable of limiting its bandwidth ( ¥, = Py —SNR . However, the effect of
P 8 IF g, = TRFlgg, L0l4p

phase noise has different degrees of impact on the system’s performance dependent
on the PSK modulation type. This is intuitive from the signal-space representation of
various PSK formats. The higher the PSK modulation format, the greater is the impact
of phase noise. Thus 1l can be concluded that, in general, it is unnecessary for

oscillator specifications to be overly restrictive in terms of phase noise. However,
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being overly restrictive with this phase noise specification, places less demand on the

low-noise design of other components in the RF system.

An overview on mixer theory was presented in chapter 7. As mentioned previously,
due to its extensive presence in the previous chapters, a single chapter on this device
was warranted. Its functionality and presence have been highlighted in chapters 3, 5
and 6. In chapter 3, frequency downconversion has made the digital adaptive array
receiver realizable. Downconversion was necessitated to wmake use of currently-
available digitization and processing hardware. Mixers have also been encountered in
chapters 5 and 6. The results of the investigation on the effect of RF component noise
(in chapter 5) were hinged around the mixer noise figure since it has been quoted as
being the dominant source of noise and distortion in the receiver. The topic of local
oscillator phase noise was considered jn chapter 6. Being an inseparable entity of the
mixing process, the LO phase noise that leaks from the LO port to the IF port of the
mixer, was considered. So, it is not surprising that a single chapter was devoted to
some mixer theory. The theory and understanding of some concepts in this chapter
provides some insight into the implemented BPSK RF front-end of chapter 9. Most of
these concepts are often taken for granted. For example, the simple concept of sum
and difference frequencies, enable selection of the appropriate LO frequency for a
given RF and desired IF. Also through discussion and simulation of intermodulation
products, the importance of an IF bandpass filter (to reject unwanted intermodulation
products) in this BPSK system becomes apparent. Furthermore, the non-linear mixing
process also provides a reason for the LO drive level always being specified higher

than the RF level in manufacturer’s datasheets/catalogues.

The contents of chapters 8 and 9 constituted the RF design and implementation
sections of this thesis. Chapter 8 was dedicated to the design, simulation, construction
and characterization of a low noise microwave amplifier originally intended to
quantify its performance in the BPSK RF front-end (chapter 9). However, the noise
figure of this LNA could not be measured thus prohibiting its performance evaluation
in the BPSK system. Nonetheless, a low-cost, in-house 2GHz broadband LNA with
13.1dB gain and 520MHz 3dB bandwidth, for possible use in the proposed CDMA
adaptive array system, was developed. The specifications were defined as: 2GHz

center frequency, required operating power gain > 10dB, minimum 3dB bandwidth of
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10MHz, noise figure less than 3dB in this 10MHz bandwidth (corresponding to the
typical range of noise figures of commercially-available LNAs). This 10MHz
bandwidth is commensurate with the 4.096MHz chip rate of WCDMA — a bandwidth
of 8.192MHz (2 x chip rate) is required for BPSK modulation. On design and
simulation of the initial circuit, the simulation results revealed a transducer gain
(| Sz||) of 12.89dB at 2GHz, 3dB bandwidth of approximately 400MHz and a noise
figure less than 3dB within an approximate bandwidth of 1.25GHz. Although these
results met the specifications, the large value of the input reflection parameter ( Su\)
of —=7.906dB was undesirable. Thus there was a need to optimize the initial circuit for
an improved input match (lower input reflection parameter). An optimum input
reflection parameter of —26.765dB was obtained by reducing the quarter-wave
transformer length (between the 5002 input line and input open circuit stub) from
22.334mum to 13.867mm. This was achieved by using the optimization tuning tool in
ADS. In addition to the improved input match, optimization also resulted in a
margina! ymprovement in gain (| Syl) from 12.89dB to 13.793dB and a decrease in
the noise figure from 1.858dB to 1.655dB (@2GHz). The 3dB bandwidth was greater
than 200MHz while the noise figure was less than 3dB within a 1.6GHz bandwidth —
still well within the amplifier specifications. Finally, this optimized circuit was
constructed and characterized. There was good correlation between the simulated and
measured s-parameter results, with the exception of the reasured input reflection
parameter (| S|||= —15.877dB). This can possibly be attributed to the non-
consideration of the biasing lines, step-width change discontinuity, coupling and
bypass capacitors in the simulation model. Nevertheless, an input reflection
parameter of —15.877dB is acceptable. The gain of the amplifier was measured to be
13.1dB while the 3dB bandwidth was computed as 520MHz. Thus a broadband
design has been achieved (Q factor of 3.85). Noise figure measurements were
performed using the HP346B noise source and the HP8970B noise figure meter. The
theory and operation behind these instruments were discussed. Unfortunately, no
correlation/comparison between the simulated and measured noise figure (at the
destred frequency of 2GHz) could be made. This was due to the 1.8GHz operating
frequency limitation of the HP8970B noise figure meter. At |.8GHz, the noise figure

of the amplifier was measured to be 2.7dB. A low-cost, in-house, operational LNA
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was achieved in this design. The theoretical and practical aspects of LNA design has

been presented in this chapter.

In chapter 9, a receiver RF front-end, excluding the antenna (using off-the-
shelf/commercially available components) for a BPSK iransceiver was implemented.
The objective of this chapter was to support or reinforce the theory of the preceding
chapters (specifically chapters 5 and 6). The chapter began with a description of the
system. Waveforms for most of the stages were shown. The gain, conversion loss or
insertion loss for each of the RF components were measured. The overall gain of the
front-end was computed to be approximately 23.6dB. By using the specified noise
figure (from the manufacturer’s datasheet) for each component and the measured
gain, the overall noise figure was computed to be 1.873dB. The focus of the next
subsection was on phase noise measurements. Here, two techniques, the delay line
method and the phase detector method, for measuring phase noise were discussed.
However, a straightforward technique, using the HP89410A vector signal analyzer,
was employed for the phase noise measurements. The phase noise performance of
two Rohde and Schwarz frequency sources (models SMIQ 03 and SMS) were
compared. The power level and frequency of both sources were set to 10dBm and
SMHz, respectively. The phase noise density profiles (represented in terms of the
power spectral density of phase fluctuations, Sg(f)) were obtained. From these the
single sideband level versus offset frequency were extrapolated. By use of equation
(6.49) in chapter 6, the single sideband noise-to-signal ratio or variance (o) were
computed. This was calculated for 3 line segments (n = 3) i.e. the phase noise density
profile was approximated by 3 line segments. Variance values of -40.3dB and

—66.4dB were obtained for the SMS and SMIQ 03 models, respectively. A
quantitative phase noise comparison of these frequency sources could thus be made.
The latter part of chapter 9 was dedicated to Error Vector Magnitude (EVM)
measurements, ustng the HP89410A vector signal analyzer. In addition to providing a
figure of rent for a digitally modulated signal, it also helps to identify the type and
source of signal degradation by using different troubleshooting methodologies. The
section began with a definition of EVM followed by a description of a troubleshooting
tree that can be used as a guideline to troubleshoot digital RF communication systems.

Some of these troubleshooting methodologies were demonstrated on the BPSK
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transceiver system. In chapter 5, it was established that RF component noise (as a
result of component noise figure) cause degradation of the SNR and hence an increase
in the BER. SNR values within the same range as used in the simulation were
replicated for the measurement setup. The signal level at the input of the LNA was
varied between —-25dBm and —107dBm, producing SNRs at the input of the
demodulator (HP89410A) between 60.5dB and —2.7dB. The general trend, is an
increase in SNR causes the EVM to decrease. EVM values between 4.6% RMS and
94.7% RMS are produced for SNRs in the range —2.7dB to 60.5dB. The magnitude
error increases from 5.1% RMS to 47.4% RMS for a decrease in the SNR from
60.5dB to —2.7dB. The phase error varies between 2° and 53.7° for the same range of
SNRs. By linking a particular SNR value to the SNR value in the simulation setup
and results of chapter 5, a quantitative comparison between the simulated CDMA
setup (chapter 5) and the umplemented BPSK setup could be made. This revealed that
the effect of RF component noise is more severe in a conventional BPSK system than
in a CDMA system. 1Q constellation diagrams were used to demonstrate the quality
of modulated signals. [Q vector diagrams were used to demonstrate and confirm the
effects of filteong. The systern with root raised cosine filtering (o = 0.5) and without
filtering (ot = o) were coropared. These diagrams confirmed the theory in chapter 4
that filtering smoothens the transitions between states. The importance of an LNA in
the receiver RF front-end has been emphasized in the simulation results of chapter S.
The measurergent results conclusively verified this unportance: the use of an LNA not
only causes an improvement jn the SNR but also a decrease in the magnitude errors,
phase errors and hence a decrease in the EVM. For the system without an LNA, the
EVM was measured to be 99.1% RMS while with an LNA it was 40.8% RMS. The
magnitude crrors were 51.3% RMS and 28.7% RMS for systems without and with

LNA, respectively. The corresponding phase errors were 57.2° and 18.1°.

10.2 Possible extensions and topics of further study

Finally, to conclude this thesis, some possible extensions and/or further topics of

study 10 this research are presented:

(a) The first part of this thesis presented a literature survey on antenna arrays and
beamforming. No mention of the type of antennas used in cellular

communications were made. The choice of antennas for the array are important
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and depends on the requirements that need to be satisfied. Some of the
requirements that need to be counsidered are their gain, coverage pattern, the power
available to drive them and polarization. As a possible extension, further research

on these aspects is proposed.

(b) The sumulation model for the generation of the array beam pattern in chapter 2

(c)

did not take into account the effects of mutual coupling. Similarly, it is suggested
that an expression (incorporating the effects of mutual coupling) for the array

factor be derived. This expression will depend on the antenna element type.

Furthermore, in the investigation in chapter 5, it may be of interest to evaluate the
BER degradation as a result of overdriving the receiver RF front-end into

compression.

(d) Consideration should also be given to extend the phase noise simulation model

(e)

(in chapter 6) to a multiple carrier (MC) environment. Although the existing DS-
CDMA model, in effect, used a typical loaded SNR of 10dB. it would be
interesting to study the impact of LO-generated phase noise in a MC-CDMA
system.  Although documented in the literature, the existing theory and

understanding would be enhanced.

A “hardwired” BPSK transceiver was implemented and documented in chapter 9.
Recall, initially i1t was intended to utilize the Alcatel software radio as the CDMA
transceiver platform. However, the carrier demodulation process is not supported
by this radio. As a result, the HP89410A vector signal analyzer was used for this
purpose. As mentioned previously, there are two downsides to this instrument:

e The HP89410A 1is incapable of demodulating a CDMA signal i.e. it cannot
perform the despreading operation. Thus, the idea of implementing a simple
BPSK transcetver was conceived.

e The demodulated signal is not available as an analog output or bitstream for
analysis. Thus, BER measurements are not possible with this instrument.

For the above reasons, it is proposed that research towards the implementation of

a carrier demodulator, be conducted. It is envisaged that such demodulation
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circuitry would interface with the software radio, completing the missing link, to
form a complete CDMA transceiver. The performance of the receiver RF front-
end in a CDMA environment can thus be evaluated. Another possible future
extension will involve the performance evaluation of the receiver RF front-end in

a wireless CDMA environment (including the effects of multipath and fading).
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APPENDIX

A.1 Coordinate system for the analysis of arrays

In order to analyze the array response as a result of beamscanning, it 1S necessary to
introduce a three-dimensional coordinate system. This coordinate system is
convenient since it leads to a simple method of analyzing the response of any array

configuration (figure (A.1)).

L N

Tj

—pY

X

Fig. A.1: Three-dimensional coordinate system used

The angle ¢ of figure (A.1), describes the rotation in the xy-plane (azimuth), while the
angle © describes the elevation from the z-axis towards the xy-plane. The vector

u = [uy, uy, U] is a unit vector perpendicular to a planar wavefront, travelling towards
the array, and pointing in the direction of the source of the wavefront. The vector

r; = [ry, Iy, T,] describes the position of the i element of the array. The main beam of
the array will be steered in the direction indicated by u, associated with angles ¢, and

0,. The vector u can be written in terms of the direction cosines as

N A . N
u=xsmn0cosd+ysindsing+ zcosb (A1)
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A.2 MATLAB program for the analysis of linear arrays
O, 4 e sk sk e s s ok oo e o ok R o8 ok R R s R ok sk ok o s sl ok ok sk o s ks s R SRk s o e kSR ke S ke kR s S koK Sk Sk

%This program calculates and plots the array factor for a linear array with unifonn
%amplitude excitation, uniform spacing and non-uniform phasing between array
%elements in terms of the number of elements, spacing of the elements (in

%wavelengths) for elements positioned on the z- axis
0/0*******************************************************************

N=input('Enter the number of elements:");

d=input('Enter the spacing d between elements in terms of wavelengths lambda: ');
scanang=input('Enter the angle thetha in degrees where you wish main beam to be
scanned to: ');

thetha=0:p1/180:2*pi;
scanang | =(scanang/180)*pi;
phi=2*p1*d*(cos(thetha)- cos(scanangl));

AF=0;

for n=L:N,
AF=AF-+exp(*(n-1)*phi);
end

magsq=abs(AF.*AF);

x=N"2;

normaliz=magsq/x;

figure(1);

polar(thetha,normaljz)

title("Polar plot of the normalized array factor power density ')

%Figure 2 plots the normalized array factor pattermn
figure(2)

polar(thetha,1/N*abs(AF))

title("Polar pattern of normalized array factor’)

figure(3);

gaindB=10*log10(magsq/x); %Both AF and number of elements are squared
thethal=thetha* 1 80/pi;

plot(thethal,gaindB);,

axis([0 180 -30 max(gaindB)]);

xlabel('Degrees');

ylabel('Normalized gain in dB');

title('Plot of the normalized array factor power density');

%This section of the program plots the normalized element power density pattern for
%a half-wavelength dipole that is parallel to the z-axis

figure(4);

rangel=eps:p1/360:(1-eps)*pi;

range2=(1+eps)*pi:pi/360:(2-eps)*pi;
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range=[range] range2]

E=cos((p/2).*cos(range))./sin(range);

power=abs(E.*E);

norm=power/max(power);

polar(range,norm)

title("Polar plot of the normalized half wavelength dipole power density');

%Figure 5 just plots the E-field pattem for the 1/2 wavelength dipole with its axes
%parallel to the z-axis

figure(5);

polar(range,abs(k));

title('Half-wavelength dipole element E-plane pattern')

%Demonstrating the multiplication principle using the hatf-wavelength dipole
phi1=2*pi*d*(cos(range)- cos(scanangl));

AF1=0;

for n=1:N,

AF1=AF1+exp(j*(n-1)*phil);

end

%Figure 6 plots the normalized array factor patten
figure(6)

normafl=1/N*abs(AF1),

polar(range,nomafl)

fitle('Polar pattem of normalized array factor')

%Figure 7 plots the total normalized array response AF ]
figure(7);

roult=abs(normafl.*abs(E));

mult]l=mult/max(mult);

polar(range,mulitl)

{itle('Total normalized array response'),

%Figure 8 plots the normalized array response pattemn in a linear dB scale
figure(8);

gain=10*1og10(multl),

rangedeg=180*range/pi;

plot(rangedeg,gain);

axis([0 180 -30 max(gain)]);

xlabel('Degrees');

ylabel('Nommalized gain in dB');

title('Plot of the normalized array response’;

%Figure 9 plots the normalized array power density pattern ip a linear dB scale
figure(9);

powergain=20*log10(multl);

plot(rangedeg,powergain);

axis([0 180 -30 max(powergain)]);
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xlabel('Degrees');
ylabei('Normalized power gain in dB"),
bitle('Normalized array response power density pattern');

Discussion of simulation

The shape of the far-field pattem for the A/2 dipole is given by

cos[% 0059]
Ey=———=

siné (A-2)
The fact that the angle ¢ does not appear in the expression means that the pattern of E
In any plane parallel to the xy-plane (i.e. a plane in which ¢ varies but 0 does not) is a
perfect circle (omnidirectional). It also means that the paitern of E in all planes
containing the z-axis (8 = 0-axis) will be exactly alike; e.g. pattem in xz-plane will be

the same as the pattem in the yz-plane.

The three-dimensional pattem of the half-wavelength dipole with its axis parallel to

the z-axis is shown in figure (A.2).

/

12 dhpadle

Fig. A.2: Three-dimensional pattern of a A/2 dipole (from [11])
As can be seen, the H-plane (plane perpendicular to the axis of the antenna —

azimuthal in this case) pattern is omnidirectional. The E-plane (plane paraliel to the
axus of the antenna — elevation in this case) pattern is the figure-eight. In figure (A.2),

a 90° sector has been removed to illustrate this figure-eight elevation plane pattern.
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The array thus consists of /2 dipole antennas arranged collinearly (element axes
paralle] to the line of the array) on the z-axis. This collinear arrangement 1s very
popular amongst dipole antennas since it reduces the effect of mutual coupling

between dipole elements.

To better illustrate the pattern multiplication rule, the normalized pattern of the single
element }/2 dipole, the array factor and the total array response are shown in figures
(A3), (A.4), (A.5) and (A.6). In each figure, the total pattern of the array is obtained
by multiplying the pattern of the single element by that of the array factor. In each

case, the pattern is normalized to 1ts own maximum.

Figure (A.3) for N = 2, d = 0.252 and beam steered to broadside (8, = 90°): Since the
array factor is nearly isotropic (within 3dB), the element pattern and the total pattern
are almost i1dentical in shape. However, the total array response is more directive
(higher gain) than the individual element. Since both the element and array factor
pattern are maximum at broadside, the total array response is also maximum at

broadside (i.e. beam steered to broadside).

Figure (A.4) for N = 2, d = 0.252 and beam steered to endfire (9, = 0°): Since the
array factor is of cardioid form, its corresponding element and total patterns are
considerably different. In the total array response, the null at 8, = 0° is due to the
element pattern. Thus, even though the array factor is steered to 0°, the total response
of the array is not steered to 0°. Clearly, the element pattern prevents the total array

pattern from being steered to 0°. Thercfore, the radiation pattern/characteristic of an

element can sometimes place restrictions on the scan angle of the array.

Figure (A.5) for N = 10, d = 0.25A and beam steered to broadside (0, = 90°): The
array factor and the total array response are similar to the broadside array of figure
(A.3). However, an increase in the number of elements has resulted in the presence of
sidelobes and a decrease in the main beamwidth. Thus, an increase in the number of
elements increases the main beam directivity of the array response (increase in gain
and decrease in main beamwidth). However, it also results in an increase in the

number of sidelobes in the total pattern.
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Figure (A.6) for N = 10, d = A and beam steered 10 broadside (8, = 90°). To form a
comparison with the broadside array of figure (A.S), figure (A.6) shows the same
array but with the spacing increased to A. From the plots of the normalized array
factor polar pattern and power density pattern, it can be seen, in addition to the main
beam directed broadside (8, = 90°), there also exists other maxima (grating lobes) at

0 = 0° and @ = 180°. However, since the element pattern of the A/2 dipole consist of
nulls at 0° and 180°, the overall array response also consists of nuils at these angles.

Therefore the grating lobes that were present in the array factor pattem are suppressed

in the total array pattemn.
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HaH-wawelength dipole element E-plane pattem Polar pattern of normalized array faclor
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Fig. A.3: Element, array factor and total array response for an array of collinear
A/2 dipoles steered to broadside (N =2, d = 0.25%, 6, = 90°)
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P olar pattem of hatf-wavelengih dipole
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Fia. A.4: Element, array factor and total array response for an array of collinear

/2 dipoles steered to endfire (N =2, d = 0.251, 8, =09
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Fig. A.5: Element, array factor and total array response for an array of collinear

A2 dipoles steered to broadside (N = 10, d = 0.25), 8, =90°)
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Polar pattern of half-wavelength dipole
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A.3 LNA design

A.3.1 Active device selection

The galbum arsenide field-effect transistor (GaAs FET) and the bipolar junction
transistor (BJT) are the two most commonly used devices in the design of amplifiers.
BJTs used in UHF and microwaves are usually of planar npn silicon type. The
advantages of silicon planar BJTs over other types of transistors at high frequencies
are that they represent mature technology both 1n the understanding of physics and the
device design, low cost and proven reliabtlity. Compared with its microwave BIT
counterpart, the GaAs FET has high gain and lower noise figure and can operate at a
higher maximum frequency. The difference in frequency handling capacity between
BJTs and GaAs FETs is due to the slower mioority carriers in the base region of the

BJT whereas conduction in a GaAs FET depends mainly on majority carriers.

The ATF-10136 GaAs FET was selected on the basis of the description of the device
by the manufacturer as being suitable for use in low noise amplifier applications ip the

0.5 to 12GHz range. It was also selected on the basis of availability and cost

effectiveness.

A cnterion to check whether a single stage amplifier will suffice is to check that the
device has a maximum available gain, MAG (in the case of an unconditionally stable
device) greater than the specified gain at the frequency of interest. In the case of a
potentially unstable device, a single stage will suffice when the maximum stable gain
(MSG) greater than the specified gain at the frequency of interest. The specified
minimum gain is 10dB, so the device must have a MAG or MSG greater than 10dB at
2GHz for a single stage to suffice. The S parameters of the device at Vps = 2V and
Ips = 25mA are given i1n the manufacturer’s data sheet and partially reproduced in
table (A.1) below.

Freq. St S Si2 81

(GHz) | Mag. | Angle | Mag. | Angle | Mag. | Apogle | Mag. | Anpgle

2 0.79 -66° 4.64 113° 0.074 59° 0.30 2317

Table A.1: S parameters of ATF-10136 GaAs FET at Vps =2V and Ips=25mA
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The scattering matrix determinant A is given as

A =8SnS»n—-8i8Sn (A2)
= 0.4214-42.3° '
The Rollet stability factor,
_ e
28,8 (A.3)

=0.674
Since |S,,| <1, |S,,| <1 and K <1, this implies that the device is potentially unstable.

Hence, the design for maximum available gain is impossible.

The maximum stable gain (MSG) is given by

S|
‘SD‘
464

= (A4)
0.074

=62.703
=17.97dB

Hence, a single stage amplifier will suffice.

MSG =

A.3.2 Single stage amplifier design

The configuration of a single stage microwave transistor amplifier is shown in figure

(A7),

Jrs FLL
208, Input Active Output | S0Q2
matching device matching
network network
ri" r‘oul

Fig. A.7: Single stage amplifier configuration

The design of an amplifier usually consists in the optimization of one of the following

requirements:
(a) overall high gain

(b) overall low noise figure
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In a design requinng overall high gain, the reflection coefficients are selected as

follows.
r_{ = r:'u‘
, (A.5)
1—-L = rom
In a low-noise design, the reflection coefficients are selected as follows.
r: = rapl
_ (A.6)
I-l, = roul

where [, and T, are the source and load reflection coefficients, respectively. I, and

I, are the input and output reflection coefficients, respectively. T, is the optimum

noise source reflection coefficient. The low noise design option was chosen. Table
(A.2) shows the typical noise parameters of the GaAs FET at Vpg =2V and lpg =
25mA at the desired frequency of 2GHz. Thus table was partially reproduced from the

manufacturer’s datasheets.

Freq (GHz) Cope (Mag./angle) r.= R./50 Fin (dB)

2 0.7£47° 0.46 0.4

Table A.2: Typical noise parameters for the ATF-10136 at Vps=2V and
Ips =25mA

It should be noted that F, is a function of the device bias point and operating
frequency and there is one value of optfimum source reflection coefficient Tgp

associated with each value of Fpin.

The design for lowest possible noise figure is always possible in an unconditionally
stable device (K>1). However, in a potentially unstable device (K<1), this is not
always the case. Also, the process is not as straightforward as with an unconditionally
stable device, involving the construction of source and load stability circles, and
checking the stability of the optimum source reflection coefficient [, together with
its corresponding load reflection coefficient '), The design procedure is as follows:

The centre of the load stability circle 1s given by

= (Szz ‘ASH-].
8 : _‘Alz (A7)

=3.359.99.3°
The radius of the load stability circle is given by
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ISIESQI
;isz:‘z -W

=3.951
The centre of the source stabtlity circle is given by

_(su-a8,)
S, =|aT (A9)

=1.620£74.2°
The radius of the source stability circle is given by

_ ]‘51:5:1

1§ _“S“|2_A‘2‘ (AIO)

s =

(A.8)

1$

=0.768
The source and load stability circles are plotied on the Smith chart shown overleaf. A

normalized impedance of 1 corresponds to 81.5mm. Since lS,,‘ and are less

SZZ

than | at 2GHz, the Smith chart represents a stable operating point for both source and
load terminations i.e. the stable regions are outside the stability circles. However,
since the load stability circle encloses (encompasses) the centre of the Smith chart, all
areas inside the Joad stability circle are stable for load terminations i.e. the areas
outside the load stability circle are unstable load terminations. To check whether a
minimum noise figure of Foin = 0.4dB (@ 2GHz) is achievable with a potentially
unstable device, it is necessary to ensure that ['s = I'qp lies in the stabie region of the
source stability circle plot. If this is not the case, then a value other than [op raust be
chosen for the source reflection coefficient I's, at the expense of having a noise figure
higher than Fuis. After selecting I's, whether it is equal to I'ep or not, conjugate
matching is normally employed on the output of the device i.e. the load reflection
coefficient 1s made equal {o the complex conjugate of the output reflection coefficient.
The computed value of ', must of course lie within the stable region of the load

stability plot.

The vajue of ['s = Tope = 0.7£47° (corresponding to F;i, = 0.4dB) is plotted on the
Smith chart. It lies within the stable region of the source stability ctrcle. The

corresponding value of Joad reflection coefficient I' 1s computed as
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o _[Sa-ar,
* l_roplsll (All)

=(0.265£-84.9°
This is now plotted on the Smith chart. It lies within the stable region of the load

stability circle. Since both I'L and [y, lie in the stable region of the load and source

stability circles, it is possible to design for minimum noise figure of 0.4dB.

The transducer power gain G7 for this minimum noise figure can now be calculated as

Sl (= =)
|i =Sy -8y, + ArLrs]2
=133.319 (A.12)
=15.5234dB

T

A.3.3 Topology

One of the most important aspects of high-frequency circuit design and microwave
engineering is the problem of jmpedance matching. Impedance matching is the
design of a circuit to be inserted between a source and load (both used in the general
sense) so as to provide maximum power transfer between them. One of the most
fundamental cntena 1s that a matching network must at least be theoretically lossless.
The reason 1s obvious. As a consequence, matching networks in high-frequency
circuit design always take the form of a LC (never R) circuit in the discrete case, or in

the form of transmission line sections and stubs in the distributed case.

The bandwidth specificabon is 210MHz at a centre frequency of 2GHz. This gives a
Q factor of:

Ja
Qszf

< 2GHz
" 10MH:z
<200

The Q factor is a useful measure of the bandwidth performance of a filter/amplifier

(A.13)

[18]. With a Q factor less than 10, the device is classified as wideband whereas with a
Q factor greater than 10, the device is classified as naitowband. In wireless
communications, higher frequency bands are being sought to avoid congestion. As a

result, wider bandwidth amplification would be required. There are a number of
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techniques used to maximize the bandwidth of an amplifier [65]. One technique is the

employment of wideband matching.

Wideband matching can be accomplished by means of multisection quarter-
wavelength transformer matching networks. Multisection transfonmer matching
offers increased bandwidth at the expense of having a large number of A/4 sections.
Depending on the frequency of operation, substrate permittivity and thickness, this
can lead to impractical circuit sizes. In a multi-stage amplifier, the use of multisection
A4 transformers (2 or more sections) results in a circuit that is considerably much
larger than with its single section counterpart (for the same substrate and frequency of
operation). Hence single section A/4 matching networks were chosen because of its

practicality.

A quarter-wavelength transformer can only be used to match a purely resistive source
to a purely resistive load. However, should either/both the source or load be complex,
it i1s necessary to first cancel the reactive component(s) before using a quarter-
wavelength transformer. Cancellation of the reactive components can be achieved in
two ways:

(2) By insertion of a length of transmission line (of arbitrary characteristic impedance)
in series with the source and/or load so that the impedance seen at the input of the
length of transmission line is purely resistive. The length of the transmission line 1s
determined by using a Smith chart. It should be noted that the precision obtainable
from the chart 1s not very good.

(b) By insertion of a stub in parallel with the complex source and/or load. The stub
cancels the susceptance of the source and/or load impedance so that the impedance
seen at the input of the stub is purely resistive. The stub can take the form of an open-
circuit or short-circuit length of transmission line in parallel with the source and/or
load. Good short-circuit stubs are difficult to implement and realize in microstrip as it
requires the use of through-hole plating which is costly. Also in some instances the
stubs are so thin (large characteristic impedance) that they require precision dnlling
equipment (uitrasonic drill and small diameter bits) to prevent cracking of the
substrate. Therefore short-circuit stub implementation requires skill. Hence the use

of short-circuit stubs is discouraged.
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Hence, single section quarter-wavelength transformers with open-circuit stubs as
matching networks were only considered in this design. The choice of substrate 1s
important in the design of microstrip circuitry. Circuit performance can be degraded
by the choice of a poor substrate. Electrical, mechanical and thermal stability
properties should be considered when choosing a substrate. However, in spite of its
lossyness, PCB was used in this design due to its availability and cost-effectiveness.

The main specifications of the PCB substrate are listed in table (A.3) below.

Dielectric constant &, 41+02

Dielectric thickness d 0.9mm

Table A.3: PCB main specifications
The relatively low value of the dielectric constant coupled with the relatively low

frequency of operation (lower end of microwave frequency band) allows for ecasy
etching of the circuit. Thus there is no need for ultra-precision etching facilities that
would otherwise be required in the case of a high dielectric constant (for the same

dielectric thickness and frequency of operation).

A.3.3.1 Input matching

Input matching 1s required to match the 5002 source to Zop(' where Zopl* is given by

Z, (1 + I‘w,')
] —I‘op,'
=106.864Z - 63.5° (A.14)

= 47.65- j95.65Q
The —)95.65€2 reactive component of Zopf can be cancelled with a parallel (shunt)

opt

reactance to ground. The admittance Yop is given by

1

Y Z (A.15)
= 0.0041721+ j0.0083761

The +)0.0083761 susceptance needs to be cancelled with a susceptance value of
-)0.0083761 in parallel. To realize this susceptance, we note that an open-circuited
stub is seen to have an input admittance of

Y=jYtan6 (A.16)
where Y, is the characteristic admittance and d = 2m /A . 1If 8 =3n/di.e. | = 3\/8,

then Y = -jY, Thus an open-circuited stub that is three-eights of a wavelength long

looks like a shunt element with admittance -jY,. In this case, ¥ = -j¥, = -j0.0083761
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and thus Y, = 0.0083761 or the characteristic impedance of the open-circuited stub is

given by Z, = 1/¥,= 119.387Q.

Since the source generator is 50Q2 and in order to realize the parallel conductance

element of 0.00417218, a quarter-wave transformer (/ = A/4) of impedance

z. =22,

=, }50—1— (A.17)
0.0041721

=109.473Q2

1s employed.

A.3.3.1.1 Microstrip implementation

(a2) Calculation of line widths

Bah!l and Trivedi [89] have proposed two formulae to calculate Jine widths (w), given

substrate thickness () and line impedance (Z,):

A
§= eff’_z for §<2 (A.18)

Z f 1 -1 .
where A = —=2 £ * +5’ |:023+ﬂ:l

0V 2 £, +1

£f

and
¥ g cm@B-n+ T By +039- 2L for o (A.19)
d =« 2¢, £, d

where B =

22,5

50Q2 input line width
using equation (A.19): g =2.01630283 or w=1.815nm
109.473Q2 quarter-wave section line width

using equation (A.18): % = 0.3730937 or w=0.336mm
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119.387Q) open-circuit stub width

using equation (A.18): g = 0.2860581 or w = 0.257mmn

(b) Calculation of line lengths

Two parameters that are of importance in the calculation of microstrip line lengths are

the effective dielectric constant (&) and the guided wavelength (Ag). These are given

respectively, by:

e+l ¢, -1 1
£e = 2 - 2 d
\/l+12—
w
and
yi
A ==
P e,
108 ms™!
where A, =< -3—x—0—£— =150mm

f 2x10°H:

50Q2 input line length

The 50Q2 ipput line length was chosen to be X4/4.
using equation (A.20): & =3.1378856

using equation (A.21): 4, = 84.678mm

- length of 50Q line 1s 21.17mm

109.473C2 quarter-wave section line length
using equation (A.20): 5 =1.724

using equation (A.21): A, = 89.337mm

[ = Ag/4 =22.334mm

119.387<2 open-circuit stub length

using equation (A.20): &=2.7865117

using equation (A.21): A;= 89.859mm

[ =34,/8=133.697mm

(A.20)

(A21)



APPENDIX A.3

Figure (A.8) shows the microstrip jinput matching network (dimensions in

millimetres).

P 2117 sl 2233 >

18154 : . 2%20336

33.69

HEA A
0.257
Fig. A.8: Microstrip input matching network

A.3.3.2 Output matching

Output matching 1s required to match the output of the amplifier to the 500 load i.e.
Zt" to S0Q.
7 = Zo!l +0, |
l - rL.
=52.263£29.6° (A.22)
=45.434 + j25.829Q

where T, is computed as 0.265.284.9° from equation (8.10).

The +j25.829Q reactive component of Z; can be cancelled with a shunt reactance to
ground. The admittance ¥, = 1/Z;* = 0.0166338 - j0.0094562. The -j0.0094562
susceptance needs to be cancelled with a susceptance value of +j0.0094562 in
parallel. Using the same procedure as the input matching network, the open-circuited
stub should be one-eight of a wavelength long (& = n/4) with a charactenistic

impedance of Z,= 1/Y, = 1/0.0094562 = 105.7512.
With the reactive component of Z,* cancelled, a quarter wavelength transformer can

now be used to match the parallel conductance element of 0.0166338S to the 5002

load. The characteristic impedance of the A/4 transformer is
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Z, =2 Z

0 e A

- ‘/—1—50 (A.23)
0.0166338

= 54.826Q2

A.3.3.2.1 Microstrip implementation

(a) Calculation of line widths

105.751Q) open-circuit stub width

using equation (A.18): g =0.4123408 or w=0.371mm

54.826C) quarter-wave section line width

using equation (A.18): g =1.7272363 or w=1.555mm

50Q2 output line width

using equation (A.19): % =2.01630283 or w=1.815mm

(b) Calculation of line lengths

105.7512 open-circuit stub length

using equation (A.20): & = 2.8325095
using equation (A.21): A4, = 89.126mm
[=2,/8=11.141mm

54.826Q2 quarter-wave section line length
using equation (A.20): g = 3.0998143
using equation (A.21): A4, = 85.197mm

] = 24/4=21.299mm

502 output line length

The 50Q output line length was chosen to be Ag/4 (same length as 502 input line).
using equation (A.20): & = 3.1378856
using equation (A.21): 4, = 84.678rum

. length of 502 line 1s 21.17mm
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Figure (A.9) shows the microstrip output matching network (dimensions in

millimetres).

1.555 H 21.29 21.17
v i .
Tll.14

II.SIS

—»| |€0.371

Fig. A.9: Microstrip output matching network

A.3.4 Bias circuit

It has been said that the least considered factor in microwave transistor amplifier
design is the bias network [90]. While considerable effort is spent in designing for a
given gain, noise figure and bandwidth, little effort is spent in the dc bias network.
The cost per decibel of microwave power gain or noise figure is high, and the

designer cannot sacrifice the amplifier performance by having a poor dc bias design.

The purpose of a good dc bias design is to select the proper quiescent point and hold
the quiescent point constant over variations in transistor parameters and temperature.
A resistor bias network can be used with good results over moderate temperature
changes. However, an active bias network is usually preferred for large temperature

changes.

GaAs FLiTs can be biased in several ways. One common bias circuit used for low

noise, bigh gain, high power and high efficiency is shown in figure (A.10).
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Fig. A.10: Bias circuit

Low noise amplifiers operate at relatively Jow drain-source voltage Vps and current
Ips, usually Ipg = 0.15Ipss (Ipss Is the drain-source current when Vgs = 0). This
configuration gives the lowest source inductance and hence jowest noise figure and
higher gain. Most high-frequency amplifier circuit designs for high gain or low noise
figure requires that the source lead be dc grounded as close to the package as possible
so that the source series feedback is kept to an absolute minimum. However, Ip

becomes sensitive to variations Jn temperature and Ipgg.

The above bias circuit requires a bipolar power supply i.e. one positive and one
negative supply. The proper tum-on sequence must be applied to prevent fransient
burnout of the GaAs FET device. If the drain is biased positive before the gate, the
device will operate momentarily beyond its safe operating region. Therefore, the
proper turn-on sequence 1s: first apply a negative bias to the gate (Vg < 0) and then
apply the drain voltage (Vp > 0). One method to accomplish the previous turn-on
procedure is to turn both power supplies at the same time and to include a long RC

tume constant in the Vp supply and a short RC time constant network 1o the negative

supply Vg.

A bipolar power supply incorporating the above tum-on sequence is available in the

Programme of Electronic Engineering. This is shown in figure (A.11).
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Fig. A.11: Power supplv available in the Programme of Electronic Engineering

for the biasing of GaAs FET amplifiers

RF chokes and decoupling (bypass) capacitors (Cg) are used to isolate RF from the
DC power supply. Typical values for the chip bypass capacitors are 50pF to 500pF.
The RF choke should have a reactance of at least five times the impedance of the
circuit at the point where the choke is to be connected. Chip coupling capacitors (C.)
are used to AC couple the input and output of the amplifier. Typical values for the
coupling capacitors are 100pF to 1000pF, high Q capacitors. They are also chosen to
have low loss at the frequency of interest and Jow impedance compared to S0Q. For
this design, coupling and bypass capacitors (0805 size) of value 10nF were chosen.

Their impedance X, at 2GHz is

1
T 2fC
B 1
T 27 x2x10°x10x10°°
=7.958x107°Q

As can be seen that this impedance is negligible when compared to the 50Q) system

(A.24)

characteristic impedance.

The bias conditions of the ATF10136 i1s Vps = 2V and Ips = 2SmA. From the
datasheet, the value of Ipgs and ¥, (pinchoff voltage) are obtained as 130mA and

~1.3V, respectively. The gate voltage can be calculated using the following formula:

14

p

v\
ps = ]D.S“\‘(l __KJ (A.25)

Solving for Vi, yields Vg =-1.87V or -0.73V. Choosing \ Vs | <‘ Vp|

= Vs =-0.73V. Since the source 1s grounded, V=V, = -0.73V,
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A.4 ADS simulation issues

This section provides a detailed description on some of the different issues that had to
be considered to enable the simulations in this thesis to run successfully. These issues

arose from the BER simulations in chapter 5 and 6.

A.4.1 BER simulation setup

As mentioned in chapter 5, the Improved Importance Sampling (IIS) BER
measurement technique was used instead of the Monte Carlo technique because it
requires a fewer number of bits to be simulated thereby reducing the simulation run

time considerably. Figure (A.12) shows the IIS BER ADS sink that was used.

Fig. A.12: Improved Importance Sampling (IIS) BER sink used in ADS

As can be seen from figure (A.12), this block has (among other input fields), an input
field for the E/N, value where £, is the energy per bit and N, is the one-sided power
spectral density of bandlimited white noise. However, in the existing simulation
setup, the user has no prior knowledge of this value. However, there are two methods
to determine this value

(1) Calculation

(i1) Using the Monte Carlo BER measurement sink

(i) Calculation
The following formulae are used in ADS for the calculation of £y and N,:

E, = Pger T, (A.26)
where Pgsper = source power in the reference RF signal at output of the IF
amplifier (see figure (5.3) in chapter 5), 7, = bit time.

N, = Poger T, (A.27)

Step
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where Pgyrer = noise power at output of [F amplifier, 7y, = simulation fime step

or sampling time. So

£h_ - P ESREF Tb ( A_28)
N Penrer T.\'lzp

n

E;/N, can also be related to the SNR (at the output of the 1F amplifier) by the

following equation:

7.
Zb_ sNR- (A29)

N 3 xtep

where SNR = P”i

ENREF
Recall from the simulation, the signal and noise powers at the input of the LNA
were predetermined (-90dBm and —-100dBm, respectively).  Thus with a
knowledge of the gain and noise figure of each RF component block, the overall
noise figure (by use of Friis’ equation) can be calculated. Hence, the SMR, signal

(Pesrer) and noise powers (Pgyrer) ob at the output of the IF amplifier (input to

demodulator can also be evaluated.

Note that Pgsrer and Pgeyrer can also be determined by measuring these powers
using ADS spectrum analyzer sinks. However, in this case there must be a way to
distinguish these powers from each other. Recall, the output of the IF amplifier
consists of both signal and noise. This distinction was made by having three RF

front-ends in the simulation model (figure (A.13)).

- “signal”

i 70dBm p RF front-end 1 ——»| spectrum
signal power

analyzer

RF front-end 3 N

-100dBm “noise”

channel noise RF front-end2 ——p| spectrum

powet analyzer

Fig. A.13: ADS setup to distinguish between sigmal and noise components

The setup in figure (A.13) consists of three identical front-end. Front-end 1 is

connected to the —=90dBm signal only. There is no noise here. Front-end 2 has only
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noise power while front-end 3 has a combination of both noise and signal power.
Front-end 3 is the actual receiver used to perform demodulation, despreading and
BER measurements. Now that the noise and signal components can be distinguished
individually, their spectrums can be integrated to find their respective powers. This is
achieved using the spec_power function in ADS. The ADS documentation has more

information on this.

(i) Using the Monte Carlo BER measurement sink
Figure (A.14) shows this sink.

& _>: W i ‘
» »' [

Fig. A.14: Monte Carlo BER measurement sink used in ADS

Notice that this sink has ioputs for both signal (Pgsger) and noise (Pewger)
components. This implies that these must be distinguishable in the simulation setup.
The setup of figure (A.13) could be used to differentiate between the signal and noise
components. However, with this method, the Monte Carlo sink computes the £,/N,
value (using equations (A.26), (A.27) and (A.28)) as part of the BER measurement.
Thus it i1s unnecessary to have spectrum analyzer sinks and write functions for

calculating the spectrum powers. Also, the Ey/N, value is independent of the number

of samples.

[n the simulation setup, both methods (described above) were used to verify and

correlate the E,/N, value.
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A.4.2 Scaling of E/N,

As mentioned in chapter 5, the Ey/N, values were scaled by a factor 6 (7.782dB) prior
to be used as an mput to the IIS BER sink. The reasons for this are as follows: From
equations (A.28) and (A.29) 1t should be noticed that Ey/N, is a function of the
simulation time step (7step). However, in CDMA, the processing gain G, 1s related to

the E,/N, by the following equation [57]:

E
N—" = SNRx G, (A.30)

(4

On comparison of equation (A.29) with equation (A.30), 1t is appropriate that £,/N, to
be consistent with the standard definition of E£y/N, in terms of the processing gain
[57]. With a chip rate (4.096MHz) of 42 times the data (bit) rate (G, = 42) and a

simulation sampling rate of 6 times the chip rate, the scaling factor X is computed as

G, = % x K =42
step
42
2.096MHz _ o _ 49
1
6x 4.096MHz

=K =é — _7782dB

Thus the Ey/N, values (obtained by the methods described earlier) had to be reduced
by 7.782dB prior to input of the IS BER measurement sink. This effectively reduces
the simulation bandwidth from 24.576MHz (1/T5tep) to a spread bandwidth of
4.096MHz. This 4.096MHz bandwidth is used as the noise bandwidth (NBw) input
field in the OS BER sink.

A.4.3 BER curve irregnlarities

It can be noticed that the BER plots in chapter 5 are not smooth i.e. they do not have
the expected ‘“waterfall” BER appearance. Instead there are ““flat areas” on these
curves. An atteropt to find the cause of this irregutarity has been unsuccessful. These
“flat areas” occur for a fixed range of E/N, or (SNR). They also occur for both the 1IS
and Monte Carlo BER measurement techniques. This irregularity may be duc a

software bug. A response from Agilent Technologies’ product technical support

division, on this phenomenon, is still awaited.
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