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Abstract

In this dissertation the formulation of various integration algorithms is studied, with a view

to simulate quantum-classical systems in contact with a thermal bath. In particular focus

is given to the constant temperature dynamics of the Nosé-Hoover, Nosé-Hoover Chain

and Nosé-Hoover Power thermostat schemes. Through the use of the time symmetric

Trotter factorisation of the Liouville operator, algorithms are derived that are both time-

reversible and measure-preserving. The efficiency of these algorithms is tested via the

constant temperature simulation of a low-dimensional harmonic system. In addition The

Nosé-Hoover Power thermostat was then extended to the quantum-classical case. The

damping of a tunnelling spin coupled to a thermalised harmonic mode was simulated and

the results are presented.
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2.4.3 Nosé-Hoover Power Thermostat . . . . . . . . . . . . . . . . . . . . . 13

3 Time-Reversible and Measure-Preserving Algorithms 15

3.1 Time-Reversible Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.1 Time-Reversible Integration of Nosé-Hoover Power Thermostat Dy-
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Chapter 1

Introduction

All theoretical physics is based upon mathematical models which are used to explain and

predict natural phenomena, while experimental physics uses experimental tools to probe

the latter. Computer simulations lie in between these two approaches, and give us a way

to perform numerical “experiments” on a computer. Once a particular model has been

numerically solved a comparison may then be made between the experimentally obtained

results and those of the simulation. If the predictions of the model agree well with the

experimental observations then the model may possibly be used to give new insight into

these observations [1].

However, unlike classical physics, there is no general method for simulating the quan-

tum dynamics of many body systems [1, 2]. This is a consequence of the theory itself

involving non-commuting operators, and the dimensionality of Hilbert space, which re-

quires computational resources far larger than those realistically available. As stated in

[3], it is not even possible to either store or calculate the many body wave-function with

the numerical precision required, due to the limitations on the available resources. For

quantum systems, certain approximations have to be made if one wishes to obtain some

sort of solution. The development of efficient algorithms for the simulation of quantum

dynamics currently forms a large area of research within the field of computational physics.

When formulating the open dynamics of a quantum system one usually makes use ei-

ther of the master equation or of the Hamiltonian approach [2]. The Hamiltonian approach

requires one to place the system of interest within a bath containing a large number of

degrees of freedom. The evolution of the entire system (consisting of the quantum system

of interest and the bath) is then calculated before the coordinates of the bath are traced

out. Due to the large number of degrees of freedom associated with this evolution, such a

1
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method is very computationally demanding. In certain cases, the bath is not quantum in

its nature and may in fact be classical. One may then make use of either the classical bath,

or the phase space representation of a quantum bath. In order to obtain this represen-

tation one takes a partial Wigner transformation over all the coordinates coupled to the

subsystem of interest (in other words one has to perform a partial Wigner transformation

over the entire bath). It has been shown in [4] that, if one makes suitable approximations,

a combined quantum-classical law of motion may be obtained for a quantum subsystem

coupled to such a phase space bath. However in order to simulate this system one is still

required to calculate the dynamics of the whole system, as such it is still a very compu-

tationally demanding technique. Such phase space baths may, however, be represented

in terms of a few degrees of freedom, whose evolution is defined by non-Hamiltonian dy-

namics. Such non-Hamiltonian molecular dynamics equations of motion are described in

[3, 5, 6]. These equations of motion give a dissipative character to the dynamics of the

system, via the use of a minimal number of degrees of freedom. One then uses the result-

ing non-Hamiltonian bath to simulate a high-dimensional bath. This approach has been

suggested in [7, 8], and is computationally less demanding than the approaches mentioned

before.

The purpose of this dissertation was to further develop and make improvements to

this approach. There are two key improvements made to the work already found in the

literature. The first of these is the derivation of a time-reversible measure-preserving

integration scheme for the Nosé-Hoover Power (NHP) dynamics. This is achieved by

following the procedure for deriving algorithms which preserve the invariant measure of

phase space outlined in [9]. The NHP thermostat was originally proposed in [5], where

a time-reversible integration scheme was developed for it. The second improvement is

the use of an even lower dimensional non-Hamiltonian bath than that used in [7, 8] for

the simulation of a quantum-classical system. This second improvement is achieved by

generalising the NHP measure-preserving integration scheme from the classical to the

quantum-classical case.

This dissertation is structured as follows: In Chapter 2 the differences between Hamil-

tonian and non-Hamiltonian theories are given, followed by a discussion about the general

algebraic bracket structure underlying non-Hamiltonian systems. Before the three ex-

tended system thermostat schemes of interest are introduced. In Chapter 3 focus is given

to how integration schemes for non-Hamiltonian dynamics may be obtained in general. Al-
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gorithms are given for both the purely time-reversible schemes as well as for those which

preserve the invariant measure of phase space. Algorithms based on these prescriptions

are developed for the thermostat schemes of interest. The stability of these schemes is

tested via the simulation of a one dimensional harmonic oscillator. In Chapter 4 a detailed

discussion of the theory of quantum-classical dynamics is given. This includes a brief recap

of Heisenberg’s formulation of quantum mechanics, which leads into a discussion about

quantum statistical mechanics, and here the concept of the density matrix operator is

introduced. The phase space representation of quantum mechanics is then discussed with

focus given to the Wigner representation. The modelling of quantum dynamics within

classical baths is presented next, this includes a derivation of the quantum-classical Li-

ouville equation expressed in the adiabatic basis. Before an extension of the NHC and

NHP thermostat schemes to the quantum-classical case is presented. In Chapter 5 the

details of the numerical simulations are given. In particular the model chosen is discussed

in detail. This discussion is accompanied by a description of the scaled units used in the

simulations. The simulation procedures are also discussed here. Finally in this chapter

the obtained results are given and discussed. In Chapter 6 a summary of the work done in

this dissertation is given along with some conclusions. In the Appendices several aspects

of the theory are derived.



Chapter 2

Classical Non-Hamiltonian Theory

In this chapter the theory associated with non-Hamiltonian dynamics is discussed. It

starts with a brief summary of both Hamiltonian and non-Hamiltonian theories. This

is followed by a discussion about the general algebraic bracket structure underlying non-

Hamiltonian dynamics. Finally three extended system thermostat schemes are introduced

and discussed.

2.1 Hamiltonian Theory

In order to define what it means for a theory to be Hamiltonian, the concept of a Lie

algebra must first be introduced. To this end one may consider some mathematical space

which contains a set of mathematical objects (u, v, w). According to [10], a Lie algebra

for such a mathematical space is one which has the following properties

{u, v} = −{v, u} , (2.1)

{au, v} = a {u, v} , (2.2)

where a is a complex number which does not belong to the mathematical space.

{u+ v, w} = {u,w}+ {v, w} , (2.3)

in order for an algebra to be considered a Lie algebra there is one more less obvious

property which it needs to satisfy. This property is known as the Jacobi relation and is

4
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given by

J = {u, {v, w}}+ {v, {w, u}}+ {w, {u, v}} = 0 . (2.4)

In Eqs. (2.1) to (2.4) {· · · , · · · } has been used to denote a generic bracket. This bracket

may be classical or quantum in its nature. This is due to the fact that there is a similarity

which exists within the mathematical structure of the bracket formulation of both classical

and quantum mechanics [7]. The classical theory may be defined by the Poisson bracket,

while the quantum theory may be defined by the commutator. In order for any bracket

algebra to considered Hamiltonian, it must satisfy all four of these properties, in other

words it must be a Lie algebra. The antisymmetric nature of such a bracket is shown by

Eqn. (2.1) and plays a role in defining its time evolution, while Eqns. (2.2) and (2.3) show

that such a bracket is a linear operator with respect to complex numbers, a, along with

other elements of its own mathematical space respectively.

If the elements of the mathematical space are time independent, then a bracket made

up of these conserved quantities is also conserved. Consider an element of the space, H,

this H is usually taken to be the Hamiltonian. The equations of motion may be defined

as [3]
du

dt
= {u,H} . (2.5)

Due to the antisymmetric nature of the bracket, it can easily be shown that Eqn. (2.5)

has the implication that H is a constant of motion [10]. Similarly if one considers two

different elements u and v of a mathematical space, whose bracket algebra is Hamiltonian,

then these two elements will also be constants of motion provided that their equations of

motion satisfy the following,

du

dt
= {u,H} = 0

dv

dt
= {v,H} = 0 . (2.6)

A bracket of these two elements,{u, v} is also a constant of motion [10]

{{u, v} , H} = 0 . (2.7)

This shows that the Hamiltonian algebra is invariant under time translation. A full deriva-

tion of the time invariance property may be found in Appendix A.1.
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2.2 Non-Hamiltonian Theory

A non-Hamiltonian theory is one which satisfies the properties illustrated by Eqns. (2.1)

to (2.3). However this theory fails to satisfy the Jacobi relation, namely,

J = {u, {v, w}}+ {v, {w, u}}+ {w, {u, v}} 6= 0 . (2.8)

As shown in Appendix A.1, this violation results in the algebra associated with such

brackets no longer having the property of being invariant under time translation. This

often leads to problems when one is interested in studying the non-equilibrium statistical

mechanics of a Hamiltonian system. The advantages of using a non-Hamiltonian approach

only start becoming apparent when one starts looking at systems which contain many

degrees of freedom.

For example, if one wishes to simulate, the dynamics of some system of interest inter-

acting with its environment, where the role of the environment is to constrain the systems

temperature. In order to successfully perform such a task using Hamiltonian theories one

requires an infinite number of degrees of freedom. However, if one makes use of non-

Hamiltonian theories, it becomes possible to achieve the desired result through the use of

only a few additional degrees of freedom [7].

Another example of where non-Hamiltonian theory plays a crucial role is in the sim-

ulation of quantum systems. Since it is virtually impossible to perform a full quantum

mechanical simulation of a many body interacting system on a computer. The difficulty in

this case arises from computational limitations in terms of storing all the information con-

tained within the system [3]. However through the use of a non-Hamiltonian approach it is

possible to perform such simulations, in the limit of certain approximations [8, 11, 12, 13].

2.3 General Bracket Formulation of Dynamics

In the previous sections both Hamiltonian and non-Hamiltonian dynamics have been in-

troduced. In this section the generalised formalism which is used to express the equations

of motion in phase space is introduced. These equations conserve some chosen time-

independent Hamiltonian, H. In order to introduce this bracket formulation, one begins
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by introducing an antisymmetric matrix

Bij = −Bji i, j = 1, 2N ,

where, 2N represents the dimension of the phase space. The generalised non-Hamiltonian

bracket may then be defined as [6],

{a, b}B =
2N∑
j=1

∂a

∂Xj
Bij

∂b

∂Xj
,

where X = (R1, R2, · · · , RN , P1, P2, · · · , PN ) represents the phase space point, while a

and b, represent two phase space functions. This allows one to express the equations of

motion for the entire system as,

Ẋ = {X,H}B =
∑
jk

∂X

∂Xj
Bjk

∂H

∂Xk
, (2.9)

while those of the components of X, may be expressed as

Ẋj =
∑
k

Bjk
∂H

∂Xk
, (2.10)

where Xj = (Rj , Pj). If the antisymmetric matrix is given by

Bc =

 0 1

−1 0

 , (2.11)

then Eqn. (2.9) simply produces the canonical equations of motion for a Hamiltonian

system, which correspond to a canonical transformation of X [10]. However if a non

canonical transformation is applied to X, then the form of the equations of motion is

conserved, while the elements of the matrix B may then be defined in terms of complex

phase space functions. In this case the matrix B loses its canonical form but remains

antisymmetric [5]. A consequence of the antisymmetry of B, it that any phase space flow

which is defined by Eqn. (2.9) for a time independent Hamiltonian will be a constant of
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motion [6]. This can easily be verified by taking the total time derivative of H,

dH

dt
= Ḣ = {H,H}B

=
∑
jk

∂H

∂Xj
Bjk

∂H

∂Xk

= 0 .

(2.12)

The reason that this equals zero, is that it is equivalent to taking the trace of the product

of the antisymmetric matrix Bjk with the symmetric one ∂H/∂Xj∂H/∂Xk, and as such

is equal to zero. If B is antisymmetric then Eqn. (2.12) is always valid. This means that

if one wishes to define a non-Hamiltonian flow which possess a conserved energy, then one

need only require that some general matrix B be antisymmetric [5]. This has been used

as a way to define conservative non-Hamiltonian phase space flows [5, 6].

The flux in phase space will be Hamiltonian if B has the property

2N∑
n=1

Bin
∂Bjk
∂Xn

+ Bkn
∂Bij
∂Xn

+ Bjn
∂Bki
∂Xn

= 0 , (2.13)

for any given choice of i, j and k [5, 14]. Moreover if B is antisymmetric and Eqn.

(2.13) holds, then according to [14, 15], Eqn. (2.9) produces non-canonical Hamiltonian

flows in phase space. However, if Eqn. (2.13) does not hold, then the phase space flow

described by Eqn. (2.9) produces non-Hamiltonian phase space flows [5]. If the flows are

non-Hamiltonian, then one may define the phase space compressibility as [16]

κ = ∇Ẋ

=
∑
j

∂

∂Xj
Ẋj

=
∑
j

∂

∂Xj

∑
k

Bjk
∂H

∂Xk

=
∑
j

∑
k

∂

∂Xj
Bjk

∂H

∂Xk
. (2.14)

In general this will be non-zero for non-Hamiltonian dynamics, although there are a few

exceptions to this [17]. A consequence of the compressibility not being zero is that the

phase space measure, dX, is no longer invariant [18]. To see this one needs to consider

the Jacobian of the transformation, from some initial phase space point, X0, to a time
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evolved point, Xt, given by [16]

J (Xt;X0) =
∂Xt

∂X0
. (2.15)

It has been shown [18] that J (Xt;X0) satisfies the evolution equation

d

dt
J (Xt;X0) = κ J (Xt;X0) , (2.16)

with the initial condition that J (0) = 1. Considering this equation of motion, it is clear

that J = 1 for all time, if and only if κ = 0. However for non-Hamiltonian systems κ 6= 0.

Rearranging Eqn. (2.15) allows one to express the measure transformation as

dXt = J (Xt;X0) dX0 , (2.17)

clearly if J 6= 1, then dXt 6= dX0, meaning that the measure is not preserved. Therefore

if the systems compressibility is non-zero, the corresponding Jacobian of transformation

will not be unitary.

A consequence of the phase space measure not being conserved is that the dynamics

no longer sample phase space uniformly. There are however several ways to overcome this,

one way which has been suggested in [5], is to make use of the fact that one is free to

choose the form of both H and B independently, when setting up the systems equations of

motion. Doing this makes it possible to obtain a desired compressibility, this is achieved

through the freedom one has in defining the antisymmetric matrix B. This is equivalent to

essentially designing conservative non-Hamiltonian equations of motion. Such equations

possess a controlled statistical weighting of the phase space, this assists them in sampling

the phase space uniformly [5, 19].

2.4 Constant Temperature Dynamics

Real life experiments are often performed in a controlled environment under isothermal

conditions. These conditions usually fall under the canonical ensemble. Within this en-

semble the number of particles (N), the volume (V) and system temperature (T) are kept

constant. The system itself in not isolated, and is allowed to exchange energy with a heat

bath (its environment). However the total energy of the bath and system is fixed, while

the absolute temperature T, is defined by the heat bath. There are different methods
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which may be used to control the temperature of the system during the simulation of its

dynamics. A particularly important method is the method of extended systems. Within

this method additional degrees of freedom are added to the system Hamiltonian. Schemes

which follow this method are typically known as thermostat schemes.

This dissertation will be focusing on three such schemes, namely the Nosé-Hoover,

Nosé-Hoover Chain and Nosé-Hoover Power thermostat schemes. These schemes are in-

troduced in greater detail in the following sections.

2.4.1 Nosé-Hoover Thermostat

The Nosé-Hoover (NH) thermostat was first introduced in [20]. In this section a brief

overview of this thermostat scheme is presented, before integration schemes based upon it

are derived. Its extended system Hamiltonian is given by

HNH = Hc +
P 2
η

2Mη
+ gkbTη . (2.18)

In Eqn. (2.18) Hc represents the Hamiltonian which describes some classical system of

interest. Hc is defined as,

Hc =
P 2

2M
+ V (R) , (2.19)

where R and P represent the system coordinates and momenta respectively, while M and

V (R) represent the mass and interaction potential of the system respectively.

In Eqn. (2.18), η represents the fictitious thermostat variable, Pη its associated mo-

mentum, while Mη is its associated mass which controls the dynamical properties of the

thermostat. The Boltzmann constant is represented by kb , T is the absolute temperature

of the the thermal bath, while g is a constant that is equal to the number of degrees of

freedom associated with the system. The non-Hamiltonian equation of motion for this

extended system may be expressed by means of a generalized bracket as,

Ẋ =
{
X,HNH

}
BNH =

∑
j k

∂X

∂Xj
BNHj k

∂HNH

∂Xk
. (2.20)
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Here the antisymmetric matrix, BNH is

BNH =


0 0 1 0

0 0 0 1

−1 0 0 −P

0 −1 P 0

 , (2.21)

while the phase space point of the extended system is X = (R, η, P, Pη). The NH equations

of motion represented by Eqn. (2.20) may be explicitly expressed as

Ṙ =
P

M
, (2.22a)

η̇ =
Pη
Mη

, (2.22b)

Ṗ = −∂V (R)

∂R
− P Pη

Mη
, (2.22c)

Ṗη =
P 2

M
− gkbT . (2.22d)

The phase space compressibility, associated with this scheme, is given by

κ =
∑
j

∑
k

∂BNHjk
∂Xj

∂HNH

∂Xk

= −g Pη
Mη

.

2.4.2 Nosé-Hoover Chain Thermostat

The Nosé-Hoover Chain (NHC) thermostat was first introduced in [21]. A review of this

thermostat scheme is presented here, before various integration schemes based upon it are

derived. The NHC extended system Hamiltonian for a system with only one additional

thermostat variable is,

HNHC = Hc +
P 2
η1

2Mη1

+
P 2
η2

2Mη2

+ gkbTη1 + kbTη2 . (2.23)

Using this simplified version of the NHC thermostat enables one to simplify the algebra

involved, along with allowing both the antisymmetric matrix and equations of motion

associated with this thermostat scheme, to be explicitly expressed. In Eqn. (2.23) Hc

represents the Hamiltonian that describes a classical system of physical interest, and is

defined by Eqn. (2.19). The fictitious thermostat variables are represented by η1 and
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η2, and have momentum Pη1 and Pη2 associated with them respectively. The thermostat

masses are represented by Mη1 and Mη2 , these control the dynamical properties of the

thermostats. The Boltzmann constant is represented by kb, T represents the absolute

temperature of the thermal bath, while g is a constant that is equal to the number of

degrees of freedom associated with the system.

Making use of Eqn. (2.9) the equations of motion for this extended system may be

expressed by means of a generalised bracket as

Ẋ =
{
X,HNHC

}
BNHC =

∑
jk

∂X

∂Xj
BNHCjk

∂HNHC

∂Xk
. (2.24)

Here the antisymmetric matrix, BNHC is

BNHC =



0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

−1 0 0 0 −P 0

0 −1 0 P 0 −Pη1

0 0 −1 0 Pη1 0


, (2.25)

while the phase space point of the extended system is X = (R, η1, η2, P, Pη1 , Pη2).

The NHC equations of motion, represented by Eqn. (2.24), may be explicitly expressed

as,

Ṙ =
P

M
, (2.26a)

η̇1 =
Pη1

Mη1

, (2.26b)

η̇2 =
Pη2

Mη2

, (2.26c)

Ṗ = −∂V (R)

∂R
− Pη1

Mη1

P , (2.26d)

Ṗη1 =
P 2

2M
− gkbT − Pη1

Pη2

Mη2

, (2.26e)

Ṗη2 =
Pη1

Mη1

− gkbT . (2.26f)
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The phase space compressibility, associated with this scheme, is given by

κ =
∑
j

∑
k

∂BNHCjk

∂Xj

∂HNHC

∂Xk

= −g Pη1

Mη1

− Pη2

Mη2

.

2.4.3 Nosé-Hoover Power Thermostat

The Nosé-Hoover Power (NHP) thermostat was first introduced in [5]. In this section a

brief overview of this thermostat scheme is presented, before integration schemes based

upon it are derived. The NHP extended system Hamiltonian is given by

HNHP = Hc +
P 2
η

2Mη
+ gkbTη , (2.27)

where Hc again represents the Hamiltonian that describes a classical system of physical

interest, and is defined by Eqn. (2.19), where all the symbols have the same meaning. In

Eqn. (2.27), η represents the fictitious thermostat variable, Pη its associated momentum,

while Mη is its associated mass which controls the dynamical properties of the thermostat.

The Boltzmann constant is represented by kb, T is the absolute temperature of the the

thermal bath, while g is a constant that is equal to the number of degrees of freedom

associated with the system. The non-Hamiltonian equations of motion for this extended

system may be expressed by means of a generalised bracket as,

Ẋ =
{
X,HNHP

}
BNHP =

∑
j k

∂X

∂Xj
BNHPj k

∂HNHP

∂Xk
. (2.28)

Here the antisymmetric matrix, BNHP is

BNHP =


0 0 1 τP/M

0 0 0 1

−1 0 0 −P

−τp/M −1 P 0

 , (2.29)

while the phase space point of the extended system is X = (R, η, P, Pη). This scheme is

very similar to that of the NH dynamics, in fact if one sets τ = 0, then one simply recovers

the NH dynamics. The NHP equations of motion represented by Eqn. (2.28) may be
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explicitly expressed as

Ṙ =
P

M

(
1 + τ

Pη
Mη

)
, (2.30a)

η̇ =
Pη
Mη

, (2.30b)

Ṗ = −∂V (R)

∂R
− P Pη

Mη
, (2.30c)

Ṗη =
P 2

M
− gkbT − τ

P

M

∂V (R)

∂R
. (2.30d)

The phase space compressibility, associated with this scheme, is given by

κ =
∑
j

∑
k

∂BNHPjk

∂Xj

∂HNHP

∂Xk

= −g Pη
Mη

.



Chapter 3

Time-Reversible and

Measure-Preserving Algorithms

In this chapter various integration schemes are discussed. It begins with a general discus-

sion about time-reversible schemes, in particular a time-reversible integration scheme for

the NHP thermostat is devised. Following this a prescription for developing integration

schemes that preserve the invariant measure of phase space is presented. This is followed

by the derivation of an integration scheme for the NHP dynamics that is not only time-

reversible but also preserves the invariant measure of phase space. Finally the stability

and ergodic properties of the measure-preserving integration schemes are studied.

3.1 Time-Reversible Algorithms

In the previous chapter it was shown how non-Hamiltonian dynamics breaks certain prop-

erties, such as the time translation invariance of the bracket algebra. There are however

certain fundamental properties possessed by Hamiltonian dynamics which cannot be ig-

nored. One such property is that of time reversibility. It is of vital importance that any

numerical integration scheme one devises or chooses to implement does not violate this

property.

To this end one may begin by noting that it is possible to write the generalised equa-

tions of motion given by Eqn. (2.9), as operator equations. This is achieved by defining

an operator which acts on the systems phase space vector, X, as

iLX = {X,H}B . (3.1)

15
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This operator, iL, is called the Liouville operator. There are several ways to express this

operator each having their own advantages. Amongst these are the more general definition,

iL = {· · · , H} , (3.2)

where the dots within the generalised bracket represent any function iL is acting upon.

Another way to express this operator is in its differential form,

iL =
∑
jk

∂ · · ·
∂Xj
Bjk

∂H

∂Xk
, (3.3)

where the dots have again been used to represent any function that iL is acting upon.

Comparing this differential form to the generalised equation of motion given by Eqn. (2.9),

makes it possible to write the equations of motion in terms of the Liouville operator as,

Ẋ = iLX . (3.4)

In this form, the equations of motion have a formal solution [22]

X (t) = eiLtX (0) , (3.5)

where X (0) corresponds to the systems initial conditions. The operator exp (iLt) which

appears on the right hand side of Eqn. (3.5), is called the classical propagator. In this

dissertation this operator is denoted by

U (t) = exp (iLt) . (3.6)

The Liouville operator is Hermitian in nature as such L† = L [22]. Given this property it

is easy to show that the classical propagator is a unitary operator, meaning that

U † (t)U (t) = 1 , (3.7)

where 1 is the identity matrix. In order to show this one need only consider

U (t) = eiLt , (3.8)
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and,

U † (t) = e−iL
†t = e−iLt . (3.9)

Taking the product of the two gives,

U † (t)U (t) = e−iLteiLt = 1 . (3.10)

The fact that the propagator is unitary implies that the system’s equations of motion

possess the property of being time-reversible. This means that if the system propagates

forward in time from some initial state, for an arbitrary time t, and then one allows the

clock to run backwards for a time −t, the system simply returns to its initial state [22].

In order to show that the propagator being unitary implies the time reversibility of the

dynamics, one first notes that U (−t) = exp (−iLt). The solution to the equation of motion

may be written as

X (t) = U (t)X (0) . (3.11)

Applying U (−t) to this one obtains,

U (−t)X (t) = U (−t)U (t)X (0)

= e−iLteiLtX (0)

= X(0) ,

(3.12)

clearly this is only valid if the propagator is unitary. At this point in time it should be

noted that the solution to the equations of motion given by Eqn. (3.5) is in general, not

very useful. Since evaluating the right hand side of the equation is equivalent to the exact

integration of the classical equations of motion. However in a few cases the formal solution

is known explicitly. Suppose that the Liouville operator may be decomposed into several

parts such that

iL = iL1 + iL2 + iL3 + · · ·

=

n∑
j=1

iLj ,

where n represents the dimensionality of the systems phase space, and the different iLj

terms do not commute. For simplicity only a two-dimensional phase space, having a phase

space vector X = (x, p) will be considered, as such n = 2. The Liouville operator may be
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split as

iL = iL1 + iL2 . (3.13)

Since the terms on the right hand side do not commute with one another, it should be noted

that exp(iLt) = exp(iL1 + iL2) is not equivalent to exp(iL1) exp(iL2). A consequence of

this is that, if one wishes to factorise the classical propagator, one needs to make use of

the Trotter theorem. This theorem states that,

e(A+B) = lim
M→∞

[
eA/2MeB/MeB/2M

]M
, (3.14)

it’s proof may be found in [23]. In the limit M →∞ this relation is formally correct but

of very little practical value. To get it into a more useful form one chooses some large but

finite value for M , within this limit Eqn. (3.14) becomes [24]

e(A+B) =
(
eA/2MeB/MeA/2M

)M
eO(1/M2) . (3.15)

To apply this theorem to the formal solution of the Liouville equation we let

A

M
=
iL2t

M
and

B

M
=
iL1t

M
. (3.16)

Thereby obtaining that

e(iL1+iL2)
t
M ≈

(
eiL2/2eiL1eiL2/2

) t
M
. (3.17)

The right hand side of this equation represents an approximated propagation of the system

for a small time interval, t/M . If one takes this time to be a single time step, h, one may

then express the single time step approximation of the system propagator as

ei(L1+L2)h ≈ eiL2h/2eiL1heiL2h/2 . (3.18)

In Eqn. (3.18) the left hand side represents the exact propagator, U (h), while the right

hand side represents the approximated propagator, which shall be denoted as Ũ (h). It

can easily be shown that Ũ (h) is a unitary operator [22], since it is comprised of unitary

operators, as such it preserves the property of time reversibility. Ũ (h) is accurate up to
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second order, h2, proof of this may be found in Appendix A.2. As such one has that

eiLh = eiL2h/2eiL1heiL2h/2 +O
(
h3
)
. (3.19)

By considering propagators which are second order in time, one may drop the tilde on

the approximate propagator. The action of U (h) on some arbitrary phase space vector,

X, may then be evaluated through the use of a technique known as the direct translation

method. If this action is expressed as

U (h)X = eiL2h/2eiL1heiL2h/2X , (3.20)

then under this method the action of the first operator exp(iL2h/2) on X, may be thought

of as producing a new phase space point X ′. This new point will be what the second

operator exp(iL1h) acts upon to produce a new phase space point X ′′. This then becomes

the input into the last operator exp(iL2h/2) [22]. The main advantage of this technique is

that it allows one to use each operator within the factorisation as an update step. This has

the effect of allowing one to use the result of its action as the input for the next operator.

As such if one knows how the operators which make up the factorisation act, it becomes

a simple task to create a set of update steps which may then be easily converted either

into pseudo-code or a working algorithm.

In evaluating the action of each operator, the following mathematical identities are

very useful to remember:

exp

[
c
∂

∂x

]
f (x) = f (x+ c) , (3.21a)

exp

[
cx

∂

∂x

]
f (x) = f (x exp [c]) , (3.21b)

exp

[
τ

(
− Pη
Mη

P + F (x)
∂

∂P

)]
P = p exp

[
−τ Pη

Mη

]
+ τF (x)×

exp

[
−τ

2

Pη
Mη

]
sinh

[
−τ

2

Pη
Mη

]
. (3.21c)

An example of how to apply this theory in order to derive time-reversible algorithms will

now be presented. In particular focus will be given to the NHP thermostat dynamics.
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3.1.1 Time-Reversible Integration of Nosé-Hoover Power Thermostat

Dynamics

A derivation of a time-reversible integration scheme for the NHP dynamics is be presented

in this section. In order to achieve such an integration scheme, one begins by defining the

Liouville operators as

LNHP =
∑
n

Ln . (3.22)

To find the Ln terms, one makes use of the Liouville operator definition given by Eqn.

(3.4) along with the NHP equations of motion given by Eqns. (2.30). This Liouville

operator definition combined with Eqn. (2.30a) yields

Ṙ = L1R

=

(
P

M
+ τ

P

M

Pη
Mη

)
∂

∂R
R (3.23)

from which one can clearly see that L1 =
(
P
M + τ PM

Pη
Mη

)
∂
∂R . Following a similar procedure

with regards to the other equations, which make up the set of Eqns. (2.30) one obtains

the following set of Liouville operators

LNHP1 =

(
P

M
+ τ

P

M

Pη
Mη

)
∂

∂R
, (3.24a)

LNHP2 = FR
∂

∂P
, (3.24b)

LNHP3 = −P Pη
Mη

∂

∂P
, (3.24c)

LNHP4 =
Pη
Mη

∂

∂η
, (3.24d)

LNHP5 =

(
τ
P

M
FR + FP

)
∂

∂Pη
. (3.24e)

(3.24f)

Where the forces acting on the system have been defined as

FR = −∂V (R)

∂R
, (3.25)

and

Fp =
P 2

M
− gkBT . (3.26)
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By considering a small time step, h, along with a direct symmetric Trotter factorisation

of the Liouville operator one gets that

ehL ≈ eLNHP5 h/2eL
NHP
4 h/2eL

NHP
3 h/2eL

NHP
2 h/2eL

NHP
1 h

× eLNHP2 h/2eL
NHP
3 h/2eL

NHP
4 h/2eL

NHP
5 h/2 . (3.27)

A possible integration scheme may then be obtained using the direct translation technique

applied to the following propagator

UNHP (h) = exp

(
h

2
LNHP5

)
exp

(
h

2
LNHP4

)
exp

(
h

2
LNHP3

)
× exp

(
h

2
LNHP2

)
exp

(
hLNHP1

)
exp

(
h

2
LNHP2

)
× exp

(
h

2
LNHP3

)
exp

(
h

2
LNHP4

)
exp

(
h

2
LNHP5

)
,

(3.28)

where UNHPα (h) = exp
[
hLNHPα

]
. However it has been shown in [5] that the algorithm

one obtains using the above propagator leads to a divergent Hamiltonian. This problem

is overcome by making use of a higher order propagator, which is obtained through the

use of Yoshida’s prescription [5, 25]. Making use of this prescription, the higher order

propagator may be expressed as

UNHP (h) =

ny∏
y=1

exp

(
h

2

wy
ny
LNHP5

)
exp

(
h

2

wy
ny
LNHP4

)
exp

(
h

2

wy
ny
LNHP3

)
× exp

(
h

2

wy
ny
LNHP2

)
exp

(
h
wy
ny
LNHP1

)
exp

(
h

2

wy
ny
LNHP2

)
× exp

(
h

2

wy
ny
LNHP3

)
exp

(
h

2

wy
ny
LNHP4

)
exp

(
h

2

wy
ny
LNHP5

)
,

(3.29)

where ny represents the number of Yoshida weights, while wy represents the Yoshida

weights themselves. In this dissertation the number of weights used was ny = 3, with the

corresponding weights given by w1 = 1

2−2
1
3

, w2 = 1 − 2w1 and w3 = w1. Making use of

the higher order propagator, in conjunction with the identities given by the Eqns. (3.21)



22

one arrives at the following pseudo-code form of the algorithm:

DO IT = 1, NTS

DO j = 1, ny

Pη = Pη +
wj
nj

h

2

(
Fp + τ

P

M
FR

)
(3.30)

η = η +
wj
nj

h

2

Pη
Mη

(3.31)

P = P exp [− ((wj/nj)h/2)Pη/Mη] (3.32)

P = P +
wj
nj

h

2
FR (3.33)

R = R+
wj
nj
hP/M

(
1 + τ

Pη
Mη

)
(3.34)

CALCULATE FR

P = P +
wj
nj

h

2
FR (3.35)

P = P exp [− ((wj/nj)h/2)Pη/Mη] (3.36)

CALCULATE Fp

η = η +
wj
nj

h

2

Pη
Mη

(3.37)

Pη = Pη +
wj
nj

h

2

(
Fp + τ

P

M
FR

)
(3.38)

End DO

End DO

The mathematical details regarding how the translation rules for this algorithm were

obtained may be found in Appendix B.1. For completeness the derivations of the NH and

NHC time-reversible algorithms are presented in Appendices C.1 and C.2 respectively.

3.2 Measure-Preserving Algorithms

Having shown how time-reversible algorithms may be derived, a method which not only

produces algorithms that are time-reversible but ones that also preserve the invariant

measure of phase space will now be presented. In so doing the prescription detailed in [9]

is followed. To this end one begins by splitting the Hamiltonian into a sum of n terms
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such that

H =
n∑

α=1

Hα , (3.39)

where the splitting of H is not unique. This splitting of the Hamiltonian gives rise to a

corresponding splitting of the phase space vector, X =
∑n

α=1X
α, where the individual

vector component equations of motion are given by Eqn. (2.10). A secondary consequence

of the Hamiltonian splitting is the resulting split of the Liouville operator such that

L =

n∑
α=1

Lα (3.40)

where each Lα component is given by [9, 26]

Lα = Xα
i

∂

∂Xi

=
∑
i

∑
j

Bij
∂Hα

∂Xj

∂

∂Xi
. (3.41)

If the components of the Liouville operator are to preserve the invariant measure of phase

space, then they must satisfy

Lαω = 0 , (3.42)

where ω represents the conventional phase space volume element

ω = dx1 ∧ dx2 ∧ · · · dx2N . (3.43)

It has however been shown [9, 18, 27] that if the phase space flow has non-zero compress-

ibility the statistical mechanics of the system need to be formulated in terms of a new

modified phase space measure

ω̄ = e−σ(X)ω , (3.44)

where the statistical weight, σ(X), is related to the compressibility by [16, 27]

dσ(X)

dt
= κ(X) . (3.45)

Provided that the condition

∂

∂Xk

[
e−σ(X)Bjk

]
= 0 j = 1, · · · , 2N (3.46)
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holds [9, 27], then

Lαω̄ = 0 ∀ α . (3.47)

This means that the modified volume element, ω̄, is invariant under the action of each

Lα. As such one may now use the split Liouville operators in the same way as when

one was trying to obtain the time-reversible integration schemes. This means making

use of a symmetric Trotter factorisation, before applying the direct translation technique

to evaluate the action of the individual propagators. Since the modified volume element

is invariant under the action of each Lα, each part of the propagator will preserve the

modified volume form, in addition to being time-reversible. An example of how to apply

this theory in order to derive time-reversible measure-preserving algorithms will now be

presented. In particular focus will be given to the NHP thermostat dynamics.

3.2.1 Measure-Preserving Integration of Nosé-Hoover Power Thermo-

stat Dynamics

In order to derive a measure-preserving integration scheme for the NHP thermostat, one

starts by splitting the Liouville operator such that,

LNHP =
4∑

α=1

LNHPα , (3.48)

where each LNHPα is defined as,

LNHPα = BNHPjk

∂HNHP
α

∂Xk

∂

∂Xj
(3.49)

and preserves the invariant measure of the phase space [9]. Here HNHP
α represents the

splitting of the NHP Hamiltonian such that HNHP =
∑4

α=1Hα, the most natural way to

split the NHP Hamiltonian leads to the following components

H1 =
P 2

2M
, (3.50a)

H2 = V (R) , (3.50b)

H3 =
P 2
η

2Mη
, (3.50c)

H4 = gkbTη . (3.50d)



25

Making use of Eqn. (3.49), along with Eqns. (3.50a)-(3.50d), one obtains the following

explicit form of the Liouville operators:

LNHP1 =
P

M

∂

∂R
+
P 2

M

∂

∂Pη
(3.51a)

LNHP2 = −∂V (R)

∂R

[
∂

∂P
+ τ

P

M

∂

∂Pη

]
(3.51b)

LNHP3 =
Pη
Mη

[
τ
P

M

∂

∂R
+

∂

∂η
− P ∂

∂P

]
(3.51c)

LNHP4 = −gkBT
∂

∂Pη
. (3.51d)

In order to obtain a more efficient algorithm one defines

LNHPA = LNHP1 + LNHP4 , (3.52a)

LNHPB = LNHP2 , (3.52b)

LNHPC = LNHP3 , (3.52c)

where commuting Liouville operators have been combined to obtain LNHPA , along with

the renaming of L2 and L3 to keep the notation consistent. Next the propagator asso-

ciated with the nth Liouville operator, LNHPn , is defined as UNHPα (h) = exp
[
hLNHPα

]
,

where α = A,B,C and h represents a single numerical time step. A possible measure-

preserving integration scheme for the NHP dynamics may then be found through the use

of a symmetric Trotter factorisation, and may be approximated by the propagator

UNHP (h) = UNHPB (h/2)UNHPC (h/2)UNHPA (h)

× UNHPC (h/2)UNHPB (h/2) . (3.53)

Using the direct translation method to evaluate the action of this propagator one obtains

the following pseudo-code structure:

Pη → Pη + hτ
2MFR

(
P + h

4FR
)

P → P + h
2FR

}
: UB (h/2) , (3.54)

η → η + h
2
Pη
Mη

R → R+ τ
MP

[
1− exp

(
−h

2
Pη
Mη

)]
P → P exp

[
−h

2
Pη
Mη

]
 : UC (h/2) , (3.55)
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R → R+ h P
M

Pη → Pη + hFP

}
: UA (h) , (3.56)

η → η + h
2
Pη
Mη

R → R+ τ
MP

[
1− exp

(
−h

2
Pη
Mη

)]
P → P exp

[
−h

2
Pη
Mη

]
 : UC (h/2) , (3.57)

Pη → Pη + hτ
2MFR

(
P + h

4FR
)

P → P + h
2FR

}
: UB (h/2) , (3.58)

where the forces FR, FP are defined by Eqns. (3.25) and (3.26) respectively. The mathe-

matical details regarding how the translation rules for the above algorithm were obtained

may be found in Appendix B.2. As in the previous section, the algorithms for the NH

and NHC measure-preserving time-reversible schemes were also derived. These derivations

may be found in Appendices D.1 and D.2 respectively.

3.3 Classical Simulations

In this section, the results of the study performed with regards to the stability and ergodic

properties of the NHC and NHP dynamics are presented. In order to perform this study

the thermostats were coupled to a classical one-dimensional harmonic oscillator, having a

quadratic potential,

V (R) =
1

2
kR2

where, k is the spring constant. The radial phase space probabilities were then calculated,

while a check was also performed to ensure that the extended system Hamiltonians were

conserved by these integration schemes. However these properties were not calculated for

the NH dynamics, since it is well established that these dynamics are not ergodic, as such

they do not generate the correct canonical ensemble [21, 28, 29, 30]. For the simulation

results shown here, only the time-reversible measure-preserving algorithms were used to

investigate the properties of the NHC and NHP thermostat schemes. The reason for this

choice was that the ultimate goal of this dissertation was to extend the NHP dynamics

to the quantum-classical framework. Within this framework the hybrid Monte Carlo

dynamics used for simulations require that, the algorithms used preserve the measure of

phase space [31]. The following results were obtained
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Figure 3.1: Numerical stability of the measure-preserving time-reversible integration
scheme. A comparison is shown between the NHC and NHP dynamics for a one di-
mensional harmonic oscillator. The energy functions shown have been normalised and
as such oscillate about H = 1. The energy function for the NHP dynamics, HNHP , is
represented by the solid line while the energy function for the NHC dynamics, HNHC , is
represented by the dashed line. The time step used for this simulation was h = 0.0025.
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Figure 3.2: Comparison between the an-
alytical and the numerically sampled ra-
dial phase space probability of a one di-
mensional harmonic oscillator evolving
under the NHC dynamics. The continu-
ous line shows the theoretical value while
the hollow bullets show the numerical re-
sults.
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Figure 3.3: This figure displays a plot
of the NHC phase space distribution ob-
tained from the NHC dynamics of a one
dimensional harmonic oscillator.
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Figure 3.4: Comparison between the an-
alytical and the numerically sampled ra-
dial phase space probability of a one di-
mensional harmonic oscillator evolving
under the NHP dynamics. The continu-
ous line shows the theoretical value while
the hollow bullets show the numerical re-
sults.
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Figure 3.5: This figure displays a plot
of the NHP phase space distribution ob-
tained from the NHP dynamics of a one
dimensional harmonic oscillator.

The two normalised extended system Hamiltonian functions are shown in Fig. 3.1.

As one can see from this plot both integration schemes are numerically stable. The NHC

dynamics has fluctuations of the order 10−4. The higher order propagator for the NHP

dynamics might not seem to have any fluctuations, however it should be noted that this

is due mainly to the fact that in Fig. 3.1 it is being compared against the NHC dynamics.

It was found that it had fluctuations of the order 10−6.

To show that the NHC dynamics not only conserve the system Hamiltonian, but also

sample phase space uniformly Fig. 3.2 and Fig. 3.3 are displayed. The numerically

calculated and theoretically predicted radial phase space distributions for this thermostat

are shown in Fig. 3.2, while the phase space distribution of the generated points is shown

in Fig. 3.3. From these two figures, one is able to conclude that the NHC thermostat

samples phase space uniformly and as such satisfies the ergodic hypothesis.

To show that the NHP dynamics not only conserve the system Hamiltonian, but also

sample phase space uniformly Fig. 3.4 and Fig. 3.5 are displayed. The numerically

calculated and theoretically predicted radial phase space distributions for this thermostat

are shown in Fig. 3.4, while the phase space distribution of the generated points is shown

in Fig. 3.5. From these two figures, one is able to conclude that the NHP thermostat

samples phase space uniformly, and as such satisfies the ergodic hypothesis.

Having been satisfied with the stability of the integration schemes the next challenge

was to extended them to the quantum-classical case. In the following chapter the theory
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of quantum-classical systems in thermal baths is presented with a view of representing

such thermal baths with both the NHC and NHP thermostat schemes.



Chapter 4

Quantum-Classical Systems in

Thermal Baths

In this chapter a detailed discussion of the theory required to understand and simulate

quantum-classical dynamics is presented. It starts with a presentation of Heisenberg’s for-

mulation of quantum mechanics. This is followed by a brief overview of quantum statistical

mechanics, where the density matrix operator is introduced. The phase space representa-

tion of quantum mechanics is then presented with a focus on the Wigner representation.

The theory of how to model quantum dynamics within a classical bath is discussed, along

with the derivation of the quantum-classical Liouville equation of motion; then this equa-

tion is expressed in the adiabatic basis. Finally this chapter concludes with the extension

of the NHC and NHP thermostats to the quantum-classical case.

4.1 Heisenberg’s Formulation of Quantum Mechanics

The Heisenberg formulation of quantum mechanics was developed in 1925 by W. Heisen-

berg. It is also known as the matrix formulation of quantum mechanics, or simply matrix

mechanics. In this formulation, all operators are represented by N × N matrices where

N is the number of basis states needed to form a complete basis set for the system,

while the systems quantum states, are represented by vectors with dimensions N × 1 [32].

Naturally this formulation is equivalent to the wave theory of Schrödinger. The main

difference between these two formulations lies within the location of the time dependence

[32, 33]. Within Schrödinger’s formulation, the time dependence lies within the states,

|ψ〉 = |ψ(t)〉, and not the operators, Â 6= Â(t). The opposite is true for Heisenberg’s

30



31

formulation, within this formulation the states do not change in time, |ψ〉 6= |ψ(t)〉, while

all the time dependence is transferred onto the quantum operators such that Â = Â(t).

The change in time of the operators is governed by the Heisenberg equation of motion.

This equation is given by

∂Â(t)

∂t
=
i

~

[
Ĥ, Â(t)

]
+
∂Â(t)

∂t
, (4.1)

where
[
Ĥ, Â(t)

]
≡ ĤÂ− ÂĤ. If the operators do not contain an explicit time dependence

then the above equation may be written as

∂Â(t)

∂t
=
i

~

[
Ĥ, Â(t)

]
. (4.2)

For the remainder of this dissertation, only operators that do not carry an explicit time

dependence have been considered, as such Eqn. (4.2) is used as the equation of motion

for an arbitrary observable.

4.2 Quantum Statistical Mechanics

Quantum mechanics is an intrinsically statistical theory, where the statistics enter the

theory in two ways [34]. Firstly because of the statistical interpretation of the wave

function. The second way is a consequence of the incomplete knowledge one has about

the dynamical state of the system, as demonstrated by Heisenberg’s uncertainty principle.

If one knows everything there is to know about the state of a system, then the system is

said to be in a pure state |ψ〉. Within Schrödinger’s formulation the pure state of a system

may be represented by a wave function, ψ (x, t), while the average value of an arbitrary

observable, Â is given by [35]

Ā = 〈A〉 =

∫
ψ∗ (x, t)Aψ (x, t) dx . (4.3)

For a system in a pure state, the state vector |ψ〉 may be expressed in an orthonormal

basis |φj〉 as

|ψ〉 =
∑
j

cj |φj〉 , (4.4)
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where the cj are constant coefficients defined by cj = 〈φj |ψ〉 with
∑

j |cj |
2 = 1. In this

notation the average value of the observable is given by

Ā = 〈A〉 =
〈
ψ
∣∣∣ Â ∣∣∣ψ〉

=
∑
k

c∗k

〈
φk

∣∣∣∣∣∣ Â
∑
j

cj

∣∣∣∣∣∣φj
〉

=
∑
j

∑
k

cjc
∗
k

〈
φk

∣∣∣ Â ∣∣∣φj〉
=
∑
j

∑
k

cjc
∗
kAkj . (4.5)

For a system in a pure state, Eqns. (4.3) and (4.5) are equivalent [33].

The statistical description which has been used thus far, has been for systems in a

pure state. However a different approach is required if one either does not have all the

information about the state of the system, or if one is dealing with an ensemble of systems

[33, 36], such cases correspond to the system being in what are known as mixed states.

For such states one can no longer use Eqn. (4.3) to calculate the observable averages. To

see this consider some two level system whose exact state is unknown. Since the system

is a two level system it will be found in one of two states which may be denoted as |ψ〉

and |φ〉. Each of these states will have some probability associated with it, which gives

the likelihood of finding the system in that state, these probabilities may be denoted as

Pψ and Pφ respectively. Such a mixed state cannot be represented by Eqn. (4.5), since

the summation which appears on the right hand side simply produces another pure state

as apposed to the mixed state of the system [32]. In order to represent such a mixed state

one needs to make use of the density matrix operator which will be introduced in the

following section.

4.2.1 Density Matrix

The density matrix description for mixed quantum systems was introduced by J. von

Neumann [37]. This matrix is sometimes referred to in the literature as the density matrix

operator or von Neumann density matrix. Here it shall be introduced by first considering

how the observable average for such mixed sates may be calculated. For a mixed state,

one is required to add an associated weighting to each of the systems possible states, these

weights are given by the probabilities associated with each state [38]. The observable
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average given by Eqn. (4.5) is modified by these probabilities to produce a weighted

average,

〈A〉 =
∑
i

γiĀi , (4.6)

where γi represents the probability that the system is in the ith state. Since these terms

represent probabilities, one requires that all γi terms must be non-negative, γi ≥ 0, along

with being normalisable,
∑

i γi = 1. The average value of the observable in the ith state

is denoted by

Āi =
∑
j

∑
k

ci∗k c
i
jAkj , (4.7)

substituting this into Eqn. (4.6) allows one to write down the average value for an observ-

able of a mixed state as,

〈A〉 =
∑
i

γi
∑
j

∑
k

ci∗k c
i
jAkj

=
∑
j

∑
k

ρjkAkj . (4.8)

In Eqn. (4.8), the density matrix elements have been introduced. These elements are

defined as

ρjk =
∑
i

γic
i∗
k c

i
j , (4.9)

and when combined form what is known as the density matrix operator ρ̂. These elements

may also be expressed using Dirac’s notation as

ρjk = 〈j | ρ̂ | k〉 . (4.10)

Using this notation along with the completeness relation allows one to rewrite Eqn. (4.8)

as

〈A〉 =
∑
j

∑
k

〈j | ρ̂ | k〉
〈
k
∣∣∣ Â ∣∣∣ j〉

=
∑
j

〈
j
∣∣∣ ρ̂Â ∣∣∣ j〉 . (4.11)
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The summation which appears in Eqn. (4.11) is over all the diagonal elements of the

density matrix. It is also known as the trace, and is denoted denote as

〈A〉 = TR

(
ρ̂Â
)

= TR

(
Âρ̂
)
, (4.12)

since the trace of two operators is invariant under cyclic permutations [36]. The evolution

of the density matrix in time is given by the von Neumann equation

∂ρ̂(t)

∂t
= − i

~

[
Ĥ, ρ̂(t)

]
. (4.13)

The density matrix has several important properties, which play a crucial role in its

use for the quantum mechanical description of mixed states. The first of these properties

is that the density matrix is normalised

Tr (ρ̂) =
∑
j

ρjj

=
∑
i

γi
∑
j

∣∣cij∣∣2
=
∑
i

γi = 1 . (4.14)

Along with being normalised, it is also Hermitian

(ρkj)
∗ =

(∑
i

γic
i
kc
i∗
j

)∗
=
∑
i

γic
i∗
k c

i
j

= ρjk .

The density matrix of a pure state only has one non-zero element since all but one of the γi

terms will be zero. This is not the case for a mixed system. The diagonal elements, ρjj , give

the probability that the system is in state j [39]. While the off diagonal elements, ρjk, may

be both positive or negative [36], Subsequently these elements may not be interpreted as

probabilities [39]. These elements are linked to certain quantum mechanical effects which

have no classical analogue, such effects arise due to the wave like properties of matter [40].

These elements are also related to the phase correlation between the states j and k.
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4.3 Phase Space Representation of Quantum Mechanics

In classical mechanics, Hamilton’s equations of motion give a correlation between the

positions and momenta of a particle [10]. This correlation may be seen in the probability

distributions of these two variables.

If one wishes to obtain a fully classical description of quantum mechanics, then one

is required to describe the quantum system of interest in phase space [36]. However,

from Heisenberg’s uncertainty principle, one can not simultaneously have well defined

knowledge about the position and momentum for such systems. This makes it impossible

to define true phase space probability distribution functions for quantum systems. It

is however possible, to obtain quasiprobability distribution functions for such systems.

These functions obey some, but not all, of the conditions that need to be satisfied by

probability distribution functions. They are however still of great use, in the study of

quantum systems [41], as they provide insights into the connections which exist between

classical and quantum mechanics. They are able to do this as they express a system’s

quantum averages in a form that is very similar to that used to display classical averages.

Of the many attempts to produce useful quasiprobability distribution functions, one

of the earliest and most successful was by E. Wigner [42]. In the following section, this

quasiprobability distribution function is presented.

4.3.1 Wigner Representation of Quantum Mechanics

A discussion of the Weyl transform is first presented, before the Wigner transform is

introduced. The Weyl transform, for an arbitrary operator Â in the position basis, is [43]

Ã (x, p) =

∫
e−ipy/~

〈
x+ y/2

∣∣∣ Â ∣∣∣x− y/2〉 dy , (4.15)

where the tilde is used to denote the Weyl transform. Naturally this transform may also

be expressed in the momentum basis as

Ã (x, p) =

∫
eixz/~

〈
p+ z/2

∣∣∣ Â ∣∣∣ p− z/2〉 dz . (4.16)

From its definition, one sees that the Weyl transform may be used to transform an operator

into a phase space function.

An important property of this transform, which plays a crucial role when it comes to
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calculating expectation values in the Wigner representation, states that the trace of two

arbitrary operators Â and B̂ is equivalent to the integral over phase space of the product

of their Weyl transforms [43],

Tr
(
ÂB̂
)

=
1

h

∫ ∫
Ã (x, p) B̃ (x, p) dx dp . (4.17)

The Wigner function itself is then defined for a single particle, as the Weyl transform

of the density matrix divided by Planck’s constant, h [43, 42, 41]

W (x, p) =
ρ̃

h
.

It may be expressed in both the position and momentum basis as,

W (x, p) =
1

h

∫
e−ipy/~ 〈x+ y/2 | ρ̂ |x− y/2〉 dy

=
1

h

∫
e−ipz/~ 〈p+ z/2 | ρ̂ | p− z/2〉 dz ,

respectively. Making use of Eqn.(4.17), the expectation values within this representation

may be expressed as

〈A〉 = Tr
(
ρ̂Â
)

=
1

h

∫ ∫
ρ̃ (x, p) Ã (x, p) dx dp

=

∫ ∫
W (x, p) Ã (x, p) dx dp . (4.18)

The last line of Eqn. (4.18) shows how the Wigner function may be interpreted as a

probability density which characterises some physical quantity, where this quantity is

represented by the Weyl transform of the observable [43]. However before the Wigner

function may be called a probability distribution function one needs to make sure that it

satisfies both the normalisability and non-negativity conditions.

The identity matrix is used to check the normalisability of the Wigner function in

phase space. Performing this check requires one to make use of the Weyl transform of the
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identity matrix. This transform is

1̃ =

∫
e−ipy/~

〈
x+ y/2

∣∣ 1̂ ∣∣x− y/2〉 dy
=

∫
e−ipy/~δ (x+ y/2− (x− y/2)) dy = 1 . (4.19)

To perform this check one considers the trace of the density matrix and the identity matrix,

Tr
(
ρ̂1̂
)

=
1

h

∫ ∫
ρ̃ (x, p) 1̃ dx dp

=

∫ ∫
W (x, p) dx dp

= Tr (ρ̂) = 1 . (4.20)

As Eqn. (4.20) shows, this function is normalised.

To check if it satisfies the non-negativity condition, one considers two orthogonal sates

of the system |ψ〉 and |φ〉 each having a corresponding density matrix ρ̂ψ and ρ̂φ respec-

tively, such that

Tr (ρ̂ψρ̂φ) =
1

h

∫ ∫
Wψ (x, p)Wφ (x, p) dx dp

= |〈ψ|φ〉|2 . (4.21)

However since the states |ψ〉 and |φ〉 are orthogonal this amounts to

1

h

∫ ∫
Wψ (x, p)Wφ (x, p) dx dp = 0 . (4.22)

The only way that this integral is equal zero is if either Wψ, Wφ or both of them take on

negative values for some region in phase space. Due to this the Wigner function can not

be a probability distribution function, and is classified as a quasiprobability distribution

function.

Another important property of the Wigner function which is required for the upcoming

sections is that, the Wigner transform for the product of two arbitrary operators, is given

by [4, 44],

(
ÂB̂
)
W

= ÂW (R,P ) e
~Λ
2i B̂W (R,P ) . (4.23)
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Here Λ is the negative of the Poisson bracket. This identity is important as the commutator

which appears in the Heisenberg equation of motion contains a product of two observables.

One thus requires the Wigner transform of an operator product, if one wants to use this

equation within this representation.

4.3.2 Partial Wigner Representation of Quantum Mechanics

If one is interested in calculating the dynamics of some system, comprised of a quantum

subsystem in contact with a thermal bath, it is usually impossible to obtain a fully quan-

tum mechanical solution for its evolution. However, if one is not interested in how the

bath degrees of freedom evolve, then one may use the quantum-classical approximation to

simulate the dynamics of this system.

In this approximation, part of the system is treated classically while its remainder is

subject to a quantum mechanical treatment. This is achieved by representing, the degrees

of freedom belonging to the quantum subsystem in a suitable set of basis states, while

classical phase space degrees of freedom are used to represent the bath [13].

In order to obtain this representation of the system, one makes use of the partial

Wigner transform. This transform corresponds to simply applying the Weyl transform

over only the bath coordinates of the system. This has the effect of converting the system’s

Hamiltonian from a fully quantum mechanical operator to an operator of both the Hilbert

space of the quantum subsystem, as well as a function of the classical phase space variables.

If the bath is comprised of N degrees of freedom, then the partial Wigner transform

for the density matrix is given by

ρ̂W (R,P ) =
1

(2π~)3N

∫
dz eiP ·z/~ 〈R− z/2 | ρ̂ |R+ z/2〉 , (4.24)

where W is now used to denote the partial Wigner transform. It should be noted that all

of the variables are now interpreted as vectors with dimension 3N , since the bath contains

N degrees of freedom [13]. For an arbitrary operator of the system, Â, the partial Wigner

transform is

ÂW (R,P ) =

∫
dz eiP ·z/~

〈
R− z/2

∣∣∣ Â ∣∣∣R+ z/2
〉
. (4.25)

In this transformed representation, ÂW becomes an operator on both the quantum sub-

system’s Hilbert space and the bath’s phase space.

The remainder of this dissertation deals with quantum-classical systems, formulated
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using this transform. The properties of the Wigner function defined in the previous sec-

tion are sill valid for the partial Wigner transform representation. However the system’s

dynamics will now evolve according to some quantum-classical equation of motion.

4.4 Quantum Dynamics in a Classical Thermal Bath

4.4.1 The Quantum-Classical Liouville Equation

In order to derive the quantum-classical Liouville equation one may begin by considering

the Heisenberg equation of motion for an arbitrary operator χ̂ = χ̂ (X, t), where X again

represents the classical phase space variables (R,P ). One recalls that the Heisenberg

equation of motion is given by

∂χ̂

∂t
=
i

~

[
Ĥ, χ̂

]
=
i

~

(
Ĥχ̂− χ̂Ĥ

)
.

(4.26)

In order to obtain the partial Wigner transform of this equation of motion, Eqn. (4.23) is

used. In Eqn. (4.23), the action of Λ on two arbitrary phase space functions, a and b, is

given by [12]

aΛb = −{a, b} = − ∂a

∂Xi
Bcij

∂b

∂Xj
, (4.27)

here {· · · , · · · } is used to denote the Poisson bracket, while Bcij are elements of the sym-

plectic matrix,

Bc =

 0 1

−1 0

 .

Applying the partial Wigner transform to the equation of motion allows one to express

the time evolution of χ̂ as,

∂χ̂W
∂t

=
i

~

((
Ĥχ̂
)
W
−
(
χ̂Ĥ
)
W

)
=
i

~

(
ĤW e

~Λ
2i χ̂W − χ̂W e

~Λ
2i Ĥ

)
.

Substituting in the definition of Λ, yields

∂χ̂W
∂t

=
i

~

(
ĤW e

i~
2

←−
∂ iBcij

−→
∂ j χ̂W − χ̂W e

i~
2

←−
∂ iBcij

−→
∂ jĤW

)
, (4.28)
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where ∂i = ∂
∂Xi

, and the overhead arrows represent the directions in which these operators

act. In general, Eqn. (4.28) is very difficult to solve. However if the bath is harmonic,

then one may expand the exponential terms up to linear order and in so doing obtain

an equation that is exact. The reason that this evolution is exact is that for systems

comprising of harmonic baths, the higher order terms within the expansion all go to zero

when acting on the Hamiltonian [45]. Taylor expanding the evolution equation to first

order produces

∂χ̂

∂t
=
i

~

(
ĤW

(
1 +

i~
2

←−
∂ iBcij

−→
∂ j

)
χ̂W − χ̂W

(
1 +

i~
2

←−
∂ iBcij

−→
∂ j

)
ĤW

)
=
i

~

(
ĤW χ̂W − χ̂W ĤW

)
− 1

2

(
ĤW
←−
∂ iBcij

−→
∂ jχ̂W − χ̂W

←−
∂ iBcij

−→
∂ jĤW

)
=
i

~

[
ĤW , χ̂W

]
− 1

2

{
ĤW , χ̂W

}
+

1

2

{
χ̂W , ĤW

}
=
(
ĤW , χ̂W

)
= iLχ̂W . (4.29)

In the above the quantum-classical bracket
(
ĤW , χ̂W

)
has been introduced. This bracket

is comprised of a combination of the quantum commutator and classical Poisson brackets.

In the final line, the quantum-classical Liouville super-operator, iL, has also been intro-

duced. It is possible to express this quantum-classical equation of motion, not in bracket

form but rather, through the use of matrices. In its matrix, form the quantum-classical

Liouville equation of motion becomes [3, 7, 8, 11]

∂χ̂

∂t
=
i

~

[
ĤW χ̂W

]
· D ·

 ĤW

χ̂W

 , (4.30)

where the antisymmetric matrix super-operator is given by

D =

 0 1 + i~
2

←−
∂ iBcij

−→
∂ j

−
(

1 + i~
2

←−
∂ iBcij

−→
∂ j

)
0

 . (4.31)

Since D is antisymmetric the Hamiltonian operator Ĥ is still a constant of motion [7]. The

equivalence of the two forms of the evolution equation given by Eqns. (4.29) and (4.30) is

explicitly shown in Appendix A.3.
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For a time independent Hamiltonian the evolution equation has a formal solution [13]

χ̂W (R,P, t) = eiLtχ̂W (R,P, 0) . (4.32)

This formal solution is an abstract quantity with regards to the quantum subsystem’s

degrees of freedom. In order to obtain a numerical integration scheme for the system

dynamics, one must first represent the system within some basis, which spans the Hilbert

space of the quantum subsystem. For a set of basis vectors |α〉, which satisfy this condition,

the solution may be expressed within that particular basis as [3, 13]

χαα
′

W (R,P, t) =
∑
ββ′

(
eiLt

)
αα′ ,ββ′ χ

ββ′

W (R,P, 0) . (4.33)

In general, one is able to choose any basis one likes, to work in, provided that the chosen

basis spans the Hilbert space of the quantum subsystem. Having said this, it should

be noted that the most convenient basis for solving a problem is usually determined by

the type of problem one is trying to solve. For the work performed here, the adiabatic

basis was used as this has been shown to be a good basis to use in the simulation of

quantum-classical systems via surface hopping trajectories [4, 13, 46].

4.4.2 The Adiabatic Basis

The adiabatic basis is defined by the eigenvalues of the eigenvalue equation [4, 7]

ĥW (R) |α;R〉 = Eα (R) |α;R〉 , (4.34)

where the adiabatic Hamiltonian ĥW , is given by

ĥW (R) =
p̂2

2m
+ V̂ (q̂, R) . (4.35)

The first term represents the quantum kinetic operator while the second term represents

the potential energy due to the coupling that exists between the quantum subsystem and

the bath. Within this basis, the quantum-classical Liouville Super-operator has the form

[4, 13]

iLαα′ ,ββ′ =
(
iωαα′ + iLαα′

)
δαβδα′β′ + Jαα′ ,ββ′ . (4.36)
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The full derivation of the result given by Eqn. (4.36) may be found in Appendix E. The

first term on the right hand side of the quantum-classical Liouville operator, ωαα′ , is known

as the Bhor frequency and is defined by the difference in energies of the adiabatic states

as

ωαα′ (R) =
Eα (R)− Eα′ (R)

~
. (4.37)

The second term, iLαα′ , is the classical like Liouville operator [4], defined as

iLαα′ =
P

M

∂

∂R
+

1

2

(
FαW + Fα

′

W

) ∂

∂P
. (4.38)

It is responsible for the classical evolution of the thermal bath. From its definition, one

sees that this evolution is determined by the mean value of the Hellmann-Feynman forces

for two adiabatic states [13]. This operator is the only operator which changes, if the way

we model the bath dynamics changes. The other operators in the Liouville super-operator

do not change. The first two terms are responsible for the adiabatic evolution of the

system. The final term, Jαα′ ,ββ′ , represents elements of the J-operator. The J-operator is

a completely off diagonal, antisymmetric matrix that is quantum in nature. It describes the

quantum jumping between energy states undergone by the system. This jumping between

energy states is due to the non-adiabatic transitions which occur within the quantum

subsystem. This operator also accounts for the variations of the bath momenta, which

accompany these transitions. These variations are a consequence of energy conservation

[13]. In this basis, the J-operator has the form

Jαα′,ββ′ = − P
M
· dαβ

(
1 +

1

2
Sαβ ·

∂

∂P

)
δα′β′

− P

M
· d∗α′β′

(
1 +

1

2
S∗α′β′ ·

∂

∂P

)
δαβ

(4.39)

where Sαβ = ∆Eαβ d̂αβ

(
P
M · d̂αβ

)−1
, and ∆Eαβ = Eα (R) − Eβ (R). In this case, ∆Eαβ

represents the energy difference between adiabatic states α and β. The non-adiabatic

coupling matrix element, dαβ, is defined as dαβ = 〈α(R) | ∇R |β(R)〉. It gives a measure

of the strength of the coupling between the bath and the quantum subsystem when it

is dotted with the momentum [13]. Finally d̂αβ denotes the normalised coupling matrix

element.
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4.5 Using Extended Systems to Model Constant Tempera-

ture Baths

If one wants to simulate a thermal bath, using the extended systems discussed earlier,

one needs to only modify the antisymmetric matrix Bc, which appears in the Heisenberg

equation of motion [5, 7]. This modification amounts to replacing this matrix with the

one belonging to the extended system one would like to use. The Hamiltonian operator

has the form

Ĥ = H + ĥs , (4.40)

where ĥs is the subsystem Hamiltonian defined as

ĥs = K̂ + V̂ (q̂, R) . (4.41)

K̂ represents the quantum kinetic operator while V̂ (q̂, R) represents the potential operator

coupling the quantum subsystem to the classical bath. Using the modified matrices B,

along with a Hamiltonian operator Ĥ, allows one to derive quantum-classical laws of

motion where the quantum subsystem is in contact with a thermal bath. To this end

a sketch of how to apply the NHC constant temperature dynamics within the quantum-

classical equation of motion is presented. Having completed this the Nosé-Hoover Power

constant temperature dynamics are then extended to the quantum-classical case.

4.5.1 Quantum-Classical Nosé-Hoover Chains

In this section the procedure outlined in [7] is followed to give a brief overview of how the

generalisation of the NHC thermostat scheme may be achieved. To this end, the NHC

Hamiltonian operator is defined as,

ĤNHC = HNHC + ĥ (R)

=
p̂2

2m
+
P 2

2M
+

P 2
η1

2Mη1

+
P 2

η2

2Mη2

+ V̂ (q̂, R) + gkbT (η1 + η2) .

In the above equation, q̂ and p̂ represent the quantum position and momentum operators

respectively, while HNHC is defined in Eqn. (2.23). The classical phase space point for

this system is X = (R, η1, η2, Pη1 .Pη2). For this scheme, the antisymmetric matrix used is
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the one defined in Eqn. (2.25), this matrix is given by

BNHC =



0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

−1 0 0 0 −P 0

0 −1 0 P 0 −Pη1

0 0 −1 0 Pη1 0


.

One then begins the generalisation of this scheme by substituting this matrix into the

antisymmetric matrix super-operator D, in place of the Bc matrix which appears in Eqn.

(4.31). In so doing one obtains the NHC matrix super-operator

DNHC =

 0 1 + i~
2

←−
∂ iBNHCij

−→
∂ j

−
(

1 + i~
2

←−
∂ iBNHCij

−→
∂ j

)
0

 . (4.42)

The quantum-classical Heisenberg equation of motion may then be expressed in matrix

form as

∂χ̂

∂t
=
i

~

[
ĤNHC
W χ̂W

]
· DNHC ·

 ĤNHC
W

χ̂W

 , (4.43)

while it may be given in terms of the Liouville super-operator as

∂χαα
′

∂t
=
∑
ββ′

iLNHC
αα′ ,ββ′χββ

′
, (4.44)

where the NHC Liouville super-operator is

iLNHC
αα′ ,ββ′ =

(
iωαα′ + iLNHC

αα′

)
δαβδα′β′ − Jαα′ ,ββ′ , (4.45)

while the classical-like NHC Liouville operator is

iLNHCαα′ =
P

M

∂

∂R
+

1

2

(
Fα + Fα

′
) ∂

∂P
+
Pη1

Mη1

∂

∂η1
+ FPη1

∂

∂Pη1

+
Pη2

Mη2

∂

∂η2
+ FPη2

∂

∂Pη2

− Pη2

Mη2

Pη1

∂

∂Pη1

. (4.46)
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In defining this classical-like operator the system forces

FPη1 =
P 2
η1

Mη1

− gKbT , (4.47)

and

FPη2 =
P 2
η2

Mη2

− gKbT . (4.48)

have been used

4.5.2 Extending the Nosé-Hoover Power Thermostat to the Quantum-

Classical Case

Having extended the NHC thermostat to the quantum-classical case, the same procedure

is now applied to the NHP thermostat scheme. Since the extension of this scheme had not

been performed in the literature, the derivation is given in greater detail than that of the

NHC case in the preceding section. The NHP Hamiltonian operator is given by

ĤNHP =
p̂2

2m
+
P 2

2M
+

P 2
η

2Mη
+ V̂ (q̂, R) + gkbTη , (4.49)

where q̂ and p̂ represent the quantum position and momentum operators respectively. The

classical phase space point is defined as X = (R, η, P, Pη), while the antisymmetric matrix

for this scheme is defined in Eqn. (2.29) as

BNHP =


0 0 1 τP/m

0 0 0 1

−1 0 0 −P

−τp/m −1 P 0

 .

The antisymmetric matrix super-operator associated with this scheme, DNHP , may be

written as

DNHP =

 0 1 + i~
2

←−
∂ iBNHPij

−→
∂ j

−
(

1 + i~
2

←−
∂ iBNHPij

−→
∂ j

)
0

 , (4.50)

where the symplectic matrix Bc in Eqn. (4.31), has been replaced by the antisymmetric

matrix for the NHP scheme. This allows one to express the equation of motion in matrix
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form as

∂χ̂

∂t
=
i

~

[
ĤNHP
W χ̂W

]
· DNHP ·

 ĤNHP
W

χ̂W

 , (4.51)

which may in turn be expressed as

∂χ̂

∂t
=
i

~

[
ĤNHP , χ̂

]
− 1

2

(
ĤNHP←−∂ · BNHP ·

−→
∂ χ̂− χ̂

←−
∂ · BNHP ·

−→
∂ ĤNHP

)
.

Evaluating the terms in the round brackets, one finds that they are equivalent to

∂V̂

∂R

∂χ̂

∂P
+
∂χ̂

∂P

∂V̂

∂R
− 2Fp

∂χ̂

∂Pη
+
∂V̂

∂R

τP

M

∂χ̂

∂Pη

+
∂χ̂

∂Pη

τP

M

∂V̂

∂R
− 2

(
P

M
+
Pη
Mη

τP

M

)
∂χ̂

∂R

− 2
Pη
Mη

∂χ̂

∂η
+ 2

Pη
Mη

P
∂χ̂

∂P
,

where the force acting on the system is given by Eqn. (3.26). Using this result allows one

to express the equation of motion as

∂χ̂

∂t
=
i

~

[
Ĥ, χ̂

]
− 1

2

(
∂V̂

∂R

∂χ̂

∂P
+
∂χ̂

∂P

∂V̂

∂R

)
+

(
P

M
+
Pη
Mη

τP

M

)
∂χ̂

∂R

+
Pη
Mη

∂χ̂

∂η
− Pη
Mη

P
∂χ̂

∂P
+ Fp

∂χ̂

∂Pη
− 1

2

∂V̂

∂R

τP

M

∂χ̂

∂Pη

− 1

2

∂χ̂

∂Pη

τP

M

∂V̂

∂R
. (4.52)

Before using this equation of motion to perform simulations, it first needs to be represented

in a basis. For reasons already given the adiabatic basis will be used.

Representation in the adiabatic basis

To represent the equation of motion in this basis one begins by rewriting the Hamiltonian

operator as

ĤNHP =
P 2

2M
+

P 2
η

2Mη
+ gkbTη + ĥS (R) , (4.53)

where the quantum subsystems Hamiltonian operator has been introduced previously.

This operator is defined as ĥs (R) = K̂ + V̂ (χ̂, R). In this operator K̂ represents the

quantum kinetic operator while V̂ represents the potential operator coupling, the classical

bath and quantum subsystem. Recalling that the adiabatic states are defined by the
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eigenvalue equation

ĥW (R) |α;R〉 = Eα |α;R〉 (4.54)

one finds that Eqn. (4.52) may be expressed in this basis as

∂χαα
′

∂t
=
(
iωαα′ + LNHP1 + LNHP2 + LNHP3

)
χαα

′

+
1

2

∑
β

Fαβ
∂χβα

′

∂P
+

1

2

∑
β

∂χαβ

∂P
F βα

′

+
τP

2M

∑
β

Fαβ
∂χβα

′

∂Pη
+
τP

2M

∑
β

∂χαβ

∂Pη
F βα

′

+

(
P

M
+
Pη
Mη

τP

M

)−∑
β

(
−dαβχβα

′
+ χαβdβα′

) ,

where Fαβ = −〈α | [(∂φ) / (∂R)] |β〉 and the non-adiabatic coupling vector is given by

dαβ = 〈α | [∂/ (∂R)] |β〉. The Liouville operators are defined in the equation set (3.51).

This equation may be rewritten through the introduction of the Liouville super-operator

such that
∂χαα

′

∂t
=
∑
ββ′

iLNHP
αα′ ,ββ′χββ

′
, (4.55)

where the NHP Liouville super-operator is

iLNHPαα′,ββ′ =
(
iωαα′ + iLNHPαα′

)
δαβδα′β′ + Jαα′,ββ′ , (4.56)

while the classical-like NHP Liouville operator is

iLNHPαα′ =
(
LNHP1 + LNHP2 + LNHP3

)
+
Fα + Fα

′

2

[
P

∂P
+ τ

P

M

∂

∂Pη

]
. (4.57)

The mathematical details involved with the extension of the NHP thermostat to the

quantum-classical case may be found in Appendix F.



Chapter 5

Numerical Studies

In this chapter a discussion of the model used to test the integration schemes obtained

in the previous chapter is discussed. This discussion is accompanied by a description

of the dimensionless units used for the simulations. The simulation procedures are then

discussed. Here the calculated observable, σ̂z, is also introduced. Finally, the obtained

results are given for a range of parameters followed by a brief discussion

5.1 Spin-Boson Model

The simulation results presented in this chapter were obtained using the spin-boson model.

The main reason that this model was chosen is that it is a very well studied model and, as

such, it gives one a way to check the efficiency and accuracy of any new algorithms. The

spin-boson model itself is made up of a simple two-level quantum subsystem coupled to a

boson bath. The quantum subsystem is made up of a single spin with states |↑〉 and |↓〉,

while quantum harmonic oscillators are used to represent the bosons. The Hamiltonian

operator for this model is

Ĥsb = −~Ωσ̂x +

Nb∑
j=1

(
P̂ 2
j

2Mj
+

1

2
Mjω

2
j R̂

2
j − cjR̂j σ̂z

)
, (5.1)

where σ̂x and σ̂z are the usual Pauli matrices. The energy gap of the isolated two-level

system is given by 2~Ω, where Ω represents the splitting between the two levels of the

system. The summation which appears is over all the bath oscillators. Mj , ωj and cj

represent the mass, frequency and coupling strength between the system and the jth

oscillator respectively. These parameters are fixed, by requiring that the harmonic bath

48
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be described by an Ohmic spectral density [8]. To ensure this the coupling strength and

frequencies were chosen to be the same as those introduced in [47, 48] namely

cj = ωj
√
ξ~ω0Mj , (5.2)

and

ωj = −ωc ln

(
1− j ω0

ωc

)
, (5.3)

where

ω0 =
ωc
Nb

(
1− e−ωmax/ωc

)
. (5.4)

In these equations the Kondo parameter, ξ, which gives a measure of the coupling strength

between the quantum subsystem and bath has been introduced, along with the cutoff

frequency ωc. Defining cj and ωj in this way gives one an efficient way to represent an

infinite bath whose spectral density is Ohmic via the use of a finite number of degrees of

freedom [45].

Applying the partial Wigner transform to the spin-boson Hamiltonian yields the quantum-

classical Hamiltonian operator

Ĥsb
W = −~Ωσ̂x +

Nb∑
j=1

(
P 2
j

2Mj
+

1

2
Mjω

2
jR

2
j − cjRj σ̂z

)
, (5.5)

where the subscript W is used to denote the partial Wigner transform. This Hamiltonian

operator now depends on both the spin degrees of freedom used to represent the subsystem,

and the classical phase space coordinates used to represent the bath.

This Hamiltonian operator may be decomposed into a sum of three terms as

Ĥsb
W = ĥs +Hb + V̂c (R) , (5.6)

where ĥs represents the quantum subsystem Hamiltonian

ĥs = −~Ωσ̂x . (5.7)

The bath Hamiltonian, Hb, is given by

Hb =

Nb∑
j=1

(
P 2
j

2Mj
+

1

2
Mjω

2
jR

2
j

)
, (5.8)
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while the coupling potential energy, V̂c (R), is defined as

V̂c (R) = −
Nb∑
j=1

cjRj σ̂z . (5.9)

It should be noted that for convenience all oscillator masses were taken to be the same,

although they may in general be different.

The simulation of this model within the microcanonical ensemble (NVE) requires one

to represent the bath using Nb = 200 oscillators. The reason this many oscillators are used

is that this is the number required to ensure that the obtained results are in agreement

with those predicted by linear response theory [49]. The results of these NVE dynamics

will be compared with those obtained from the simulations of the spin-boson model, where

the quantum-classical NHC and NHP dynamics have been used to simulate the bath. For

this model both these schemes are comprised of a bath made up by just one harmonic

oscillator Nb = 1.

For the spin-boson model, the quantum-classical NHC Hamiltonian operator is given

by

ĤNHC
W = Ĥsb

W +
P 2
η1

2Mη1

+
P 2
η2

2Mη2

+NbkbTη1 + kbTη2 , (5.10)

while the NHP Hamiltonian operator for the same model is

ĤNHP
W = Ĥsb

W +
P 2
η

2Mη
+NbkbTη . (5.11)

5.1.1 Scaled Units

In the performed simulations, scaled dimensionless units were used. This was done to

ensure that when the simulations were performed, there was no loss of accuracy in the

obtained results as a result of the round off error associated with multiplying very large

numbers by very small ones. Errors of this nature are avoided since after the scaling is

performed all values in the calculation are of roughly the same order.

These scaled units are obtained through scaling the phase space variables (R,P ) as

[45]

R′j =

(
Mjωc
~

) 1
2

and P ′j = (~Mjωc)
− 1

2 Pj . (5.12)
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This, in turn, leads to the spin-boson Hamiltonian being redefined as

Ĥsb′

W = −Ω′σ̂x +

Nb∑
j=1

(
P ′j

2

2
+

1

2
ω′j

2
R′j

2 − c′j
2
σ̂zR

′
j

)
, (5.13)

where

Ω′ =
Ω

ωc
, ωj =

ωj
ωc

, cj = ωj

√
ξ
ω0

ωc
. (5.14)

While the dimensionless inverse temperature and time may be expressed as [45]

β′ =
~ωc
kbT

and t′ = tωc , (5.15)

respectively. From now on only the scaled units will be considered, as such the primes from

the notation will be disregarded, and it will be understood that dimensionless variables

have been used.

5.2 Simulation Procedures

For the simulations performed, the systems phase space points were propagated forward

in time from some initial state (R,P ) at t = 0 to a final state (R′, P ′) at t = t′. The

observable of interest was then calculated at the new phase space point after each time

step. The initial phase space point is obtained by sampling from the bath distribution

function. It was assumed that the system was initially in an uncorrelated sate, with the

quantum subsystem in state |↑〉 , while the bath was in thermal equilibrium. The initial

density matrix for this case is then simply given by the product of the subsystem density

matrix and the bath distribution function,

ρ̂ (0) = ρ̂s (0) ρb (R,P ) , (5.16)

where

ρ̂s =

 1 0

0 0

 . (5.17)

The bath distribution function is given by

ρb (R,P ) =
e−βĤb

Zb
(5.18)
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where, Hb, denotes the bath Hamiltonian, while Zb is its partition function. The partial

Wigner transform of the initial density operator is

ρ̂W (0) = ρ̂s (0) ρbW (R,P ) , (5.19)

where the bath distribution function in dimensionless variables is given by [45]

ρbW (R,P ) =

Nb∏
j=1

tanh (βωj/2)

π
×
[
−2 tanh (βωj/2)

ωj
Hb

]
. (5.20)

5.2.1 Calculation of the Observable

The expectation value of an arbitrary observable, χ̂, under the action of a partial Wigner

transformation is

〈χ〉 = Tr (ρ̂χ̂) . (5.21)

For the work done here, the expectation value associated with the operator σ̂z was calcu-

lated. This operator is simply one of the Pauli spin matrices defined as

σ̂z =

 1 0

0 −1

 . (5.22)

This particular observable was chosen, as it makes it be possible to compare the results

we obtain with those found in the literature.

The expectation value of this operator represents the population difference of the two

energy levels of the quantum subsystem. To demonstrate this the expectation value of

this observable is calculated.

〈σz〉 = Tr (ρ̂σ̂z)

= Tr

 ρ11 ρ12

ρ21 ρ22

 1 0

0 −1


= Tr

 ρ11 −ρ12

ρ21 −ρ22


= ρ11 − ρ22 . (5.23)

From this one sees that in Eqn. (5.23) the expectation value of the operator σ̂z is the
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population difference between the two energy levels.

5.3 Results

In this section the results of the quantum-classical simulations are presented. All simula-

tions of the spin-boson model were performed making use of the dimensionless coordinates.

The system parameters used for the simulations were ωmax = 3 and Ω = 1/3. The Kondo

parameter and temperature values were varied between simulations and took on four dif-

ferent sets of values. The first two sets (ξ = 0.007, β = 0.3) and (ξ = 0.1, β = 3.0) are the

same as those found in [8]. These two sets were used as a way to check if the code would

reproduce the published results. Once this was done, simulations were then also run for

the two sets of values (ξ = 0.002, β = 0.1) and (ξ = 0.1, β = 2.0).

For all the simulations run the results of the NHP dynamics were compared with those

obtained via the use of the well established NHC and NVE dynamics. These simulations

were first performed using the adiabatic approximation. This approximation allows no

exchange of energy between the thermal bath and the subsystem of interest. This amounts

to setting the J-operator which appears in the quantum-classical equation of motion to

zero. As such the system dynamics propagate adiabatically without any non-adiabatic

quantum transitions.

Having obtained the results within the adiabatic approximation, further simulations

were performed to try and simulate the non-adiabatic dynamics of the spin-boson model.

In these simulations the quantum subsystem was allowed to exchange energy with the

thermal bath, as such the J-operator was no longer set to zero. For all the simulations

run under these conditions, the quantum subsystem was allowed to undergo a maximum

of six non-adiabatic quantum transitions.
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Figure 5.1: The adiabatic dynamics of the spin-boson model with the parameters: Ω = 1/3,
ξ = 0.007, ωmax = 3, β = 0.3. The white circles represent the NHP results with Nb = 1;
The black line represents the NVE results with Nb = 200; The black circles represent the
NHC results with Nb = 1; .
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Figure 5.2: The adiabatic dynamics of the spin-boson model with the parameters: Ω = 1/3,
ξ = 0.1, ωmax = 3, β = 3.0. The white circles represent the NHP results with Nb = 1;
The black line represents the NVE results with Nb = 200; The black circles represent the
NHC results with Nb = 1.
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Figure 5.3: The adiabatic dynamics of the spin-boson model with the parameters: Ω = 1/3,
ξ = 0.002, ωmax = 3, β = 0.1. The white circles represent the NHP results with Nb = 1;
The black line represents the NVE results with Nb = 200; The black circles represent the
NHC results with Nb = 1 .
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Figure 5.4: The adiabatic dynamics of the spin-boson model with the parameters: Ω = 1/3,
ξ = 0.1, ωmax = 3, β = 2.0. The white circles represent the NHP results with Nb = 1;
The black line represents the NVE results with Nb = 200; The black circles represent the
NHC results with Nb = 1 .
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Figure 5.5: Long time adiabatic dynamics of the spin boson model. The simulation
parameters were: Ω = 1/3, ξ = 0.1, ωmax = 3, β = 3.0. The white circles represent the
NHP dynamics with Nb = 1; The black circles represent the NHC dynamics with Nb = 1.
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Figure 5.6: Long time adiabatic dynamics of the spin boson model. The simulation
parameters were: Ω = 1/3, ξ = 0.1, ωmax = 3,β = 2.0. The white circles represent the
NHP dynamics with Nb = 1; The black circles represent the NHC dynamics with Nb = 1.



57

-1

-0.5

 0

 0.5

 1

 0  2  4  6  8  10

<
σ

z
>

t

 NVE N
b
=200

l NHC N
b
=1

m NHP N
b
= 1

Figure 5.7: Non-adiabatic dynamics of the spin-boson model including up to six quantum
transitions. The simulation parameters were: Ω = 1/3, ξ = 0.007, ωmax = 3, β = 0.3. The
white circles represent the results obtained with use of the NHP dynamics with Nb = 1.
The continuous black line represents the NVE dynamics with Nb = 200. The black circles
represent the NHC dynamics with Nb = 1 .
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Figure 5.8: Non-adiabatic dynamics of the spin-boson model including up to six quantum
transitions. The simulation parameters were: Ω = 1/3, ξ = 0.1, ωmax = 3, β = 3.0. The
white circles represent the results obtained with use of the NHP dynamics with Nb = 1.
The continuous black line represents the NVE dynamics with Nb = 200. The black circles
represent the NHC dynamics with Nb = 1 .
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Figure 5.9: Non-adiabatic dynamics of the spin-boson model including up to six quantum
transitions. The simulation parameters were: Ω = 1/3, ξ = 0.002, ωmax = 3, β = 0.1. The
white circles represent the results obtained with use of the NHP dynamics with Nb = 1.
The continuous black line represents the NVE dynamics with Nb = 200. The black circles
represent the NHC dynamics with Nb = 1 .
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Figure 5.10: Non-adiabatic dynamics of the spin-boson model including up to six quantum
transitions. The simulation parameters were: Ω = 1/3, ξ = 0.1, ωmax = 3, β = 2.0,. The
white circles represent the results obtained with use of the NHP dynamics with Nb = 1.
The continuous black line represents the NVE dynamics with Nb = 200. The black circles
represent the NHC dynamics with Nb = 1.
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In order to show how the NHP dynamics describes the dissipative evolution of the

quantum subsystem within the adiabatic approximation, Figs. 5.1, 5.2, 5.3 and 5.4 have

been presented. From these four figures one sees that the results produced by the NHP

dynamics are in good agreement with those obtained using the well established NHC and

NVE dynamics. In the presented results, Figs. 5.1 and 5.2, show the adiabatic calculations

for the set of parameters (β = 0.3, ξ = 0.007) and (β = 3.0, ξ = 0.1) respectively. These

were the same parameters used for the results shown in [8]. Simulations were also run

for the new parameter sets with the obtained results shown in Figs. 5.3 and 5.4. These

correspond to the parameter sets (β = 0.1, ξ = 0.002) and (β = 2.0, ξ = 0.1) respectively.

The simulation run time for the parameter sets (β = 3.0, ξ = 0.007) and (β = 2.0, ξ = 0.1)

was then extended, for the NHC and NHP dynamics. The obtained results may be found

in Figs. 5.5 and 5.6 respectively. From these simulation results one sees that even after

long time runs, the NHP dynamics are still in good agreement with the NHC dynamics.

In order to show how the NHP dynamics describe the dissipative evolution of the

quantum subsystem, simulations were run for non-adiabatic dynamics. This meant that

energy exchanges, were allowed to take place between the bath and quantum subsys-

tem. These energy exchanges in turn lead to non-adiabatic quantum transitions taking

place within the quantum subsystem. For the results presented here the quantum sub-

system was allowed to undergo a maximum of six quantum transitions. In Figs. 5.7 and

5.9 the results obtained for these non-adiabatic calculations with the set of parameters

(β = 0.3, ξ = 0.007) and (β = 0.1, ξ = 0.002) respectively are shown. These parameters

correspond to the high temperature low coupling regime of the system dynamics. As the

plots show there were some discrepancies between the results of the NHP dynamics and

those of the NHC and NVE dynamics. A possible cause of these might have been the

way in which the momentum shifts associated with the non-adiabatic transitions were

calculated. It should be noted that this problem is not just limited to the NHP dynam-

ics, but is rather a more common problem one comes across, when performing numerical

simulations of non-adiabatic quantum dynamics [8]. The results shown in Figs. 5.8 and

5.10 correspond to the parameter sets (β = 3.0, ξ = 0.1) and (β = 2.0, ξ = 0.1) respec-

tively. These parameter sets represent the low temperature high coupling regime of the

dynamics. Within this regime the NHP dynamics were in fairly good agreement with the

results produced via the NHC dynamics, with only slight discrepancies between the two.

However, the NHP dynamics outperformed the NVE dynamics in this regime.
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Although only these parameter sets are presented in this dissertation, it should be

noted that simulations were run for various other parameters. The results obtained were in

accord with the ones displayed here, and as such have not been reported in this dissertation.



Chapter 6

Conclusion

In this chapter a summary of the work performed in this dissertation is given. Having

accomplished this the original contributions to the body of work found in the literature are

then explicitly given. Finally possible future projects are discussed.

This dissertation started by differentiating between Hamiltonian and non-Hamiltonian

theories. This was followed by a discussion about the underlying algebraic bracket for-

mulation for non-Hamiltonian systems, ahead of the introduction and discussion of three

extended system schemes. These were the Nosé-Hoover (NH), Nosé-Hoover Chain (NHC)

and Nosé-Hoover Power (NHP) thermostats.

Having done this it was then shown, that by using the underlying bracket structure of

the dynamics it is possible to design efficient time-reversible algorithms, for integrating the

equations of motion associated with the thermostat schemes. This was done by following

the procedure outlined in [22]. It was also shown how to design algorithms that are not

only time-reversible but also preserve the invariant measure of phase space. This was

done following the procedure presented in [9]. The stability and ergodic properties of

the measure-preserving schemes were then tested via the simulation of a one-dimensional

harmonic oscillator coupled to the thermostats.

Following this a detailed discussion of the theory of quantum-classical dynamics was

then presented. This included a brief recap of Heisenberg’s formulation of quantum me-

chanics, which lead to a discussion about quantum statistical mechanics. Here the concept

of the density matrix operator was introduced. The phase space representation of quan-

tum mechanics was then introduced with a focus on the Wigner representation. The task

of modelling quantum dynamics within classical baths was then presented. This included

a derivation of the quantum-classical Liouville equation expressed in the adiabatic basis.
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The NHC and NHP thermostat schemes were then extended to the quantum-classical case.

Having performed the extension of these schemes, a model was required with which to test

them. To this end the spin-boson model along with the dimensionless units used for the

simulations was introduced.

The original contribution of this work have been to devise an integration scheme that

allows one to represent a thermal bath through the use of the NHP dynamics. A way

was found to improve upon the time-reversible integration scheme found in [5] for this

thermostat. This was achieved by devising a measure-preserving time-reversible integra-

tion scheme based on the procedure outlined in [9]. This scheme was then tested by

simulating the dynamics of a one-dimensional harmonic oscillator coupled to the NHP

thermostat. The obtained results were compared with those obtained using the well es-

tablished NHC thermostat. It was found that the integration schemes of both thermostats

produced ergodic results while conserving the extended system Hamiltonians. The task of

extending the measure-preserving NHP thermostat to the quantum-classical case was then

undertaken, with a view to represent a dissipative bath with as few degrees of freedom as

possible. Once this extension was obtained, the damping of a tunnelling spin coupled to a

thermalised harmonic mode was simulated via the use of the spin-boson model. In these

simulations the results for the adiabatic approximation were in very good agreement with

those obtained using the previously developed approaches namely, the NHC and NVE

dynamics discussed in the theory.

For the non-adiabatic simulations the results were found to be in fairly good agreement

between the NHC and NHP dynamics, in the low temperature high coupling regime.

Within this regime the NHP dynamics managed to outperform the NVE dynamics. For

the high temperature low coupling regime there were some discrepancies found between

the NHP results and those of the NHC and NVE dynamics. A possible cause of these

discrepancies could be the way in which the momentum shifts associated with the non-

adiabatic transitions were calculated. These transitions occur when the subsystem and

thermal bath exchange energy. It should be noted that this problem is not just limited

to the NHP dynamics, but is rather a common trouble spot for the simulation of non-

adiabatic quantum dynamics in general.

In the future we plan on using the thermostat schemes discussed in this dissertation,

to simulate the dynamics of various other quantum spin systems, in contact with thermal

baths. A possible application under consideration is the simulation of nano-mechanical
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oscillators. These oscillators are used in the detection and amplification of weak microwave

and radio waves. Another possible application lies in the field of quantum biology with a

study of the role of thermal baths on quantum transport.



Appendix A

Miscellaneous Proofs

A.1 Time-Translation Invariance of Hamiltonian Brackets

If the Liouville operator is defined as

L = (· · · , H) , (A.1)

then the equations of motion expressed in Eqn. (2.6) may be written as

u̇ = Lu v̇ = Lv , (A.2)

where the dot notation is used to denote the time derivative. These equations have the

following solutions,

u (t) = etLu (0) v (t) = etLv (0) . (A.3)

Defining the infinitesimal time as ε, allows one to Taylor expand Eqns. (A.3) to first order,

u (ε) = eεLu (0)

= [1 + εL]u (0)

= u (0) + ε (u,H) , (A.4)

similarly

v (ε) = v (0) + ε (v,H) . (A.5)

64



65

If one considers,

eεL (u, v) = [1 + εL] (u, v)

= (u, v) + εL (u, v)

= (u, v) + ε ((u, v) , H) , (A.6)

The final term may be rearranged since the bracket is Hamiltonian. From the Jacobi

relation

((u, v) , H) + ((v,H) , u) + ((H,u) , v) = 0 , (A.7)

rearranging this one obtains,

((u, v) , H) = − ((v,H) , u)− ((H,u) , v) .

The antisymmetric property defined in Eqn. (2.1), gives

((u, v) , H) = (u, (v,H)) + ((u,H) , v)

= (u, v̇) + (u̇, v) .

As such when the Jacobi relation is valid one has that

eεL (u, v) = (u, v) + ε (u̇, v) + ε (u, v̇) . (A.8)

Now consider,

(u (ε) , v (ε)) = (u+ εu̇, v + εv̇)

= (u, v + εv̇) + (εu̇, v + εv̇)

= (u, v + εv̇) + ε (u̇, v + εv̇)

= (u, v) + ε (u, v̇) + ε (u̇, v) + ε2 (u̇, v̇) ,

since ε is infinitesimal, one may disregard all higher order terms. The above equation then

reduces to,

(u (ε) , v (ε)) = (u, v) + ε (u, v̇) + ε (u̇, v) ,
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hence,

(u (ε) , v (ε)) = eεL (u, v) . (A.9)

The time translation invariance of the Hamiltonian bracket algebra is expressed by Eqn.

(A.9). This property of time variance is only valid when the Jacobi relation is valid. In

other words when one is dealing with a Hamiltonian (or Lie) algebra.

A.2 Accuracy of Approximated Propagator

Through use of the Taylor expansion it shall now show that the approximate propagator

Ũ (h), is accurate up to second order in time h2. Recalling that the approximated is

defined in Eqn. (3.18) as

Ũ (h) ≈ e
iL2h

2 eiL1he
iL2h

2 . (A.10)

One begins by Taylor expanding the exponential terms, which appear on the right side to

obtain

e
iL2h

2 eiL1he
iL2h

2 =

[
1 +

h

2
iL2 +

h2

8
(iL1)

2 + · · ·
]
×[

1 + hiL1 +
h2

2
(iL1)

2 + · · ·
]
×[

1 +
h

2
iL2 +

h2

8
(iL1)

2 + · · ·
]
.

Multiplying out the brackets produces

e
iL2h

2 eiL1he
iL2h

2 = 1 + (iL1 + iL2)h+
1

2

[
(iL1) (iL2) + (iL2) (iL1) +

1

2
(iL2)

2

+
1

4
(iL2)

2 + (iL1)
2 +

1

4
+ (iL2)

2

]
h2 + · · ·

= 1 + (iL1 + iL2)h+
1

2

[
(iL1) (iL2) + (iL2) (iL1) + (iL2)

2 + (iL1)
2
]
h2 + · · ·

= 1 + (iL1 + iL2)h+
1

2
(iL1 + iL2)

2 h2 + · · ·

= 1 + iLh+
1

2
(iL)2 h2 + · · ·

≈ eiLh . (A.11)
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The last line shows that the approximate propagator is equivalent up second order in time

to the exact propagator. As such one may write that

eiLh = e
iL2h

2 eiL1he
iL2h

2 +O
(
h3
)

(A.12)

A.3 Equivalence of Equations of Motion

In order to show the equivalence of Eqns. (4.29) and (4.30) one begins by recalling that

Eqn. (4.30) is

∂χ̂W
∂t

=
i

~

[
ĤW χ̂W

]
· D ·

 ĤW

χ̂W

 (A.13)

Substituting in the matrix, D, given by Eqn. (4.31) this evolution equation becomes

∂χ̂W
∂t

=
i

~

[
ĤW χ̂W

]
·

 0
(

1 + i~
2

←−
∂ i · Bcij

−→
∂ j

)
−
(

1 + i~
2

←−
∂ i · Bcij

−→
∂ j

)
0

 ·
 ĤW

χ̂W


Evaluating this equation produces

∂χ̂W
∂t

=
i

~

[
ĤW χ̂W

]
·

 (
1 + i~

2

←−
∂ i · Bcij

−→
∂ j

)
χ̂W

−
(

1 + i~
2

←−
∂ i · Bcij

−→
∂ j

)
ĤW


=
i

~

(
ĤW

(
1 +

i~
2

←−
∂ i · Bcij

−→
∂ j

)
χ̂W − χ̂W

(
1 +

i~
2

←−
∂ i · Bcij

−→
∂ j

)
ĤW

)
=
i

~

[
ĤW , χ̂W

]
− 1

2

{
ĤW , χ̂W

}
+−1

2

{
ĤW , χ̂W

}
=
(
ĤW , χ̂W

)
= iLχ̂W (A.14)

The last line of the above equation is identical to Eqn. (4.29) in the main text. As such

this appendix demonstrates that the matrix form of the equation of motion is equivalent

to its quantum-classical bracket formulation.



Appendix B

Time-Translation Rules for the

Nosé-Hoover Power Dynamics

In this appendix the mathematical details associated with the NHP thermostat’s time-

translation rules are presented. This is done for both the time-reversible and measure pre-

serving cases. The measure-preserving case contains more details than the time-reversible

one, since these translation rules are not present in the literature.

B.1 Time-Translation Rules for the Time-Reversible Nosé-

Hoover Power Dynamics

Action of U5 (h)

U5(h) = ehL
NHP
5

= e
h( τPM +FP ) ∂

∂Pη

The solution of the equation of motion with respect to Pη is given by

Pη(h) = e
h( τPM +FP ) ∂

∂Pη Pη(0) .

Since none of the terms in the exponential depend on Pη, one may use the identity given

by Eqn. (3.21a) to obtain

Pη(h) = Pη(0) + h

(
τP

M
+ FP

)
.
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This translation rule may be expressed in pseudo-code form as

Pη → Pη + h

(
τP

M
+ FP

)
. (B.1)

Action of U4 (h)

U4(h) = ehL
NHP
4

= e
h
Pη
Mη

∂
∂η

The solution of the equation of motion with respect to η is given by

η(h) = e
h
Pη
Mη

∂
∂η η(0) .

Since none of the terms in the exponential depend on η, one may use the identity given

by Eqn. (3.21a) to obtain

η(h) = η(0) + h
Pη
Mη

.

This translation rule may be expressed in pseudo-code form as

η → η + h
Pη
Mη

. (B.2)

Action of U3 (h)

U3(h) = ehL
NHP
3

= e
−hP Pη

Mη
∂
∂P

The solution of the equation of motion with respect to P is given by

P (h) = e
−hP Pη

Mη
∂
∂P P (0) .

Since one of the terms in the exponential depends on P , one may use the identity given

by Eqn. (3.21b) to obtain

P (h) = P (0) e
−hP Pη

Mη .
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This translation rule may be expressed in pseudo-code form as

P → P e
−hP Pη

Mη . (B.3)

Action of U2 (h)

U2(h) = ehL
NHP
2

= ehFR
∂
∂P

The solution of the equation of motion with respect to P is given by

P (h) = ehFR
∂
∂P P (0) .

Since none of the terms in the exponential depend on P , one may use the identity given

by Eqn. (3.21a) to obtain

P (h) = P (0) + hFR .

This translation rule may be expressed in pseudo-code form as

η → η + h
Pη
Mη

. (B.4)

Action of U1 (h)

U1(h) = ehL
NHP
1

= e
h
(
τP
M

Pη
Mη

+ P
M

)
∂
∂R

The solution of the equation of motion with respect to R is given by

R(h) = e
h
(
τP
M

Pη
Mη

+ P
M

)
∂
∂RR(0) .

Since none of the terms in the exponential depend on R, one may use the identity given

by Eqn. (3.21a) to obtain

R(h) = R(0) + h

(
τP

M

Pη
Mη

+
P

M

)
.
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This translation rule may be expressed in pseudo-code form as

R→ R+ h

(
τP

M

Pη
Mη

+
P

M

)
. (B.5)

B.2 Time-Translation Rules for the Measure-Preserving Nosé-

Hoover Power Dynamics

Action of UNHP
A (h)

The Liouville operator associated with this propagator is

LNHPA =
P

M

∂

∂R
+ Fp

∂

∂Pη
. (B.6)

This Liouville operator corresponds to a set of two equations of motion. These equations

have the formal solution  R (h)

Pη (h)

 = UA(h)

 R (0)

Pη (0)

 . (B.7)

The first of these equations may be written explicitly as,

R(h) = ehL
NHP
A R(0)

= e
h
(
P
M

∂
∂R

+Fp
∂
∂Pη

)
R(0) .

(B.8)

Since the two terms in the propagator commute, one may simply disregard the Fp
∂
∂Pη

term

in the above equation, since its action on R(0) is zero. As such Eqn. (B.8) becomes

R(h) = eh
P
M

∂
∂RR(0). (B.9)

Making use of the mathematical identity given by Eqn. (3.21a) one obtains that

R(h) = R(0) + h
P

M
.

This translation rule may be expressed in its pseudo code form as

R→ R+ h
P

M
. (B.10)
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The second equation may be written as

Pη(h) = e
hFp

∂
∂Pη Pη(0) , (B.11)

where the P
M

∂
∂R term has been disregarded. Making use of Eqn. (3.21a) one obtains that

Pη(h) = Pη(0) + hFp . (B.12)

This translation rule may be expressed in its pseudo code form as:

Pη → Pη + hFp . (B.13)

Action of UNHP
B (h)

The Liouville operator associated with this propagator is

LNHPB = FR

[
∂

∂P
+
τP

M

∂

∂Pη

]
(B.14)

This Liouville operator corresponds to a set of two equations of motion. These equations

have the formal solution  P (h)

Pη (h)

 = UB(h)

 P (0)

Pη (0)

 . (B.15)

The first of these may be explicitly written as

P (h) = ehL
NHP
B P (0)

= e
hFR

[
∂
∂P

+ τP
M

∂
∂Pη

]
P (0) .

(B.16)

Since the two operators do not commute a slightly different technique is required to obtain

the translation rules associated with this propagator. To this end one begins by defining

α = FR
∂

∂P
,

and

β = FR
τP

M

∂

∂Pη
.
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Making use of the Taylor expansion one obtains

P (h) = eh(α+β)P (0)

= [1 + hα+ hβ +
h2

2!

(
α2 + αβ + βα+ β2

)
+
h3

3!

(
α3 + α2β + αβα+ αβ2 + βα2 + βαβ

+ β2α+ β3 ) + . . .]P (0) .

Eliminating the zero terms this reduces to

P (h) = (1 + hα)P (0)

= P (0) + hFR .

This translation rule may be expressed in its pseudo-code form as

P → P + hFR . (B.17)

Applying a similar procedure to the second equation, and eliminating the non-zero terms

from the subsequent expression one gets that

Pη(h) =

(
1 + hβ +

h2

2!
(αβ)

)
Pη(0)

= Pη(0) +
hτ

M
FR

(
P +

h

2
FR

)
This translation rule may be expressed in its pseudo-code form as

Pη → Pη +
hτ

M
FR

(
P +

h

2
FR

)
. (B.18)

Action of UNHP
C (h)

The Liouville operator associated with this propagator is

LNHPC =
Pη
Mη

[
τ
P

M

∂

∂R
− P ∂

∂P
+

∂

∂η

]
, (B.19)
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This Liouville operator corresponds to a set of two equations of motion. These equations

have the formal solution 
R (h)

P (h)

η (h)

 = UC(h)


R (0)

P (0)

η (0)

 . (B.20)

Since the last term in the Liouville operator commutes with the other two, one may make

use of identity given by Eqn. (3.21a) to integrate this equation of motion, in so doing one

obtains

η(h) = η(0) + h
Pη
Mη

.

This translation rule may be expressed in its pseudo-code form as

η → η + h
Pη
Mη

. (B.21)

This leaves one with two equations to integrate, which may be expressed as

 R (h)

P (h)

 = eL
NHP ′
C h

 R (0)

P (0)

 , (B.22)

where,

LNHP
′

C =
Pη
Mη

[
τ
P

M

∂

∂R
− P ∂

∂P

]
. (B.23)

This new Liouville operator corresponds to a set of two equations of motion. The solution

to the first equation may be written out explicitly as

R (h) = ehL
NHC′

CR (0)

= e
Pη
Mη

[τ PM
∂
∂R
−P ∂

∂P ]
R (0) .

Since the two terms in the square brackets do not commute one makes use of the Taylor

series expansion approach, to integrate the equations of motion. To this end one begins

by defining

α =
Pη
Mη

τ
P

M

∂

∂R
,

and

β = − Pη
Mη

P
∂

∂P
.
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Applying the Taylor series expansion, one obtains that,

eh(α+β)R (0) =

[
1 + h (α+ β) +

h2

2!
βα+

h3

3!
β2α+ . . .

]
R (0)

=

[
1 + hα+

h2

2!
βα+

h3

3!
β2α+ . . .

]
R (0)

= R (0) + hτ
P

M

Pη
Mη
− h2

2!

(
Pη
Mη

)2

τ
P

M
+
h3

3!

(
Pη
Mη

)3

τ
P

M
+ . . .

= R (0) + τ
P

M

[
1−

(
1− h Pη

Mη
+
h2

2!

(
Pη
Mη

)2

− h3

3!

(
Pη
Mη

)3

+ . . .

)]

= R (0) + τ
P

M

[
1− e−h

Pη
Mη

]
.

This translation rule may be expressed in its pseudo-code form as

R→ R+
τP

M

[
1− e−h

pη
Mη

]
. (B.24)

Following this same procedure on the equation

P (h) =
Pη
Mη

[
τ
P

M

∂

∂R
− P ∂

∂P

]
P (0) ,

one obtains that

P (h) = P (0)e
−h pη

Mη .

This translation rule may be expressed in its pseudo-code form as

P → Pe
−h pη

Mη . (B.25)



Appendix C

Time-Reversible Integration of the

Nosé-Hoover and Nosé-Hoover

Chain Thermostat Schemes

In the main text it has been shown how to obtain time-reversible algorithms, in particular

the derivation for the NHP dynamics is given. For completeness the derivations of the

time-reversible NH and NHC thermostat schemes which were performed as a part of my

study of the theory are presented here.

C.1 Time-Reversible Integration of Nosé-Hoover Dynamics

The first integration scheme presented is based upon the NH dynamics. To achieve this

the procedure outlined in section 3.1 was followed. To this end one begins by directly

splitting the Liouville operator such that

LNH =
∑
n

Ln . (C.1)

To find the Ln terms, one makes use of the Liouville operator definition given by Eqn.

(3.4) along with the NH equations of motion given by Eqns. (2.22). From the Liouville

operator definition combined, with Eqn. (2.22a) one obtains that

Ṙ = L1R

=
P

M

∂

∂R
R ,
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from which it is possible to see that L1 = P
M

∂
∂R . Following a similar procedure with

regards to the other equations which make up the equation set (2.22), one obtains the

following set of explicit Liouville operators

L1 =
P

M

∂

∂R
, (C.2a)

L2 = FR
∂

∂P
, (C.2b)

L3 = −P Pη
Mη

∂

∂P
, (C.2c)

L4 =
Pη
Mη

∂

∂η
, (C.2d)

L5 = FP
∂

∂Pη
. (C.2e)

The forces acting on the system have been defined as

FR = −∂V (R)

∂R
, (C.3)

and

Fp =
P 2

M
− gkBT . (C.4)

Combining commuting Liouville operators, allows one to rewrite this set of Liouville op-

erators as:

LNH1 = L1 , (C.5a)

LNH2 = L2 + L3 , (C.5b)

LNH3 = L4 , (C.5c)

LNH4 = L5 . (C.5d)

If a small time step, h, along with a Liouville Trotter factorisation is considered then one

may express the propagator as

ehL
NH ≈ e

h
2
LNH4 e

h
2
LNH3 e

h
2
LNH2 ehL

NH
1 ×

e
h
2
LNH2 e

h
2
LNH3 e

h
2
LNH4 .

(C.6)
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A possible integration scheme may be obtained by using the direct translation technique

applied to the following propagator

UNH (h) = U4

(
h

2

)
U3

(
h

2

)
U2

(
h

2

)
U1 (h)

× U2

(
h

2

)
U3

(
h

2

)
U4

(
h

2

)
,

(C.7)

where UNHα (h) = exp
[
hLNHα

]
. This leads to the following pseudo-code structure for the

NH integration scheme

Pη → Pη + h
2FP

}
: U4

(
h

2

)

η → η + h
2
Pη
Mη

}
: U3

(
h

2

)
P → Pexp

[
−h

2
Pη
Mη

]

P → P + h
2FR

 U2 (h)

R → R+ h P
M

}
U1 (h)

Calculate FR

P → Pexp
[
−h

2
Pη
Mη

]

P → P + h
2FR

 U2 (h)

Calculate FP

η → η + h
2
Pη
Mη

}
: U3

(
h

2

)

Pη → Pη + h
2FP

}
: U4

(
h

2

)
Where the mathematical identities given the equation set (3.21) have been used.

C.2 Time-Reversible Integration of Nosé-Hoover Chain Dy-

namics

The integration scheme presented here is based on the NHC dynamics. In order to ob-

tain this scheme one follows the procedure outlined in section 3.1 and begins by directly
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splitting the Liouville operator such that

LNHC =
∑
n

Ln . (C.8)

In order to find the Ln terms, one makes use of the Liouville operator definition given

by Eqn. (3.4), along with the NHC equations of motion given by Eqns. (2.26). For the

Liouville operator definition combined with Eqn. (2.26a) one obtains that

Ṙ = L1R

=
P

M

∂

∂R
R ,

from which it can clearly be see that L1 = P
M

∂
∂R . Following a similar procedure with

regards to the other equations which make up the equation set (2.26), one obtains the

following set of explicit Liouville operators

L1 =
P

M

∂

∂R
(C.9a)

L2 =
Pη1

Mη1

∂

∂η1
(C.9b)

L3 =
Pη2

Mη2

∂

∂η2
(C.9c)

L4 = FR
∂

∂P
(C.9d)

L5 = − Pη1

Mη1

P
∂

∂P
(C.9e)

L6 = Fp
∂

∂Pη1

(C.9f)

L7 = −Pη1

Pη2

Mη2

∂

∂Pη1

(C.9g)

L8 = Fpη1
∂

∂Pη2

(C.9h)

Where the forces acting on the system have been defined as

FR = −∂V (R)

∂R
, (C.10)

Fp =
P 2

M
− gkBT , (C.11)

and

Fpη1 =
P 2
η1

Mη1

− gkBT . (C.12)
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Making use of the fact that one may combine commuting Liouville operators. It then

becomes possible to rewrite this set of Liouville operators as:

LNHC1 = L1 + L2 + L3 , (C.13a)

LNHC2 = L4 , (C.13b)

LNHC3 = L5 , (C.13c)

LNHC4 = L6 + L7 , (C.13d)

LNHC5 = L8 . (C.13e)

By Considering a small time step, h, along with a Liouville Trotter factorisation one is

able to express the propagator as

ehL
NHC ≈ e

h
2
LNHC5 e

h
2
LNHC4 e

h
2
LNHC3 e

h
2
LNHC2 ehL

NHC
1 ×

e
h
2
LNHC2 e

h
2
LNHC3 e

h
2
LNHC4 e

h
2
LNHC5 .

(C.14)

A possible integration scheme may then be obtained, using the direct translation technique

applied to the following propagator,

UNHC (h) = U5

(
h

2

)
U4

(
h

2

)
U3

(
h

2

)
U2

(
h

2

)
U1 (h)

× U2

(
h

2

)
U3

(
h

2

)
U4

(
h

2

)
U5

(
h

2

)
,

(C.15)

where UNHCα (h) = exp
[
hLNHCα

]
. It then becomes straight forward to obtain the pseudo-

code structure for the NHC integration scheme. This may be written as:

Pη2 → Pη2 + h
2FPη1

}
: U5

(
h

2

)

Pη1 → Pη1 exp
[
−h

2
Pη2
Mη2

]
+ h

2Fp exp
[
−h

4
Pη2
Mη2

]
sinh

[
−h

4
Pη2
Mη2

] }
: U4

(
h

2

)

P → P exp
[
−h

2
Pη1
Mη1

] }
U3

(
h

2

)

P → P + h
2FR

}
U2

(
h

2

)
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R → R+ h P
M

η1 → η1 + h
Pη1
Mη1

η2 → η2 + h
Pη1
Mη2


U1 (h)

Calculate FR

P → P + h
2FR

}
U2

(
h

2

)

P → P exp
[
−h

2
Pη1
Mη1

] }
U3

(
h

2

)
Calculate FP

Pη1 → Pη1 exp
[
−h

2
Pη2
Mη2

]
+ h

2Fp exp
[
−h

4
Pη2
Mη2

]
sinh

[
−h

4
Pη2
Mη2

] }
: U4

(
h

2

)
Calculate FPη1

Pη2 → Pη2 + h
2

}
: U5

(
h

2
FPη1

)
Where the mathematical identities given by Eqns. (3.21a) - (3.21c) have been used.

The hyperbolic sine function that appears in the above has the potential to be singular.

However it has been shown, in [25], that this may be treated via a Maclaurin series taken

to some arbitrarily high order without effecting the accuracy.



Appendix D

Measure-Preserving Integration of

the Nosé-Hoover and Nosé-Hoover

Chain Thermostat Schemes

In the main text it has been shown how to obtain measure-preserving time-reversible algo-

rithms, in particular the derivation for the NHP dynamics is given. For completeness the

derivation of the time-reversible measure-preserving NH and NHC thermostat schemes,

which was performed as a part of my study of the theory is presented here.

D.1 Measure-Preserving Integration of Nosé-Hoover dynam-

ics

In order to derive a measure preserving integration scheme for the Nosé-Hoover thermostat

one begins by splitting the Liouville operator as,

LNH =

4∑
α=1

LNHα , (D.1)

where each LNHα is defined as,

LNHα = BNHjk
∂HNH

α

∂Xk

∂

∂Xj
(D.2)

and preserves the invariant measure of the phase space [9]. HNH
α represents the splitting

of the NHP Hamiltonian such that HNHP =
∑4

α=1H
NH
α . The most natural way to split
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the NH Hamiltonian leads to the following components

H1 =
P 2

2M
, (D.3a)

H2 = V (R) , (D.3b)

H3 =
P 2
η

2Mη
, (D.3c)

H4 = gkbTη . (D.3d)

Making use of Eqn. (D.1), along with Eqns. (D.3a)-(D.3d) one obtains the following

explicit form of the Liouville operators:

LNH1 =
P

M

∂

∂R
+
P 2

M

∂

∂Pη
(D.4a)

LNH2 = −∂V (R)

∂R

∂

∂P
(D.4b)

LNH3 =
Pη
Mη

[
∂

∂η
+ P

∂

∂P

]
(D.4c)

LNH4 = −gkBT
∂

∂Pη
. (D.4d)

For convenience, these may be defined as

LNHA = LNH2 (D.5a)

LNHB = LNH1 + LNH4 (D.5b)

LNHC = LNH3 , (D.5c)

where the combined commuting Liouville operators have been added to obtain LNHB along

with renaming L2 and L3 to keep the notation consistent. The propagator associated with

the nth Liouville operator, LNHn , is defined as

UNHα (h) = exp
[
hLNHα

]
,

where α = A,B,C and h represents a single numerical time step. A possible measure-

preserving time-integration scheme for the NHP dynamics may then be obtained through
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the use of the Trotter factorisation, and may be approximated by the propagator

UNH (h) = UNHB (h/4)UNHC (h/2)UNHB (h/4)UNHA (h)

× UNHB (h/4)UNHC (h/2)UNHB (h/4) . (D.6)

By using the direct translation technique to evaluate the action of this propagator one

obtains the following pseudo-code structure:

R → R+ h
4
P
M

Pη → Pη + h
4FP

}
: UB (h/4) , (D.7)

P → P exp
[
−h

2
Pη
Mη

]
η → η + h

2
Pη
Mη

 : UC (h/2) , (D.8)

R → R+ h
4
P
M

Pη → Pη + h
4FP

}
: UB (h/4) , (D.9)

P → P + hFR

}
: UA (h) , (D.10)

R → R+ h
4
P
M

Pη → Pη + h
4FP

}
: UB (h/4) , (D.11)

P → P exp
[
−h

2
Pη
Mη

]
η → η + h

2
Pη
Mη

 : UC (h/2) , (D.12)

R → R+ h
4
P
M

Pη → Pη + h
4FP

}
: UB (h/4) , (D.13)

Where the forces acting on the system have been defined as

FR = −∂V (R)

∂R
, (D.14)

and

Fp =
P 2

M
− gkBT , (D.15)

along with making use of the identities defined in the equation set (3.21).
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D.2 Measure Preserving Integration of Nosé-Hoover Chain

dynamics

In order to derive a measure preserving NHC integration scheme, one begins by directly

splitting the Liouville operator such that

LNHC =
6∑

α=1

LNHCα , (D.16)

where each LNHCα is defined as,

LNHCα = BNHCjk

∂HNHC
α

∂Xk

∂

∂Xj
. (D.17)

HNHC
α represents the split NHC Hamiltonian terms, such that HNHC =

∑6
α=1Hα, these

components may be explicitly written as,

H1 =
P 2

2M
, (D.18a)

H2 =
P 2
η1

2Mη1

, (D.18b)

H3 =
P 2
η2

2Mη2

, (D.18c)

H4 = V (R) , (D.18d)

H5 = gkbTη1 , (D.18e)

H6 = gkbTη2 . (D.18f)
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Combining Eqns. (D.16) and (D.18) allows us to obtain the following explicit forms of the

Liouville operators:

LNHC1 =
P

M

∂

∂R
+
P 2

M

∂

∂Pη1

, (D.19a)

LNHC2 =
Pη1

Mη1

∂

∂η1
− P Pη1

Mη1

∂

∂P
+
P 2
η1

Mη1

∂

∂Pη2

, (D.19b)

LNHC3 =
Pη2

Mη2

∂

∂η2
− Pη1

Pη2

Mη2

∂

∂Pη1

, (D.19c)

LNHC4 = FR
∂

∂P
, (D.19d)

LNHC5 = −gkbT
∂

∂Pη1

, (D.19e)

LNHC6 = −gkbT
∂

∂Pη2

. (D.19f)

In order to derive a more efficient algorithm, one combines the Liouville operators which

commute, thereby obtaining the following set of Liouville operators which are associated

with the NHC thermostat:

LNHCA = LNHC4 + LNHC3 , (D.20a)

LNHCB = LNHC1 + LNHC5 , (D.20b)

LNHCC = LNHC2 + LNHC6 . (D.20c)

If a small time step, h, is considered along with a direct Trotter factorisation one obtains:

ehL
NHC ≈ e

h
4
LNHCB e

h
2
LNHCC e

h
4
LNHCB ehL

NHC
A ×

e
h
4
LNHCB e

h
2
LNHCC e

h
4
LNHCB .

(D.21)

Defining the propagator associated with the nth Liouville operator LNHCn as

UNHCα (h) = exp
[
hLNHCα

]
(D.22)

where α = A,B,C. A possible measure-preserving time-reversible integration scheme

for the NHC dynamics may then be obtained through the use of the symmetric Trotter
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factorisation, and may be approximated by the propagator

UNHC (h) = UNHCB

(
h

4

)
UNHCC

(
h

2

)
UNHCB

(
h

4

)
UNHCA (h)

× UNHCB

(
h

4

)
UNHCC

(
h

2

)
UNHCB

(
h

4

)
.

(D.23)

Making use of the direct translation technique to evaluate the action of this propagator

leads to the following pseudo-code structure:

R → R+ h
4
P
M

Pη1 → Pη1 + h
4Fp

 : UB

(
h

4

)
, (D.24)

Calculate FPη1

η1 → η1 + h
2
Pη1
Mη1

P → Pexp
[
−h

2
Pη1
Mη1

]

Pη2 → Pη2 + h
2Fpη1


: UC

(
h

2

)
(D.25)

Calculate Fp

R → R+ h
4
P
M

Pη1 → Pη1 + h
4Fp

 : UB

(
h

4

)
(D.26)

Calculate FR

P → P + hFR

η2 → η2 + h
Pη2
Mη2

Pη1 → Pη1exp
[
−h Pη2

Mη2

]


: UA (h) (D.27)

Calculate Fp

R → R+ h
4
P
M

Pη1 → Pη1 + h
4Fp

 : UB

(
h

4

)
, (D.28)
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Calculate FPη1

η1 → η1 + h
2
Pη1
Mη1

P → Pexp
[
−h

2
Pη1
Mη1

]

Pη2 → Pη2 + h
2Fpη1


: UC

(
h

2

)
(D.29)

Calculate Fp

R → R+ h
4
P
M

Pη1 → Pη1 + h
4Fp

 : UB

(
h

4

)
(D.30)

Where the forces acting on the system have been defined as

FR = −∂V (R)

∂R
, (D.31)

Fp =
P 2

M
− gkBT , (D.32)

and

Fpη1 =
P 2
η1

Mη1

− gkBT . (D.33)

along with making use of the identities defined in the equation set (3.21).



Appendix E

Representation of the

Quantum-Classical Liouville

Super-Operator in the Adiabatic

Basis

The first step is to take the matrix elements of the quantum-classical Liouville equation

for an arbitrary operator:

〈
α

∣∣∣∣ ∂χ̂W∂t
∣∣∣∣α′〉 =

i

~

〈
α
∣∣∣ [ĤW , χ̂W

] ∣∣∣α′〉− 1

2

〈
α
∣∣∣ {ĤW , χ̂W

} ∣∣∣α′〉
+

1

2

〈
α
∣∣∣ {χ̂W , ĤW

} ∣∣∣α′〉 . (E.1)

Expand the first term on the right hand side

i

~

〈
α
∣∣∣ [ĤW , χ̂W

] ∣∣∣α′〉 =
i

~

(〈
α
∣∣∣ ĤW χ̂W

∣∣∣α′〉− 〈α ∣∣∣ χ̂W ĤW

∣∣∣α′〉) (E.2)

Using the fact that ĤW = P 2/2M + ĥW and ĥW |α〉 = Eα |α〉, this becomes

i

~

(〈
α
∣∣∣ ĤW χ̂W

∣∣∣α′〉− 〈α ∣∣∣ χ̂W ĤW

∣∣∣α′〉) =
i

~
(
Eα
〈
α
∣∣ χ̂W ∣∣α′〉− Eα′

〈
α
∣∣ χ̂W ∣∣α′〉)

= iωαα′χαα
′

W , (E.3)
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where χαα
′

W = 〈α | χ̂W |α′〉 , and ωαα′ =
Eα−Eα′

~ . The second term of Eqn (E.1) will now

be expanded to give:

〈
α
∣∣∣ {ĤW , χ̂W

} ∣∣∣α′〉 =

〈
α

∣∣∣∣∣ ∂ĤW

∂R

∂χ̂W
∂P

∣∣∣∣∣α′
〉
−

〈
α

∣∣∣∣∣ ∂ĤW

∂P

∂χ̂W
∂R

∣∣∣∣∣α′
〉
. (E.4)

Using the completness relation, this becomes

〈
α
∣∣∣ {ĤW , χ̂W

} ∣∣∣α′〉 =

〈
α

∣∣∣∣∣∣ ∂ĤW

∂R

∑
β

|β〉 〈β| ∂χ̂W
∂P

∣∣∣∣∣∣α′
〉
−

〈
α

∣∣∣∣∣∣ ∂ĤW

∂P

∑
β

|β〉 〈β| ∂χ̂W
∂R

∣∣∣∣∣∣α′
〉

= −
∑
β

FαβW
∂χβα

′

W

∂P
−
∑
β

P

M
δαβ

〈
β

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉 , (E.5)

where the fact that 〈α |β〉 = δαβ has been used, along with ∂V̂W
∂R = ∂ĤW

∂R and ∂ĤW
∂P = P

M .

The Hellmann-Feynman matrix elements in the partial Wigner representation are given

by [4] FαβW = −
〈
α
∣∣∣ ∂V̂W∂R ∣∣∣β〉. The third term in Eqn. (E.1) can be similarly expanded to

get

〈
α
∣∣∣ {χ̂W , ĤW

} ∣∣∣α′〉 =
∑
β′

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣β′〉 P

M
δβ′α′ +

∑
β′

∂χαβ
′

W

∂P
F β

′α′

W . (E.6)

Adding equations (E.3), (E.5) and (E.6) gives

∂χαα
′

W

∂t
= iωαα′χαα

′
W +

1

2

∑
β

FαβW
∂χβα

′

W

∂P
+
∑
β′

∂χαβ′W

∂P
F β′α

′

W


+

1

2

∑
β

P

M
δαβ

〈
β

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉+

∑
β′

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣β′〉 P

M
δβ′α′

 .

(E.7)

The quantum-classical Liouville equation may thus be written as

∂χαα
′

W

∂t
= iωαα′χαα

′
W +

1

2

∑
β

FαβW
∂χβα

′

W

∂P
+
∑
β′

∂χαβ′W

∂P
F β′α

′

W


+
P

M

〈
α

∣∣∣∣ ∂χW∂R
∣∣∣∣α′〉 .

(E.8)

Since the states |α〉 depend on the position coordinate the partial derivative with respect

to this coordinate, which applies in the last term of the above equation, needs to be treated
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differently as it affects both the arbitrary operator χ̂W and state vector |α〉. In order to

find a way to express the last term in a more suitable form one starts by considering

∂
∂Rχ

αα′
W

∂

∂R
χαα

′
W =

∂

∂R

〈
α
∣∣χW ∣∣α′〉

=

〈
∂α

∂R

∣∣∣∣χW ∣∣∣∣α′〉+

〈
α

∣∣∣∣ ∂χW∂R
∣∣∣∣α′〉+

〈
α

∣∣∣∣χW ∣∣∣∣ ∂α′∂R

〉

=

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉+

∑
β

〈
∂α

∂R

∣∣∣∣β〉χβα′

W +
∑
β′

χαβ
′

W

〈
β′
∣∣∣∣ ∂α′∂R

〉 , (E.9)

where the completness relation has once again been used. By definition [4], dβ′α′ =〈
β′
∣∣ ∂
∂R

∣∣α′〉. It is possible to simplify
〈
∂α
∂R

∣∣β〉 by considering the following

∂

∂R
〈α |β〉 =

〈
∂α

∂R

∣∣∣∣β〉+

〈
α

∣∣∣∣ ∂β∂R
〉

(E.10)

now from the orthonormality condition ∂
∂R 〈α |β〉 = 0, since 〈α |β〉 = δαβ. As such one

arrives at the identity

〈
∂α

∂R

∣∣∣∣β〉 = −
〈
α

∣∣∣∣ ∂β∂R
〉

(E.11)

= −dαβ . (E.12)

Using this identity in (E.9) and making
〈
α
∣∣∣ ∂χ̂W∂R ∣∣∣α′〉 the subject of the formula gives

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉 =

∂χαα
′

W

∂R
−

∑
β′

χαβ
′

W dβ′α′ −
∑
β

dαβχ
βα′

W

 (E.13)
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Substituting this expression for
〈
α
∣∣∣ ∂χ̂W∂R ∣∣∣α′〉 back into Eqn.(E.8) one obtains an expres-

sion for the quantum-classical Liouville equation in the partial Wigner transform:

∂χαα
′

W

∂t
= iωαα′χαα

′
W +

1

2

∑
β

FαβW
∂χβα

′

W

∂P
+

1

2

∑
β′

∂χαβ
′

W

∂P
F β

′α′

W

+
P

M

∂χαα
′

W

∂R
− P

M

∑
β′

χαβ
′

W dβ′α′ +
P

M

∑
β

dαβχ
βα′

W

=
∑
ββ′

[
iωαα′δαβδα′β′ +

1

2

(
FαβW δα′β′

∂

∂P
+ F β

′α′

W δαβ
∂

∂P

)

+
P

M
δαβδα′β′

∂

∂R
− P

M

(
dβ′α′δαβ − dαβδα′β′

)]
χββ

′

W

∂χαα
′

W

∂t
=
∑
ββ′

iLαα′,ββ′χββ
′

W . (E.14)

In writing Eqn. (E.14) the quantum-classical Liouville super-operator has been introduced.

This operator is given by the terms contained within the square brackets. It will now be

shown how one may rewrite this operator such that it has the same form as that given in

Eqn. (4.36). In order to accomplish this one adds and subtracts the term [7],

δαβδα′β′
1

2

(
FαW + Fα

′
W

) ∂

∂P
,

to the Liouville super-operator. This term involves the average of the Hellman-Feynman

forces for two states α and α′ [4]. Performing this addition and subtraction, gives us

iLαα′,ββ′ =

(
iωαα′ +

P

M

∂

∂R
+

1

2

(
FαW + Fα

′
W

) ∂

∂P

)
δαβδα′β′

−
[
P

M

(
dβ′α′δαβ − dαβδα′β′

)
− 1

2

(
FαβW δα′β′

+F β
′α′

W δαβ −
(
FαW + Fα

′
W

)
δαβδα′β′

) ∂

∂P

]
. (E.15)

The classical Liouville operator is defined as [13]

iLαα′ =
P

M

∂

∂R
+

1

2

(
FαW + Fα

′
W

) ∂

∂P
, (E.16)

this operator describes the classical evolution of the bath coordinates and is given in terms

of the Hellmann-Feynman forces for the adiabatic states, α and α′. The quantum-classical
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Liouville super-operator may now be expressed as

iLαα′,ββ′ = (iωαα′ + iLαα′) δαβδα′β′

−
[
P

M

(
dβ′α′δαβ − dαβδα′β′

)
− 1

2

(
FαβW δα′β′

+F β
′α′

W δαβ −
(
FαW + Fα

′
W

)
δαβδα′β′

) ∂

∂P

]
. (E.17)

The term in the square brackets represents the J-operator. It will now be shown how this

term may be expressed in the same form as Eqn. (4.39)

Jαα′,ββ′ =

[
P

M

(
dβ′α′δαβ − dαβδα′β′

)
− 1

2

(
FαβW δα′β′

+F β
′α′

W δαβ −
(
FαW + Fα

′
W

)
δαβδα′β′

) ∂

∂P

]
. (E.18)

To this end one begins by grouping all the terms which contain δα′β′ together and all the

terms which contain δαβ together. This gives

Jαα′,ββ′ =

[
P

M
dβ′α′ − 1

2

(
F β

′α′

W − Fα′
W δα′β′

) ∂

∂P

]
δαβ

−
[
P

M
dαβ +

1

2

(
FαβW − FαW δαβ

) ∂

∂P

]
δα′β′

= − P
M
dαβ

[
1 +

1

2

(
FαβW − FαW δαβ

)( P
M
dαβ

)−1 ∂

∂P

]
δα′β′

+
P

M
dβ′α′

[
1− 1

2

(
F β

′α′

W − Fα′
W δα′β′

)( P
M
dβ′α′

)−1 ∂

∂P

]
δαβ

Now since the non-adiabatic coupling matrix is anti-Hermitian in nature, dβ′α′ = −d∗α′β′ ,

this equation becomes

Jαα′,ββ′ = − P
M
dαβ

[
1 +

1

2

(
FαβW − FαW δαβ

)( P
M
dαβ

)−1 ∂

∂P

]
δα′β′

− P

M
d∗α′β′

[
1 +

1

2

(
F β

′α′

W − Fα′
W δα′β′

)( P
M
d∗α′β′

)−1 ∂

∂P

]
δαβ . (E.19)

By defining

Sαβ =
(
FαβW − FαW δαβ

)( P
M
dαβ

)−1
(E.20)



94

and making use of the relation [4, 7]

Fαβ = Fα + (Eα − Eβ) dαβ (E.21)

one obtains that

Sαβ = (Eα − Eβ) dαβ

(
P

M
dαβ

)−1
. (E.22)

Similarly one may also define

S∗α′β′ =
(
Eα′ − Eβ′

)
d∗α′β′

(
P

M
dα′β′

)−1
. (E.23)

Substituting this into the equation for the jump operator, one obtains

Jαα′,ββ′ = − P
M
dαβ

(
1 +

1

2
Sαβ

∂

∂P

)
δα′β′

− P

M
d∗α′β′

(
1 +

1

2
S∗α′β′

∂

∂P

)
δαβ (E.24)

which is the form of the jump operator given in Eqn. (4.39) .



Appendix F

Representing the Nosé-Hoover

Power Thermostat’s

Quantum-Classical Liouville

Super-Operator in the Adiabatic

Basis

Like the general case one starts by taking the matrix elements of the quantum-classical

NHP Liouville equation of motion for an operator

〈
α

∣∣∣∣ ∂χ̂W∂t
∣∣∣∣α′〉 =

i

~

〈
α
∣∣∣ [ĤW , χ̂W

] ∣∣∣α′〉+

〈
α

∣∣∣∣∣− 1

2

(
∂V̂W
∂R

∂χ̂W
∂P

+
∂χ̂W
∂P

∂V̂W
∂R

)

+

(
P

M
+
Pη
Mη

τP

M

)
∂χ̂W
∂R

+
Pη
Mη

∂χ̂W
∂η
− Pη
Mη

P
∂χ̂W
∂P

+ Fp
∂χ̂W
∂Pη

− 1

2

∂V̂W
∂R

τP

M

∂χ̂W
∂Pη

− 1

2

∂χ̂W
∂Pη

τP

M

∂V̂W
∂R

∣∣∣∣∣α′
〉
. (F.1)

Expand the first term on the right hand side

i

~

〈
α
∣∣∣ [ĤW , χ̂W

] ∣∣∣α′〉 =
i

~

(
〈α|ĤW χ̂W |α′〉 − 〈α|χ̂W ĤW |α′〉

)
(F.2)
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Using the fact that ĤW = HNHP + ĥW and ĥW |α〉 = Eα |α〉, this becomes

i

~

(
〈α|ĤW χ̂W |α′〉 − 〈α|χ̂W ĤW |α′〉

)
=
i

~
(
Eα 〈α|χ̂W |α′〉 − Eα′ 〈α|χ̂W |α′〉

)
= iωαα′χαα

′
W , (F.3)

where ωαα′ =
Eα−Eα′

~ , and χαα
′

W = 〈α |χW |α′〉. The second term −1
2

〈
α
∣∣∣ ∂V̂W∂R ∂χ̂W

∂P

∣∣∣α′〉,

may be expanded to give:

−1

2

〈
α

∣∣∣∣∣ ∂V̂W∂R ∂χ̂W
∂P

∣∣∣∣∣α′
〉

= −1

2

∑
β

〈
α

∣∣∣∣∣ ∂V̂W∂R
∣∣∣∣∣β
〉
〈β|∂χ̂W

∂P
|α′〉

=
1

2

∑
β

Fαβ
∂χβα

′

W

∂P
, (F.4)

Where the completeness relation along with 〈α |β〉 = δαβ, and the introduction of the

Hellmann-Feynman force matrix elements Fαβ =
〈
α
∣∣∣ ∂V̂W∂R ∣∣∣α′〉. Following a similar pro-

cedure to this, produces

−1

2

〈
α

∣∣∣∣∣ ∂χ̂W∂P ∂V̂W
∂R

∣∣∣∣∣α′
〉

=
1

2

∑
β

∂χαβW
∂P

F βα
′
. (F.5)

The next term may be expanded to obtain

〈
α

∣∣∣∣Fp∂χ̂W∂Pη

∣∣∣∣α′〉 = Fp
∂

∂Pη
〈α|χ̂W |α′〉

= Fp
∂χαα

′
W

∂Pη
, (F.6)

while

−1

2

〈
α

∣∣∣∣∣ ∂V̂W∂R τP

M

∂χ̂W
∂Pη

∣∣∣∣∣α′
〉

= −1

2

τP

M

〈
α

∣∣∣∣∣ ∂V̂W∂R ∂χ̂W
∂Pη

∣∣∣∣∣α′
〉

=
τP

2M

∑
β

Fαβ
∂χβα

′

W

∂Pη
. (F.7)
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Similarity

−1

2

〈
α

∣∣∣∣∣ ∂χ̂W∂Pη

τP

M

∂V̂W
∂R

∣∣∣∣∣α′
〉

= −1

2

τP

M

〈
α

∣∣∣∣∣ ∂χ̂W∂Pη

∂V̂W
∂R

∣∣∣∣∣α′
〉

=
τP

2M

∑
β

∂χαβW
∂Pη

F βα
′
. (F.8)

The next term to be considered is

〈
α

∣∣∣∣ ( PM +
Pη
Mη

τP

M

)
∂χ̂W
∂R

∣∣∣∣α′〉 =

(
P

M
+
Pη
Mη

τP

M

)〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉

Since the states depend on the position coordinates the partial derivative with respect to

this coordinate which occurs in the above equation requires a different treatment as it

affects both the arbitrary operator χ̂W and the state vector |α′〉. In order to express this

term in a more suitable form one first considers

∂

∂R

〈
α
∣∣ χ̂W ∣∣α′〉 =

〈
∂α

∂R

∣∣∣∣ χ̂W ∣∣∣∣α′〉+

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉+

〈
α

∣∣∣∣ χ̂W ∣∣∣∣ ∂α′∂R

〉
=

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉+

∑
β

(〈
∂α

∂R

∣∣∣∣β〉χβα′

W + χαβW

〈
β

∣∣∣∣ ∂α′∂R

〉)
, (F.9)

where the completeness relation has again been used. By definition the non-adiabatic

coupling matrix element may be expressed as dβα′ =
〈
β
∣∣ ∂
∂R

∣∣α′〉 =
〈
β
∣∣∣ ∂α′

∂R

〉
[4, 7]. In

order to find simplify
〈
∂α
∂R

∣∣β〉 one considers the following

∂

∂R
〈α|β〉 =

〈
∂α

∂R

∣∣∣∣β〉+

〈
α

∣∣∣∣ ∂β∂R
〉

using the orthonormal condition produces the identity

〈
∂α

∂R

∣∣∣∣β〉 = −
〈
α

∣∣∣∣ ∂β∂R
〉

= −dαβ .

As such
∂

∂R

〈
α
∣∣ χ̂W ∣∣α′〉 =

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉+

∑
β

(
−dαβχβα

′

W + χαβW dβα′

)
(F.10)
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Using this identity and making
〈
α
∣∣∣ ∂χ̂W∂R ∣∣∣α′〉 the subject of the formula yields

〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉 =

∂χαα
′

W

∂R
−
∑
β

(
−dαβχβα

′

W + χαβW dβα′

)
. (F.11)

Substituting this expression for
〈
α
∣∣∣ ∂χ̂W∂R ∣∣∣α′〉 back into the term we are trying to evaluate

gives

(
P

M
+
Pη
Mη

τP

M

)〈
α

∣∣∣∣ ∂χ̂W∂R
∣∣∣∣α′〉 =

(
P

M
+
Pη
Mη

τP

M

)∂χαα′
W

∂R
−
∑
β

(
−dαβχβα

′

W + χαβW dβα′

) .

(F.12)

The second to last term may be expanded to obtain

〈
α

∣∣∣∣ PηMη

∂χ̂W
∂η

∣∣∣∣α′〉 =
Pη
Mη

∂χαα
′

∂η
, (F.13)

while the final term produces

−
〈
α

∣∣∣∣ PηMη
P
∂χ̂W
∂P

∣∣∣∣α′〉 = − Pη
Mη

P
∂χαα

′
W

∂P
(F.14)

As such the equation of motion may thus be expressed as

∂χαα
′

W

∂t
= iωαα′χαα

′
W +

((
P 2

2M
− gkBT

)
∂

∂η
+
Pη
Mη

∂

∂η

− Pη
Mη

P
∂

∂P
+
P

M

∂

∂R
+
Pη
Mη

τP

M

∂

∂R

)
χαα

′
W

+
1

2

∑
β

Fαβ
∂χβα

′

W

∂P
+

1

2

∑
β

∂χαβW
∂P

F βα
′

+
τP

2M

∑
β

Fαβ
∂χβα

′

W

∂Pη
+
τP

2M

∑
β

∂χαβW
∂Pη

F βα
′

+

(
P

M
+
Pη
Mη

τP

M

)−∑
β

(
−dαβχβα

′

W + χαβW dβα′

) . (F.15)
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Making use of Liouville operators defined in the equation set (3.51) the above equation

may be written as

∂χαα
′

W

∂t
=
∑
ββ′

[
iωαα′δαβδα′β′ +

(
LNHP1 + LNHP3 + LNHP4

)
δαβδα′β′

+
1

2

(
Fαβδα′β′

∂

∂P
+

∂

∂P
δαβF

βα′
)

+
τP

2M

(
Fαβδα′β′

∂

∂Pη
+

∂

∂Pη
δαβ′F βα

′
)

+

(
P

M
+
Pη
Mη

τP

M

)(
dαβδα′β′ − δβα′dβα′

) ]
χββ

′

=
∑
ββ′

iLαα′,ββ′χββ
′

W (F.16)

On the last line of the above equation we have defined the quantum-classical Liouville

super-operator, we will now express it into its more traditional form. This may be accom-

plished by defining the classical Liouville operator as

iLαα′ = (L1 + L2 + L3) δαα′ +
(Fα − Fα′

)

2

[
∂

∂P
+ τ

P

M

]
∂

∂Pη
. (F.17)

The classical-like Liouville operator is the only operator which changes when the imple-

mentation of the bath dynamics changes. As such it is possible to follow the procedure

outlined in Appendix E to obtain the J-operator into its traditional form. Doing this

allows one to express the Liouville super-operator as

iLαα′,ββ′ = i (ωαα′ + Lαα′) δαβδα′β′ + Jαα′,ββ′ . (F.18)

The simulation of the non-adiabatic dynamics described by the above equation may

achieved through the use of a stochastic algorithm. An example of such an algorithm

may be found in [13].
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