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Abstract

Wireless communication is currently enjoving unprecedented popularity, and the present
trend indicates an exponential growth rate. Botl. GSM, the traditional and now ma-
ture cellular architecture, and UMTS, the international 3G standard, are hampered by
their need for the installation of expensive and unsightly base-siat:ons, which have to

be hard-wired to a central switching station.

A new network concept, the ad hoc network, does away with the need for these base-
stations, and all local communicaiion is done on a raulti-hop, peer-to-peer basis. This
does of course present a significant engineering problem, as the removal of the central-
ized controllers (base stations) necessitates that all decisions related to, for example:

routing, MAC and power control need to be done at the node.

This dissertation discusses the concept of an ad hoc network, and specifically focuses
on power control in a sy;stem with a CDMA air interface. Power control is a technique
whereby the transmission power of a node is constantly adjusted, normally with the
aim of minimizing the interference to other nodes while still maintaining a signal level
that will achieve successful communication, Benefits of this include increased network
capacity and throughput, usually coupled with an increase in battery lifetime. Due to
the lack of any centralized radio network controller, a fully distributed scheme needs to

be developed, whereby each node adjusts its power based only on information locally
available.



Due to the relative infancy of the topic, very littie literature exists on power control in
ad hoc networks using a distributed non-clustering based approach. and new methods
are presented based on a scheme developed for cellular networks. In order to conserve
the limited available bandwidth, a single-bit adaptive signalling schere is implemented
whereby a node will attempt to control the power of a subset of its surrounding nodes.
Methods for determining which nodes belong in this subre: are introduced, and the
entire system simulated in a custom designed environment. Techniques for determining
the controlling connectivity for a node are also presented, and their ¢ffect on the svstem
performance are investigated. Some of the metrics used to clussify the performance of
the network include svstem outage and convergence speed, as well as overall network

connectivity.

A mode! for an ad 11<)é network with predefined connectivity is presented, and an
optimum transmit power vector derived. A standard interference function power control
algorithm is deduced, and tested in sample networks. It was shown that when the
system js feasible, in the absence of shadow fading and mobility, the propesed power
control algorithm is able to exactly converge to the calculated ideal power vector, and
when mobility and slow fading are introduced the algorithm is able 1o track the channel
changes.
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Chapter 1

Introduction

1.1 Wireless networks

Demand for untethered, global commuanication. is rising exponentially. Wireless com-
munication growth is outpacing wireline installations by at least an order of magnitude,
and cellular technology in the form of 3G is currently being rolled out world-wide. The
freedom of mobility associated with wireless radio comrnunication is 2 convenience that
has very rapidly become integral in a large percentage of the planet’s developed, and
increasingly so, developing nations. Civilization hes become progressively more reliant
on real-time communication and information retrieval, and the cellular telephone. for

example, is now no longer considered a luxury item, rather it has become a necessity.

Traditional cellular systems are into their third evolution, and have matured as a tech-
nology since the first inception of analogue wireless communication in the 1980’s. Most
new and developing standards are designed from the beginning to be inter-operable,
and research into making cellular systems more efficient (and thus more cost effective)
is at a peak. Digital commurication offers many improvements over older analogue

based schemes; compression and coding enhancements allow much greater data rates

over unreliable fading channels (1.
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However, cellular systems are hampered by several major limitations. One of the key
components of the cellular system is the base-station. These large physical structures
are not only very expensive to install, but also are extremely unsightly and generally
are not a welcome addition to a neighbourhood. Disguising them as palm-trees only
very slightly detracts from their ugliness. Unfortunately, the cellular systern by its very
nature relies totally on these base stations which also have to be hard-wired to local
switching stations; removal of the base stations is not an option with current technology

and development.

1.2 Types of wireless networks

Since the discovery and subsequent taming of radio technology, increasingly more so-
phisticated methods have been used to provide the human species with the commu-
nication that is so desired. In the last two decades, the focus has been on a highly
structured cellular-type ‘architecture, with user mobility supported through the intro-
duction of wireless capabilities on the last-link More recently though, research has

branched out into more diverse network types, and a few of these are presented.
1.2.1 Cellular networks

The basic goal of the cellular wireless network is to enable point-to-point wireless tele-
phony (and now data services). If a common radio carrier frequency was used for all
the mobiles, then signal levels would need to be very high to overcome 2ll the interfer-
ence generated. Instead the geographical distribution is divided up into smaller areas,
referred to as cells. By breaking the total coverage area into cells, and assigning dif-
ferent carrier frequencies to each cell, the interference experienced at a base station is
only due to the mobiles in that cell. Neighbouring cells operate on slightly different
frequencies, and due to the signal level attenvating exponentially with distance, the

same frequency can be re-used in another cell that is located far enough away from
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cells with the same carrier frequency. Fig. 1.1 indicates a typical cellular system with

a frequency re-use factor of 7.

Figure 1.1: Idealized cellular architecture with frequency reuse of 1/7 as used, for
example, in GSM ‘

A detailed description of the functioninz of a cellular network is complicated, and is
not within the scope of this dissertation. Without going into unnecessary particulars,
the fundamental operation of the cellular network is as follows: typically, a mobile
will establish a connection with the local base-station and the call data will then be
forwarded through the local switching stations via a dedicated hard-wired link to the
base station of the recipient mobile. User mobility is supported due to the wireless

nature of the last-link.
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First generation

One of the more successful of the first wireless communication systems, AMPS, the
Advanced Mobile Phone System developed by Bell Telephone System, used analogue
frequency modulation (FM) techniques for voice communication, and also jncorporated
digival control signals. Tt was characterized by analogue voice oniy transmission, using
frequency division multiple access (FDMA) with 30kHz separation per channel and a
re-use factor of 1,'7. This leads to a spectrum allocation of 7 x 30kHz = 210kHz . The
required signal-to-interference ratio (SIR) was 18dB, and this resulted in an operator

only being able to service 60 calls per cell in a 12.5 MHz allocated band.
Second generation

The low capacicy. associated with the first generation schemes, coupled with the rapid
increase in the nu.mbe.r of wireless subscribers and the different standards' inherent tech-
nological incoropatibilities necessitated development of more efficient, digital, commu-
nication systems. One of the advantages offered by digital communication is i.u;:rea.secl
network capacity through the use of data compression algorithms and sophisticated
coding techniques {2]. The dominant standard for second generation (2G) cellular com-
munication is the Global System for Mobile communication (GSM), [3|. The North
American TDMA (time division multiple access) digital standard 1S-136 uses digital
control channels and allows value added services such as short message service (SMS)
ete. (4). IS-136 increases the capacity by mulsiplexing more users onto the 30 kHz
AMPS channels.

A third 2G standard, 1S-95 (also known as cdmaOne), was introduced in the United
States of America. Unlike GSM and IS-136 which use TDMA as their core multiple
access method, IS-95 uses code division multiple access (CDMA). This is a technique
whereby a user’s transmitted bit stream is multiplied by a pseudo-random code sig-

nal with a significantly pgreater rate. The effect of this is to smear the signal in the
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frequency domain, hence the term spread-spectrum. Some of the bepefits of COMA
include increased capacity due to voice activity detection and a common frequency for

all cells, leading to 2 frequency reuse factor of urity (5. 6}.

Although cdmaOne is in theory a more promising technology choice than TDMA [7],
its implementation is significantly more difficult and has fziled to capture world-wide

attention and market penetration like GSM has.
Third generation (3G)

The goal of 3G is to provide a wide variety of multimedia services; voice, video and
data all on the same network, seamlessly. Even though CDMA was not particularly
successful in its IS-95 incarnation, its theoretical benefits could not be overlooked, and
the International Telecommunications Union (ITU) decided on CDMA as the multiple
access mechanism of choice for the 3G standard, IMT-2000. Once again Europe and the
United States have slightly different views on the particular CDMA implementation,
with America choosing 'cdma2000 which is backwards compatible with their legacy
IS-95 cellular network. Wideband CDMA (W-CDMA) is the CDMA variant chosen by
the Buropean Telecommunrications Standards Institute (ETSI) for their 3G standard,
the Universal Mobile Telecommunications System (UMTS), and is able to support the
entrenched GSM market.

1.2.2 WLAN

Celluler networks operate in (increasingly more expensive) licensed spectrum, and they
are useful for communicating across large distances. In South Africa, GSM, the 2G
choice for all the cellular operators, was initially designed with voice traffic in mind.
Although the technology has since been extended to data transmission the data rates
are relatively low, reaching a theoretical peak (though practically unattainable) rate of
171.2kbps using GPRS (general packet radio service). Other 2.5G technologies such as
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HSCSD (high speed circuit switched data) also allow greater data rates.

Third generation systems are designed from the ground up to support high speed data,
and the standard specifies rates of up to 2 Mbps. While these data rates may be high
enough for the transferring of small amounts of lata, large files would still take too

long to be conveniently downleaded using any of the cellular technologies.

Cellular systems were désigned for communication on a large scale, ranging from users
in the same cell, possibly less that 1 km away, to mobiles on different continents. Often
a wireless link is needed to connect to a network only a few metres away. The 802.11x
standards were developed by the institute of electrical and electronics engineers (IEEE)
for wireless access on a much smaller scale than a cellular network. By installing a radio
access point onto the existing local area network (LAN) infrastructure a user with a
wireless LAN (WLAN) card attached to their PC or hand-held device can searnlessly
access 21l the network resources such as servers or printers. a simple depiction of this

is given in Fig. 1.2.

access g, \
| poimt |€7 l‘ié? ]
—/ =" ""

Figure 1.2: Wireless LAN application

The earliest incarnation of WLAN, IEEE 802.11, operates in the unlicensed 2.4 GHz
ISM (industrial, scieptific and medical) band. Depending on the channel quality, the
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radio modulation mechanism can be either BPSK (binary phase shift keying) or QPSK
(quadrature phase shift keying). The latter provides the maximum transmission rate of
2 Mbps, but due to the 1nore complex signal constellation, can only be used when the
wireless link quality is good. A spread spectrum air interface is used with the standard
dictating either frequency-hopping spread spectrum (FHSS) or direct-sequence spread
spectrum (DSSS).

The introduction of 2 new coding technique called complementary code keying (CCK),
lead 10 the evolution of the §02.11 standard into 802.11b, or Wi-Fi™. Operating in
the 2.4 GHz ISM band Wi-Fi™can achieve a theoretical maximum transmission rate of
11 Mbps using DSSS. Due to early equipment inter-operability issues, the Wi-Fi™ ac-
creditation is used to ensure that devices from different manufacturers operate harmo-

niously.

The 2.4 GHz ISM band is fairly noisy (sharing spectrum with microwave ovens and
wireless telephones), and 802.11a was designed to operate in the 3 GHz UNII (unli-
censed national information infrastructure) band which was more recently allocated.
The 802.11a standard uses OFDM (orthogonal frequency division multiplexing). This
transmission technique has the advantage that due to ifs transmitted symbols being
longer than the maximum delay spread a flav fading channel resuits, which is more
easily equalized. OFDM has the disadvantage of having 2 high peak-to-average power,
but this is not too crucial for short range applications [8] and thus OFDM is ideal
for indoor office use where it would typically be deployed in a WLAN scenario. A
maximum transmission rate of 54 Mbps is supported using by 64 QAM (quadrature

amplitude modulation).

Transmission power in current WLAN devices are limited to a set of between four and
eight discrete levels and changing this level is typically only possible through a firmware
reset of the wireless LAN card (9], which currently takes too long to make any form of

dynamic power control feasible.
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WLAN systerns can also operate in ad hoc mode where each terminal is able to for-
ward data as necessary, but no standard method for multihop communication has been

proposed by for 802.11 by the IEEE.
1.2.3 Bluetooth

Initially developed by a group of mobile telephone vendors, Bluetooth is a totally wire-
less network solution designed to serve as a personal area network (PAN), consaquently
the range of 2 Bluetooth network is much smaller than that of WLAN or cellular sys-
teres. The goal of Bluetooth was a standardized protocol allowing seamless information
How between a variety of personal devices, for example from a PDA (personal digital
assistant) to 2 notebook. A piconet is formed when two or more Bluetooth units share
the same channel. One of the devices becomes the master, and up to seven slave units
are allowed per piconet. All communication in the piconet is done via the master
unit, very similar to a cellular network structure. Two or more piconets can overlap,
forming a scatternet where the connection or gateway node is a member of both pi-
conets. Fig. 1.3 shows the interconnection of three piconets to form a larger scatternet.

Bluetooth is also known as IEEE 802.15 standard, and operates in the 2.4 GHz ISM

7 N ,
< . piconet 3
; N, P -

~

legend |

: @ Master unit
I | O Slave unit
‘ ® Gateway

piconet 1

Figure 1.3: Three overlapping piconets forming a scatternet

band using frequency-hopping spread spectrum techniques. Full-duplex transmission is
possible due to the slotted time-division duplex (TDD) mechanism, with a slot duration
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of 0.0625 ms. A slave unit in a piconet is only able to transmit after it has been polled
by its master unit. Bluetooth equipment is divided into three categories depending on
the maximum output transmission power (20 dBm, 4 dBm and 0 dBm). Some rudimen-
tary power control mechanisms are defined in the Bluetooth specifications |10, but no

actual power control algorithms are suggested.

1.2.4 Ad hoc networks

Due to the necessity to operate at peak efficiency and extract value from the system,
a cellular network needs to be very carefully planned (Chapter 8 of [11]). Once the
locations of the base stations has been decided upon they need to be constructed and
hard wired together through dedicated high speed land lines. In a cellular svstem, this
need for a wired, permanent and expensive infrastructure, coupled with extensive plan-
ning is prohibitive when rapid deployment of a network is required. Ad hoc networks
attempt to overcome this reliance on existing infrastructure, and operate in a totally

wireless domain; thus allowing, amongst other things, fast deployment.

Ap ad hoc network is an impromptu collection of wireless nodes where every terminal
2lso acts as a router, forwarding other nodes’ data packets. Peer-to-peer communication
is done on a multi-hop basis and all network intelligence and control needs to be

embedded in each node.

It is the distributed nature of an ad hoc network which is one of its desirable properties
in a military sense. Th:a terrorist attack of the World Trade Center in New York on
September 11, 2001 highlighted the risk that exdsts in centralized communication. The
destruction of the cellular base stations atop the Twin Towers, along with the loss of
the vast amount of wired data network lines and equipment, coupled with the obvious
increase in teletraffic immediately following the incident lead to a major decrease in

the abilicy of the service providers to cope with the communication demand.

Other disaster scenarios, for example a large earthquake, will also lead to the severing
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of vital communication infrastructure and more than likely a serious loss of commu-
nicarion. In order for any large disaster relief {or military) operation to be effectively
carried out the need will exist for robust, real-time voice and data communication. In
such an event an ad hoc network could be rapidiv deployed. Needing only an energy
source to power the electronic devices and transruission antenmae, wireless terminals
could be set up to form a relay network which, although diminished in transmission
capacity compared to a fixed land-line, would enable point-to-point communication to

continue as necessary.

QOther scenarios where the use of ad hoc networks would be favourable include military
operations in foreign territories. The time delay inherent in geostationary satellites
makes full-duplex voice communication barely tolerable, and the larger transmission
distances require greater transmission powers which in turn leads to increased battery
size and thus bulkier h@&ets. Since ease of mobility is a desired attribute in an
infantry unit, equipment sizes and mass should be kept to a bare minirmum. A low-
Parth orbital (LEO) satellite communication link suffers from decreased transmission
foot-print, and so to have total coverage of a large area, multiple satellites are needed.
This dramatically increases the coordination necessary and also leads to a similar cost
increase. Several global satellite based communication systems were launched in the

1990’s, most notable the failed Iridium project [12].

A multi-hop ad hoc network could be implemented in a military scenario with each unit
carrying 2 transceiver which would enable point-to-point comreunication. A CDMA
spread-spectrum air interface would also help in decreasing the likelikood of an enemy

detecting, and possibly jamming the communication system [13].

An example of where an ad hoc network could be used is the situation depicted by
Fig. 1.4. Military units situated as shown would need to remain in contact with each
other, and this can be done by forming a relay network where comrnunication is achieved
through a multi-hop path. If any of the nodes are removed from the network (possibly

destroyed in battle or lose operational ability due to equipment failure) the nodes will
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adjust to the topology change and route data accordingly. Some of the nodes may have

to then increase their transmission power so that the network remains connected.

batallion C

PP —~-

batallion B

' terrain blocking
direct signal

batallion A

Figure 1.4: Typical military use of an ad hoc network.

However, it is the distributed nature of the ad hoc network which leads 1o some of the
greatest engineering challenges. The removal of all centralized control structure means
that decision related to, for example, routing, medium access control (MAC) and power
contro) all need to be done at each node, using only (possible outdated) information
available to each node. The vast majority of research in ad hoc networks has been
devoted to solving the issues surrounding real-time communication and the need for

robust routing [14, 15, 16, 17], and MAC layer problems (18, 18, 20).

Somewhat less research has been devoted to solving issues related to transmission power
and network connectivity. Power constraints of the mobile terminals limit the maxi-

mum transmission distance, and the greater the output power the more interference
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is caused to neighbouring nodes, this in turn reduces the effectiveness of the network
which decreases the tliroughput. By transmitting with just enough power to reach a
certain subset of its neighbours, 2 node is able to conserve energy and also present less
interference vo the rest of the network. This is beneficial in bwo ways: firstly the battery
lifetime of the node is increased, and secondly the network capacity is increased due
to reduced interference. A tradeoff to lower transmission power is that there is a cost
associated with using more relay nodes to transmit a message, as the delay a packet
experiences increases, and the network routing problem becomes greater. Multi-hop
routing can actually increase vransmission throughput if spatial and temporal advan-

tages exist (i.e. nodes are well distributed in space) [21).

1.3 Power Control

One of the greatest concerns in engineering work is to strive for maximum efficiency. It
is in the field of problem optimization that some of the greatest challenges lie. In the
case of multi-billion Rand wireless communication networks, cost effectiveness is the
number one optimization goal. This is generally achieved by maximizing the number
of subscribers sharing the constrained bandwidth'. It is 2 well sccepted fact that
networks with a CDMA interface are interference limited and suffer from the near
far effect [22, 23]. 1f the levels of the transmitted signals are not carefully controlled
then a nearby terminal can smother the fainter signal received from a distant node,
unless sophisticated signal processing techniques such as multiuser detection (MUD)
are employed |24|. Ideally, the signals from all the terminals should be received at
the target base-station with the same power [25]. In Fig. 1.5 node j is a base-station
controlling nodes 7, 0 and p. Ideally the product of the transmitted power and the path
gain to j for all surrounding nodes should be equal. A rough estimate for maximum

network capacity is often derived using this assumaption (26). By ensuring that a mobile

In all likelihood, licensing the spectrum off the local government was probably one of the operators’
largest expenses.
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Figure 1.5: Perfect power control in a cellular CDMA svstem

transmits with the minimum possible power that will ensure the QoS (guality of service)
guarantee is not violated then the network capacity is increased, and thus it is able to
sustain more users concurrently. If a2 mobile is abl;e to transmit with a lower power and
still maintain an acceptable SIR with its receiver, then less interference is presented to
the rest of the retwork, and the system as a whole will benefit. This is the essence of

power control

Resource conservation is one of the pleasant side effects/goals of power control. Gener-
ally, 2 mobile terminal is limited in terms of its battery capacity, and by lowering the
transmission power an increase in battery lifetime is achieved. Techniques, of which
power control is just one of many, for preserving mobile resources fall under the category

of power management (27].

1.4 Motivation for research

Ad hoc networks should not be seen as competition for cellular networks. Issues arising
from the decentralized nature, such as the peed for robust and dynamic routing, MAC
and power control techniques, will likely result in 2d hoc networks providing a much

more specialized role.

Cellular systems need tq be carefully planned beforehand to ensure optimum nevwork

efficiency due mainly vo the large cost associated with the permanent base stations, and
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spectrum licensing payment. The need for rapid deployment in certain circumstances,
for example a military operation into foreign territory, prohibits the use of cellular
technology. A towering, expensive, base station erected near an enemy cemp would

surely present an enjoyable target for aiming practice.

An ad hoc network is capable of filling the role that a cellular network is unable to
provide. However with all new techinologies come significant problems. The fully dis-
tributed nature of the ad hoc network presents new engineering challenges. In order
to extract the most from 2 network employing CDMA, power contro) is a fundanental
and absolutely necessary component. Unlike cellular systems where power control has
been widely studied (|28] and the references therein), its effect and implementation
desails in an ad hoc network are still the subject of some research. Due to the jack
of any fixed infrastructure in an ad hoc network, power control is necessary to help
maintain connectivity under varying channel conditions 29}, this coupled with limited
battery capacity, places constraints on maxirnum transmit power and an effective power

control algorithm is crucial to overcoming these problems.

1.5 Dissertation overview

This dissertation is separated into 6 chapters. Chapter 1 provides an introduction into
the topic of wireless networks, describing some current ad hoc network developments.
The subject of power control is introduced and its necessity in 2 wireless network

explained.

Chapter 2 provides a more in depth discussion of power control, explaining some of
the pertinent concepts. A literature survey of selected power control techniques used

in cellular and ad hoc¢ networks is also presented.

A distributed power contro) algorithm is described in chapter 3. There are two main

parts to the algorithm: connectivity criteria and tramsmit power adaptation. Due to



CHAPTER 1. INTRODUCTION 15

the lack of any predetined connectivity as well as the fully distributed nature of the
algorithm, a mcans of determining which nodes a particular node should attempt to
control is presentec in the connectivity criteria section 3.3. A node may receive conflict-
ing power contro} command signals, and various metlhiods are proposed in section 3.4
which control the transmit power adaptation based upon these commands. The deci-
sion as to issue an increase or decrease control signal is based upon an ideal received

power, as defined by Mitra |30).

The system model for the ad hoc network is presented in chapter 4. Mathematical
models for the total path loss, including distance attenuation and shadow fading are
formulated. A method <.3f catculating the ideal received power factor, as described in
section 3.4.2, is presented and a general descripzion of the simulation environment is
given. Due to the large number of simulation parameters jt is not possible to present

an exhaustive output of all the different combinations, and select results are presented.

The mathematical analysis of the convergence conditions for an ad hoc network are
presented in chapter 5. The starndard interference function approach introduced by
Yates {23) and applied later {31, 32, 33] is useq to give the conditions under which a
feasible power vector exists. A predefined network with strong connectivity is used as
an input to the transmit power adaptation algorithm, and the convergence properties

of the algorithm tested in a simulation environment.

Chapter 6 presents a summary of sorne of the conclusion drawn throughout the disser-

tation and discusses some possible extensions to the work done.

1.6 Original contributions in the dissertation
The original contributions made by the author in this dissertation include:

» Proposition of new node controlling connectivity criteria



CHAPTER 1. INTRODUCTION 16

» Various new transmit power adaptation algorithms

e Convergence analysis of an ad hoc network with a defined connectivity matrix

Parts of this research have been presented by the author at vwo local conferences:

e N. R. Pate and F. Takawira, “Power contral in ad hoc nerworks,” in Proc. South
African Telecommunications, Nelworks and Applications Conference (SATNAC)
2001, (Wild Coast Sun, Kwa-Zulu Natal, South Africa), September 2001. [34)

e N. R. Pate and F. Takawira, “Adaptive distributed power control in ad hoc
networks with different controlling node connectivity criteriz,” in Proc. South
African Telecommunications, Networks and Applications Conference (SATNAC)
2002, (Champagne Sports, Drakensberg, Kwa-Zulu Natal, South Africa), Septem-
ber 2002. [35)



Chapter 2

Power Control in Ad Hoc
Networks

2.1 Introduction

This chapter serves as an introduction to the general concepts behind power control. As
the topic of power coutro! in ad hoc network is a relatively new one, not much literature
exists on the subject, however the subject of power control in other environments
(e.g. cellular systems) is well understood and comprehensively documented. A brief
description of some general power control techniques used in wireless communication
networks is given, and this is followed by a literature survey of some of the power

contro! methods proposed for use in an ad hoc network.

Careful control of a nodes’ transmission power is a crucial aspect for the efficient func-
tioning of all wireless radic comrnunication systems. By transmitting with the lowest
possible power that will enable reliable communication, the network as a whole benefits,

and the use of vital mobile resources, for example battery lifetime, can be maxdamized.

The controlling of co-channel interference is paramount in a TDMA/FDMA multicel-
lular networks, where frequency reuse in close-by cells degrades system performance.

Systems which employ direct-sequence CDMA need to compensate for the near-far

17
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effect arising from the non-zero cross correlation of the users pseudonoise (PN) codes
inherent in this multiple access scherne. Without proper power control a CDMA system

will have less capacity than other multiple access schemes utilizing the same bandwidth.

2.2 Power control concepts

Some conceptis the are common to all power controlled networks are presented in this
section. Power control in cellular networks is now a very well understood subject, and

a brief overview of some of the more pertinent concepts follows.
2.2.1 Centralized power control

In a cellular system, it is the job of the base station to control the received power from
all the nodes in that cell, as well as the nodes in soft-handoff. Centralized control uses
all the information available about the system, and is able to determine an optimum
power vector through some predetermined formula. Convergence to the optimum vector
generally occurs rapidly, assuming a feasible formulation exists. This type of control
requires coordination throughout the network, and usually knowledge of 21) link gains.
This information is generally not available due to excessive signaling and overhead
delays, however a centralized algorithm is useful in that it gives an upper bound for

the performance of any power contro! algorithm.
2.2.2 Distributed power control

Unlike centralized power control, a distributed algorithm generally functions in an
iterative manner, convelrgi.ng to the optimum region slower than a fully centralized
implementation would. Less knowledge about the system is required (for example all
inter-node path gains, etc.) and thus little or no coordination between nodes is needed.

However, the outage probability when using distributed control is greater than if a
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censralized controller was used [36]. A distributed power control system only controls
the transmit power of a single terminal, as opposed to a centralized scheme which has

control over all the nodes’ transmit powers.

2.2.3 Open loop power control

Systems not employing any decision feedback are referred to as open loop. Open loop
contro! is geperally used as a coarse estimate which is fed into a closed Joop system to
provide a slowly changing estimate of the system. In a cellular environment open loop
control is used to obtain an estimate of the total link gain due to distance attenuation

and shadow fading; it is used to compensate for large changes in the channel.

In open loop power control the channel gain (distance attenuation and shadow fading)
is estimated by measuring the strength of a received pilot signal. The larger the pilot
signal attenuation, the greater the propagation loss, and thus the greater the mobile
transmit power needs to be to overcome this loss. The inverse of the measured gain
(loss) is used, together with a correction factor to obtain the new transmit power. This
value for the reverse link transmit power is only an estimate as there is generally a

frequency separation between forward and reverse channels.
2.2.4 Closed loop power control

Open loop control is used as an initial estimate of the link gain, but it is not able to
counter the effects of multipath fading on the downlink (base station to mobile). As
a frequency separation between the forward and reverse channels exists, the multipath
fading on these two links are independent processes and not strongly correlated. Al-
though the average power needed to overcome the slow fading processes is the same,
short term power needs are different, and thus open loop control is not able to coun-

teract this. In the JS-95 CDMA standard, 20 MHz separates the two channels, and this
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greatly exceeds the coherence bandwidth! of the channel, thus closed loop control is
used. The outer loop control provides a target fcr the inner loop to iry and maintain.
In a cellular CDMA system the outer Joop target is a signal-to-interference ratio which
is adjusted over time depending on the bit error rate (BER), or sometimes frame error
rate (FER) of the system. Typically a single-bit increase or decrease signal is sent to
the mobile terminal instructing it to raise or lower its transmission power by the fixed
(pre-specified) amount e.g. 1dB. These siznals are sent at a rate which is fast enough
to counter the effect of fast-fading when the terminal is moving at slow to moderate
speeds (less than 50 kmh™!). In the UMTS 3G specification fast power control updates
happen at a frequency of 1.5 kHz.

2.2.5 Quality Measures

In & cellular radio communication system the majority of the digital dz'xta being trans-
roitted is dedicated to voice conversations. Unfortunately, as speech quality is very
subjective, the performance based purely on audible statistics of two different systers
is difficult to accurately quantify, measure and compare. A more accurate rmeasure
of the quality of 2 link is the SIR. It is generally accepted that if the SIR of a link
is above some target, v, then the communication is assumed successful. The best
quality measure is actually the bit error rate, but this requires delving deeper into the
workings of the communication systern as it is a function of many things including
modulation and coding ‘schemes. In a data cormunication system the QoS is more
likely to be specified as 2 maximmum tolerable BER, not SIR. It has been argued that
SIR. is as good as BER when considering the performance of a system, as the two are
often considered equivalent, but this is only true when che signal and interference levels
do not change over the course of the measurement. Even though the average SIR may

satisfy the requirements, the instantaneous SIR may drop below the target causing the

'In a frequency selective fading channel, spectral components are subject to different attenuations,
and if the transmitted signal occupies a bandwidth greuter than the coherence bandwidth the received
signal will be distorted |26]
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BER to increase. The frame error raie is sometimes used in place of BER, where the
measurement is taken after interleaving and temporal diversity (convolutional coding)

have been accounted for.

2.2.6 Available measurements

Any resource management algorithm is only practically implementable if the correct
functioning of the scheme depends on quantities readilv available i.e. easily mea-
sured /obtained. In reality, a power control system must be distributed, with the deci-
sion logic needing onlv locally available information for correct functioning. The speed
af which the measurements can be taken and the non-zero time for the control signals to
be propagated to the intended user affects the minimum time duration between power
control iterations. Using outdated information will lead to a degradation in svstem
performance. Some of the available measurements include: attenuation a channel will
experience, interference power received, signal received, SIR received, BER experienced
and transmitted power. Often these quantities have to be estimnated, and the less ac-

curate the estimation the greater the performance degradstion of the system will be.
2.2.7 Constraints

All physical devices have constraints in terms of maximurn transmission power. Usually
government law regulates the maximum output power of a device to ensure the satety
of users, and also to ensure interference is kept to manageable levels. Mobile {erminals
are also limited in their battery capacity, and this too places a constraint on transmit

power as a device may not be able to sustain transmitting 2t maximum power for long

periods.
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2.2.8 Power control techniques

[n a cellular environment, different techniques are applied o the uplink and downlink,
and different measurements cau e used. Power control decisions can be based on
received signal strengihs, SIR, bit error rate or frame error rate and the control loop
can be open or closed or some combination of both. Strength based control is the
easiest to implement, but does not provide an adequatc measure of systermn performance.
Older power control algorithms use a fixed step-size for adjusting the transmission
power, but some newer concepts involve an adaptive step-size which generally leads
to quicker convergence and better performance. Analysis has shown that adaptive
step-size algorithms perform better, but single-bit signaling inherent in fixed-step size

control requires less information overhead [28].

Although many power control algorithms are derived assuming that a device can trans-
mit at any power level with a certain range, in reality the power is often quantized
and this Jeads to a decrease in the performance of the glgorithm. When guantization
is taken into account, an ideal power vector optimal solution often worsens intc an
ideal region of convergence which is suboptimal. The outage of the system is greater,
and oscillation may occur when quantization is used. Fig. 2.1 depicts the relationship

of power control techniques.

link
Teverse
forward
control 1opology power level
centralized <$2 Power control % continuous
decentralized al,«zo{riﬁ]ms quantized
signa) strength open fixed
SIR closed adaptiv
BER/FER hybrid phive
measurement control loop step size
based upon

Figure 2.1: Classification of power control techniques
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2.3 Power control in cellular systems

Some of the earliest work on power control was done by Aein [37), where a satellite
svsrem was considered. The algorithm attempted to balance the uplink power of the
terrestrial transmitters o that the minimuwm SIR was maximized. This algorithm has
the benefit of fast convergence, however it needs a centralized controller to compute a
global normalization factor. Also, as the SIR is the same on every link (equalization),
the algorithm is not suitable when different services are used over the same channel, as

the QoS requirements may need different SIR’s on various links [38].

The problem of assigning a unique transmission power to each mobile in a cellular
system has been studied in depth, with a typical implementation given by Grandhi [39]
or Bambos {40|.

Considering a cellular radio system with N mobiles, mobile ¢ transmitting with power
pi, angd the link gain from terminal j to the base station to which ¢ is communicating

denoted g;;. The SIR of 7 at its corresponding base station, =, is given by:

Di - Giv

Yi = , 1<i<N (2.1)

% D5 i + 1
J#i
where n; > 0 is the thermal noige power at the receiver. For the communication to be
suitable on each defined link, the actual SIR, +v;, must be greater than the target SIR,
~:, defined by the QoS:,A

Yizvi,foralie {1...N} (2.2)

This relationship between QoS and SIR is valid under the assumption that the number
of users sharing the common channel is large and the central limit theorem holds, thus
the interference follows a Gaussian distribution. This assumption has been shown to be

valid in reality (41). Substituting the minimum SIR requirement into (2.1) and dividing
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through by the g;; normalization to isolate the p. term leads to:

A.'
. 9i; i
Pz | ) P T4 — (2.3)
i i Gii

Introducing the N x N matrix A = {A;;} where

Ay = (Lﬁ) iy (2.4)

0 ifi=j
and the N x 1 vector, 7, with elemeunt 7; = 7} - 7/¢;; and substituting into (2.3) gives
the matrix form of the system
P2 Ap+7 (2.5)

where p = (pl,pg.A.pN)T is the column vector of each node’s transmit power. A

solution to the power assignment problem is then given by solving for p:
p(I-A)27 (2.6)

The minimum energy solution, p*, is when the transmit power exactly satisfies the SIR

target, so the inequality in (2.6) becomes:

p=(1-A)"n : (2.7)

where 1 is an N x N identity matrix

In order for the system defined by (2.5) to have a real, positive solution for every
elernent of p*, it is clear from the RHS of (2.7) that (I — A)~" must exist and have all

non-negative entries.

From the theory of Perron and Frobenius in matrix theory [42], given a system of equa-
tions, p = Ap + 7}, and the fact tha{ A is a square, nonnegative, irreducible matrix,
a nonnegative solution for p exists only if pa < 1. Known as the spectral radius, pg
is the maxdmum modulus eigenvalue of the A matrix. By Perron and Frobenius, p4 is
positive and simple, and the eigenvector corresponding to this eigenvalue is component-

wise positive. The normalized gain matrix, A, is nonnegative in that every element of
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on

A > 0, and it is also primitive as A > 0, and these two conditions imply that A is
irreducible. The solution provided by (2.7) is Parete optimal in that no other system

power vector will satisfv the SIR target and have a component less thau p~.

A central controller with access to all the inter-node path gains, thermal noise terms
and the target SIR would be able to set the system power vector to its optimal value.
This information is seldom availagble, and so & more practical, iterative implementazion,
first introduced by Foschini and Miljanic 43] is:

p(n)=Ap(n-1)+n (2.8)

where 7 is the iteration number. and this converzes to the optimal solution. as can be

seen through recursion:
p(l)=Ap(0)+7 (2.9)
p(2)=Ap(1)+n
=A(Ap(0)+7)+7m
=A%D(0)+An+7n
P(3)=Ap(2)+n
=A (A (0) +AN+7) +7

=A’pO)+(A*+A+1)n
n—1
p(n)=A"p(0) + (Z A“) 7
=0
In the limit as n — co

lim p(n) = lim (A")p(0) + lim (Z Afj " (2.10)
i=0

assuming p4 < 1 then
[~ <]
lim p(n) =0+ (ZA’) 7 (2.11)
i=0
=1-4)"9

=p'
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D
The substitution >, A*¥ = (I — A)~" arises from the Perron-Frobenius theorem and the
k=0
assumption that p4 < 1. If the system is not feasible the algorithm will continuously
ramp up the transmit power. The iteration defining equation. (2.8), can be written
for node 1 as
i =
pi(n) = 9—’ ij (n~1)-gij + m (2.12)
(B3 j#‘)‘
and this may be reduced using (2.1) to

wmop Py (2:18)

pi (n) =

for all nodes 1 < 7 < N in the network. Equation (2.13) gives an iterative, distributed
procedure for solving for the optimum power vector that does not require the knowledge
of all the link gains and node transmit powers. Essentially the base station mesasures
the received SIR and transmits it back to the mobile unit. Under the assumption that
all other mobiles do not change their transmit power, and the link gains are constant,
the mobile is able to calculate, via (2.13), the exact (minimurn) transmit power reguired
so that, its SIR. target at the base station will be perfectly satisfied. Of course all the
other mobiles will also be running the same algorithm, and so the dynamic, generally
known as the distributed power control (DPC) scheme, specified by (2.13) will continue
indefinitely. The DPC is often used as a reference algorithm when comparing speed of

convergence

A problem with the DPC algorithm as described is that it aims for exactly the re-
quired SIR target, assuming all the other nodes do not change their transmit power.
Another cause for concern is the admission of new calls to the channel, which will
cause even further interference and degradation of the SIR. In order to maintain the
SIR above the required target throughout the duration of the algorithm a protection
maergin joint power control and admission control algorithm was introduced by Bambos
et ol [44]. Essentially during normal operation, a link which has already powered up
(those belonging to the set A;) strives for slightly greater than the target SIR, and any
new calls to the system (in set B;) start off at a low power and are only allowed to
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increase slightly during each power contro! iteration, to protect the established calls.
The active link protection distributed power control (DPC/ALP) is summarized:
6~—{’?‘L-_—l)pl(7)—1) ifi€ A4,

(2.14)

pi (n) =

The safety margin introduced by the é perameter helps the system adapt to random
changes i1 state due to, for example, mobility. Clearly choosing 2 § too high will lead to
excessive transmission powers being used and thus actually limiting the system capacity

and reducing node lifetime.

Iuo reality, the mobile terminals are upper bounded by some maximum permissable
transmission power. The DCPC introduced in (39} is a constrained version of the DPC,

ang it has a similar form to (2.13), but includes means for limiting the power of a node:

Di(n)=mﬂ{#"_l)'m(n—l),.ﬁi} (2.15)

where p; is the maxirmum transmission power for node i.

Due to the intrinsic feedback nature of power control in a cellular system, many al-
gorithms based upon control theory have been proposed. A PI (proportional-integral)
controller derived from the discretization of the continuous model of the DPC had been
proposed and it was shown to significantly enhance the convergence speed compared o
the traditional DPC model (45]). A second-order power control method which uses the
previous power level as well as the current power level has been shown to have a high

potential for increasing the wireless capacity [46):

pi () = min (s {00 (- 1) — 2 pr(a =) 4 (- w (= 1) pra - 1)}
(2.16)
The w (n) control parameter is a non-increasing sequence satisfying
wl)=w@)<w@)=w@)<..<w(2n-1)=w(n)<... (2.17)

The algorithm has a much faster convergence rate than the geometric rate exhibited by
DPC, but as more information is used in the algorithm (requiring measurement), errors

could result in less performance gain than obtained through the initial simulations.
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As there is a delay between measurements being taken, transmitted and actually used
in most power control algorithms the longer the delay the worse the performance of the
algorithm. By including the time delay in the analysis, and compensating for it, the
dynamic behaviour of an algorithm can he improved. The time delay compensation
(TDQC) algorithm presented in {47] can be adapted to most power control algorithms
and the effects of time delay can be reduced. Some other research using a control

theoretic approach is given in |48, 49|.

The power control alzorithms that have been presented were all based on the assump-
tion that the base station assignment was fixed (and known). Adding ancther dimen-
sion to the problem is the challenge of selecting to which base station a mobile should
transmit such that the total power of all the nodes is minimized. Termed the minimum

transmitted power (MTP) algorithm [50], the problem can be formally stated:

minimize Zip,

subject to
\
Jo;i " Pi 2 'T; (Z}# Gaij *P5 T 774;) 1<igN (218)
pi 20 1<i<N
a €(1,..., M) 1<i< N
The base station assignment vector, a = (aj,a2,...,ay], has a; = k if mobile i is

assigned to base station k. The constraints given in (2.18) state that: the SIR target
needs to be achieved, the transmit power has to be non-negative, and the assignment
vector has to consist of integer values. A minimum power assignment (MPA) algorithm
is an iterative solution to the MTP problem, at each iteration a mobile terminal selects
2 base station which would need the minimum transmit power to achieve the necessary
SIR target. This occurs under the assumption that the other mobiles do not change

their transmit power:

pi(n) =

min 2B (0= 1) ~ 9w 21 (2= 1) (2.19)

Ghei
and Ry (n — 1) is the total received power at base station k during the previous time

instant (i.e. using the system transmit power vecior p (2 — 1)).
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All similar forms of algorithms suffer from relying on the accuracy of the SIR mea-
surement. It was proposed that the SIR target should be scaled up by 1dB if the

measurement error is between 1 % and 5% [51).

Common to all the preceding power control schemes is the feedback of various infor-
mation measures ¢.g. total received power =t the target or SIR experienced. These
measurernents have to be transmitied back to the mobile terminal, and are used by
the mobile to calculate a new transmit power. The obvious drawback to this method
of power control is that ws the number of nodes in the network increases, so to does the
feedback overhead, especially if high-precision values are being transmitted every power
control iteration. The s‘olunion is to use a much more coarse feedback signal. in the
extrerne case using only a single data bit to indicate the status. This single bit feedback
is the basis for most modern schemes, and is used in all 3G specifications. Also known
as bang-bang control, this method of feedback uses much less bandwidth to convey the
required signalling. Clearly a trade-off exists between precision of feedback and per-
forrnance of the algorithm. In order to adjust for the lack of signalling precision, the
feedback is done at a much higher rate. This allows the algorithm to adjust to rapid

changes in channe) conditions 52, 53].

A typical single bit feedback algorithm would function as follows. The SIR received
from a mobile unit would be compared to some reference value, and if it falls below
this target an increase power command is sent to the mobile. Similarly if the received
SIR is greater than the desired target a decrease commangd is transmitted. In most
implementations the target SIR is set by some outer loop which will slowly adjust the
target depending on, for example, the BER or FER experienced. The mobile terminal

will receive either an increase or decrease signal, and will adjust its transmission power
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by the predefined fixed step size® i.e.:

6-pi(n—1), iy <r

p,-(n.) = H (220)
5 pi(n=1), ify ey
Normally these fast power control feeback signals do not enjoy the error-correcting

benefits of temporal interleaving.

2.4 Power control in ad hoc networks

Unlike a ¢ellular network, where if a mobile maintains an acceptable connection with
its associated base station, then it is able to reach any other mobile in the nevwork,
in an ad hoc network there is no such connectivity guarantee. This is because the
cellular architecture has base stations permapently hard wired together maintain-
ing network connectivity, whilst in an ad hoc network there are no fixed links. In
an ad hoc network the mobiles are randomly distributed, and there is po guarantee
that if 2 node maintains an acceptable connection with its neighbour that the network
is connected. In order for the network to function, and point-to-point communication
between any node pair to be possible, 2 route needs to exist between every node in
the network. Through the use of power control the network topology can be adjusted
so that this connectivity is maintained. Fig. 2.2 shows the same node distribution
with poor connectivity resulting in network partitioning, and a more desirable topol-
ogy which would result in proper functioning. It is one of the basic requirements of

a power control algoritbm in an 24 hoc network to maintain network connectivity.
2.4.1 Power management

Efficient use of the resources available at a node are crucial in a wireless ad hoc network.

Some techniques for energy management include: low power mode, energy efficient

2 A mobile in soft-handover may be receiving more than one command. The situation is then slightly
more complicated, for an overview of the procedure refer to {11). chapter 9.2
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Figure 2.2: (A) Poor node connectivity, (B) Desirable node connectivity

routing and transmission power control. In low power mode the device goes into 2 power
efficient sleep mode, and awakes periodically. Using the model for 802.11 WaveLAN
radios [54] where the energy requirements for idle, send, and receive are 1:1.05:1.4
respectively, the energy consumption is dominated by the node idle time. By turning
off the nodes and lengthening their sleep intervals, an energy saving of nearly 50 % can
be achieved when using the Basic Energy Conserving Algorithm (BECA) proposed {55).
A trade-off does exist, in that turning off the radios leads to increased latency. More
information on this and similar energy conservation methods can be found in {36} and
the references therein. Energy efficient routing protocols in ad hoc networks have been

the focus of significant research and are beyond the scope of this dissertation. A good
starting point though would be (57|,
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2.4.2 MAC power control

The 802.11 MAC protocol for transmission of data involves the following signaling pat-
tern: Request-To-Send (RTS)/Clear-To-Send (CTS)/data/acknowledge (ACK), shown

in Fig. 2.3. Modifications to this proposed by Agarwal et al, [58], embed extra informa-

1.RTS

2. CTS

mansmitter receiver
3, data
—>.

4. ACK u
-

Figure 2.3: TEEE 802.11 signaling for addressed messages

tion in the CTS and DATA packets. After receiving an RTS signal from a nearby node,
the received node measures the SIR experienced, and then encodes the CTS packet with
the ratio of received SIR to minimum acceptable SIR. Then when the initial transmitter
receives the CTS command it is able to determine the quality of the wir.eless link to
the destination. Similarly, when transmitting the data to the receiver, the transmitter
also includes an indication of the reverse link channel quality by embedding the ratio of
the received SIR of the CTS command to its minimum allowable SIR. By exchanging
messages like this the two nodes are aware of the channel quality in both directions. At
each node, a small table of various parameters is kept. These relate to factors such as:
current transmit power leve] for each node, an exponentially weighted average (EWA)
of the received signal strength ratio history (cf.pwr), and the EWA history of the ¢f_pwr
when the link experienced a packet loss (dr_pwr).

A count-down timer is u.sed to reduce power level oscillations. When a node is sent a
message it is able to extract the information on the quality of its previous transmission,
and this information is added to the ¢f-pwr field. If the countdown timer has reached

zero and the c¢f.pwr is greater than the dr_pwr value, then the transmission power
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is decremented a step. A total of ten transmit power levels are defined (GSM uses
Lnween eight and fifteen), varving linearly betweeon the maximum transmit power and
one-tenth of this value. The node increases its transmission power one level when
the MAC experiences a timeout, and the drpwr value is updated. The goal of this
particular algorithm is to converge to the minimum power level that will ensure a

successful transmission.

Simulation results show small improvements in energy savings and throughpus, however
when nodes are communicating at the maximum power level the overhead associated
with including the extra information in the message headers degrades the performance
of the algorithm. Typically, a 10% energy saving and 5% increase in throughput
is noted compared with the traditional 802.11 MAC. These results were for random
mobility and movement models. If group mobility and traffic patterns are incorporated
into the simulation, then throughput is seen to improve approximately 15%. As this
method of power.control only functions on a per-link basis, it does not attempt to
guarantee network conmectivity, and it is assumed that some higher level component

will decide which links are necessary for connectivity.
2.4.3 Cluster based power control

Control of a node’s transmission power within a cluster is used in {27]. The size of
the individual clusters depends on the system parameter, V. which is the pumber of
neighbouring nodes a single node will consider. Power adaptation takes place only

within the cluster. The two algorithms proposed include:

o No power adjustment within a cluster

e Power adjustment, within a cluster

In the first scheme 2 node will transmit with the same power regardless of which node

in the cluster is the target of the communication. This fixed power level is equal to
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the power required to reach the farthest node, i-e. the channel experiencing the most
attenuation. The second method specifies that onlv the minimum power required to
successfully communicate with the intended node is used. The first method will not
lead to maximum efficiency because a node will transmit to all nodes, excluding the
one with the worst channel quality, with a power greater than required for successful
reception of data. It is generally accepted that little is gained from a node receiving a
SIR. greater than required. Intuitively the latter method will be more energy efficient

because the problem associated with transmitting excess power is resolved.

Assuming a minimum received power, Rpin, is needed in order to guarantee 2 maximum
BER is not exceeded. The power received, 2, is dependent on the transmitted power,
P, and the path gain, ¢g; t = P - g. The transmission level to guarantee the minimum
received power is given by: P = &;ﬂﬂ, and the path gain can be calculated from the
received power when the maximum (known) power is transmitted: g = %:ﬁj This in-

formation can be combined to give a value for minimum transmit power: P = &ﬁi@

i

The Periodic Update Protocol (PUP), a method for adapting the parameter N, was

proposed as follows:
1. Set the connectivity N =2

2. This value of connectivity is used for a pre-specified number of frames (k)

3. After k frames, thevend-to-end throughput, @5, of the particular node is eveluated
and broadcast on the dedicated reverse channel (using a contention free MAC
scheme)

4. Increase the connectivity by one, the system operates vsing this new value for the

following k frames

5. After the k frames and each node has broadcast their individual end-to-end

throughput, calculate the new network throughput. Old $u is now $y_,
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6. If By > Py, increase the connectivity and goto step 5. otherwise decrease NV

and goto step 5

This method does seern to have a flaw in that the system could converge to a local max-
imum, however simulation results have indicated vhat only a single optimal operating

point exists.

Simulation results have indicated that the method of adjusting power within a cluster
does indeed improve network throughput and helps lower power consumption. Im-
provements to the algorithm include the Quasi-Periodic Update Protocol (QPUP),
which functions similarly to the PUP differing in that when mavimum throughput is
sensed the algorithm scales down its attempts to test the current connectivity. With
low mobility the network topology will be changing slowly, so control signaling overhead

could be reduced this way.

An extension to the PUP allows each node to have a different connectivity parameter
N, however this theory has not yet been tested.

2.4.4 Topology control using transmit power adjustment

Ramanathan proposed a set of algorithms (for fixed and mobile packet networks)
whereby the transmission power of a node is adjusted to ensure the network remains
connected [59). For fixed networks, two algorithmne CONNECT, and BICON-AUGMENT
are proposed. The functioning of the CONNECT algorithm is similar to a minimum
spanning tree (MST) algorithm, (60) and functions in a greedy manner by merging
unconnected clusters (connected components) until the entire network is connected.
Initially each node is considered to be part of a separate cluster, and the node pairs
are parsed in a non decreasing minirnum inter-node distance manner. If the two nodes
are in different clusters then the transmit power of each node is increased until the two

clusters effectively merge into a single connected entity. This process is repeated until

the entire network is connected.
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Tt was proven that the resulting connected network will have minimvm maximum trans-
mit power. However the process is not necessarily optimal ‘minimum) per-node, as
extra side-effect edges get introduced into the graph when the transmit power of a
node is increased. The network is said 1o be per-uode-minima! when it is no: possible
to reduce the power of any single node and still maintain connectivity. The addition
of side-effect edges may in fact allow the transmit power of a node to be reduced while
still maintaining network connectivity. In order to achieve a network minimal power
solution a post-processing procedure is introduced to remove any unnecessary links.
This is achieved by lowering the power of the nodes [one 2t 2 time) as far as possible

while still ensuring connectivity.

A network that is biconnected has a minimum of two paths between any node pair, and
has the desirable property that the removal of any single rode will result in a nerwork
which still has full inter-node connectivity (i.e. network is not partitioned ). The exira
paths introduced can be used for load balancing and make the nerwork more tolerant

to faults.

The BICON-AUGMENT algorithm starts with a nerwork that has been CONNECTed
by the first algorithm, and then functions in a similar mauner to the CONNECT
algorithm, until all the nodes are biconnected.

These two proposed algorithms require each node to have full knowledge of the positions
of all the other nodes in the network, and so are not suitable to implementation in a
mobile network. Node mobility leads to a constantly changing network topology, and
each node has to make decisions based only on lacally available information. Clearly a
fully distributed algorithm is necessary, and two mobile algorithros are proposed: Local
Information No Topology (LINT) and Local Information Link-State Topology (LILT).

LINT uses information that is available at each node due to the routing protocol. The

protocol atterapts to keep the desired degree, dg, of the number of neighbours of a node
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constant. The transmitc power at each iteration is given by:

dq
Pe=pc—5-¢-log (;—) (2.21)

The information needed to update the transmit power is availahle at each node: p. is
the current transmit power that results in the degree of neighbours, d., whilst the =
corresponds to a path loss exponent. A random time generator is used to determine the
power update intervals. The node periodically checks the number of neighbours fror
information generated by the routing protocol. If the degree of neighbours falls within
& hysteresis range then the power is adjusted using (2.21). The greater the difference

in connectivity degree, the greater the change in transmission power.

It may however occur that even though the degree of connectivity is satisfied, the net-
work is partitioned. The LINT protoco) presented has no method of detecting or cor-
recting network partitions. LILT was developeq to overcome this shortcoming of LINT.
In addition to the described LINT functioning, LILT also includes 2 neighbour addi-
tion protocol (NAP). Whenever a link-state update is detected then the NAP checks
to see if this would result in undesirable connectivity. If the network is connected, but
not biconnected, then at least one articulation point® exists. The node calculates its
distance to the articulation point and sets a timer, t, that is a2 number randomized with
an exponential distribution based on the distance from the articulation poins. After
time t if the articulation is still not biconnected, then the node increases its trans-
mission power to the maximum allowable power, p, 1o quickly reduce the partitioning
probability. The aim of the ¢ timer is to give priority to the nodes closer to the danger
point, thus giving them the chance of removing the articulation point by adding more
available paths. If at any event interval stage the node discovers that the network is

partitioned, it increases its transmission power to 2.

Under a simulated mobile network environment, the implementation of LINT and LILT

topology control was found to improve network througput.

% An articulation point is a node in the network that if rernoved will result in partitioning
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2.4.5 Topology control for multihop packet radio networks

A precursor to the ad hoc network was the tactical radio syetem. Of importance
to the military. this packet switched network architecture was used to connect mobile
terniinal- in a multihop manner. Power control is used in an atternpt 1o achieve a reliable
topology that also ensures good throughput, usually two very conflicting requirements.
The control needs to be distributed amongst the nodes, as any centralized controller
would lead to the network being much more vulnerable, and any decisions would need
to be propagated from the coniroller throughout the network, incurring overhead and
reducing network throughput. As the packet radio is susceptible to node failure (due
to enemy activity), the topology should be robust in that removal of nodes should not
lead to network partitioning. Topological changes should not influence the reliability
of data throughput in the network. Hu {61) introduced a topology contro! mechanism
based on transmit power adjustment which is fully distributed and attempts to achieve
a reliable, high throughput topology. It is known as the novel topology control (NTC)
algorithrn. A starting point in the algorithm is a planar graph structure that has the
maximum number of edges, 1.e. all bounded regions are triangles. By maximising the
minimum interior angles of the triangles a structure known as Delaunay triangulation is
achieved, and serves as a triangular backbone connectivity. A centralized algorithm with
the pararneters: the maximum degree (number of neighbours), 4, and the maximum

transmission range, R, is given:
1. Begin with a Delaunay triangular structure

2. Remove the edges with length greater than R

3. With the remaining edges, in decreasing length, remove if it results in a degree

greater than 0 at either end node

4. In increasing 1engr:h, add edges to the graph that do not violate sny of the con-

straints
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This centralized scheme was tested in 2 simulation environment with a CDMA air

interface and was noted to ontperform networks with regular structures?.

An implementation would have to be of a distributed nature, and a procedure for

topology control with no form of centralized control is given:

1. Through & broadcast, each node is able to determine its neighbours within the

distance &

W

A node finds its adjacent Delaunay Triangle neighbours within the distance IR

3. In increasing distance order, add an edge as a path until the degree criteria, 4,
is satisfied. Notify other nodes about edges rejected, and disregard any edges

abandoned by neighbouring nodes

4. Pind extra edges through & handshaking process with neighbours. A node will
only accept edges from the single node closest to it, and this step continues until

the degree is satisfied, or no more nodes are in range are available |

Insight into finding local nodes can be drawn from a Voronoi diagram of the network.
Given the Delaunay triangle representation, 2 Voronoi polygon of node 7 is the set of
all points that are closer to node 7 than any other node. By tessellating overlapping
Voronoi polygons the Vororoi diagram can be obtained, an example of whickh is given in
Fig. 2.4. The dotted lines are the Delaunay triangulation, and the solid lines correspond
to the Voronoi polygous constructed from these. Computation of local neighbours can
be reduced by considering a radius 7 < R and increasing r until the neighbouring node

degree is satisfied.

It can be shown that the distributed NTC ealgorithm leads to the same topology as
the fully centralized version, and the resultant topology has a greater throughput than

regular network structures with the same connectivity degree. In order to maintain

“A regular structure js a network that has the eame degreo for all nodes, and the distance to cach
neighbour is constant
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Figure 2.4: Delaunay Triangulation (dotted lines} and corresponding Voronoi diagram

triangulation, # should be greater than or equal to six, but siraulation results show
that network thiroughput decreases as the degree is increased above six, thus § = 6. It
was also shown in [62) that the number of neighbours needed to maximize throughput

should be six.
2.4.6 Connectivity

Various papers have proposed different magic numbers for neighbouring node con-
nectivity. Initially, Kleinrock proposed that each node should be connected to six
neighbouring nodes for optimum performance, and this nurnber was later revised to
eight [63]. Other literature suggests different numbers; six and eight were considered
optimal when each node had full control over its transmit power {64], and three neigh-
bours was suggested in {65] when the objective was the maximization of transmission
efficiency. Simulation carried out by Royer [66] suggested that to maximize network
throughput, node density should be an increasing function of node mobility. When
network connectivity is studied, [67) showed that the optimum nummber of neighbouring

connected nodes, 4, is in the region of 6 — 10.

More recently, however, it was shown in (68} that when network connectivity is con-

sidered, the ideal number of neighbours is not actually a constant. Given a network
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consisting of n randomly placed nodes. the connectivity per node should actually be
0 = c{logn) (2.22)

Asymptotically, as the number of nodes increases, if ¢ is greater than 5.1774 log n nodes
the network is connected with probability approaching unity. On the other end of the
scale, if ¢ is less than 0.074 log n the probability that the network is disconnected tends

rowards one.

When choosing a connectivity value it should be kept in mind chat although a greater
connectivity will lead to greater route diversification, it also results in increased inter-
ference. The ability to reduce the number of hops a packet has to traverse will resuly
from greater connectivity and may incresse throughput. but this is counter balanced
by increased interference as a node has to transmit to targets further away, which will
reduce capacity. The tradeoff is between network relaying burden and acceptable inter-
ference. Work by Gupta |69] proposed that the smaller the range of transmission the
better, as the interference burden is of the order of O (r?), but relaying burden only
increases as O () where r is the broadcast distance. Choosing a 7 value too small

however, can lead to the network becoming disconnected.

In work by Sdnchez, [70], the critical transmission radius was investigated. A critical link
in a network is one which, if removed, will cause partitioning of the network. It is the
inter-node distance of this link that is referred to as the critical transmission radius.
Using a minimum spanning tree, as provided by, for example, two well known algo-
rithms by Kruskal or Prim [71], the longest edge corresponds to the critical link. If the
transmission power is reduced, the longest link will fail first.

Through simulation, and by looking at various mobility models, some statistics of
the critical transmission range can be predicted. Results indicate that shorter values
of critical link distance produce better throughput, but the probability of network

partitioning increases, thus care needs to be exercised when choosing such a value.

If the nodes are uniforruly randomly distributed in 2 disk of unit area, then it was
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g n+cin)
shown in {72] that a range. r (n), set from 772 (n) = l““—,l—‘— would lead to a network

that is asymptotically connected if and only if ¢ () — 4oc.

A simulation study to determine the effect of the parameter ¢ in (2.22) suggest chat

the value of ¢ actually lies close to one.
2.4.7 COMPOW

Very little work has been done on actually implementing a power control algorithm
in an ad hoc network. The COMPOW protocol [9].[73] is one of the first attempts
at providing an implementation that has been tested in a physical system. Central
to the algorthm is the argument that every node in the network should use the same
(common) transmission power, hence the COMPOW name. In order for the network
to bave good connectivity properties and to simplify operation the authors suggest that
bidirectional links are necessary. A method of ensuring this bidirectionality is to have
all nodes transmitting with the same power, and this power should be set as low as

possible that guarantees network connectivity.

For each of the i transmit power levels of the node, P;, a routing table is maintained
by sending and receiving hello messages at that power level. Each node then selects
the transmit power that has the same number of entries in its routing table (number
of nodes reachable) as the routing table of the maximum power setting. This newly
selected routing table is used by the kernel as the master routing table. Clearly, running
extra routing daemons will result in more control information overhead placed on the
network. With reasonable connectivity (six nodes within range) the routing information
is approximately 60 kbits/s which is only 1% of the theoretical maximum throughput.

The implementation was done on laptops running Linux. The firmware in the current
generation of wireless LAN card needs to be reset every time a new transmission power
is selected, and this results in a switching latency of nearly 100 ms. This is clearly oot
acceptable, and to step around this problem a scheduling 2lgorithm was implemented
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that attempts to keep the number of transmission power changes to a minimum. This
is clone by scheduling consecunively all queued packers that have the satue transmission
power. A clearing or exhaustive policy can be used to do this, with the power level

changed only when no morce packets of that power level ire presens as shown in Fig. 2.5.

n | |
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Figure 2.5: (A) Unordered packets, (B) more efficient scheduling (re-ordering of pack-
ets) to reduce switching latency

switching instants

An algorithm for a MAC protocol [74] which can be built into the COMPOW is called
SEEDEX. It uses a pseudo-random number generator to allow for channel reservation
for the RTS and CTS, and the seeds of the deterministic linear congruence relationship
are exchanged with all nodes within a fwo-hop neighbourhood. The objective is to
reduce the overhead and improve throughput-delay and delay jitter performance. Each
node knows which time slots it can transmit in because it has kmowledge of the state
of suwrrounding nodes, and vhus a transmission instant which minimizes the chances of

a collision of the MAC signals is used.

The COMPOW algorithm is not without some foreseeable problems and room for
improvement. The link gains in both directions due to shadow fading are not always
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the same, and 50 using the same transmit power at each node will not always ensure
bidirectional links and full network connectivity. The protocol also ignores the multiple
access capabilities that CDMA offers, as it assumes that nacket collisions occur when
two nodes in close vicinity transmit at the same time. Each transmission power setting
needs its own routing daemon running in the noce. and although the initial hardware
has only a few power settings (for example she Cisco Aironet 340 and the 350 series have
four and six transmission power settings respectively) this approach becomes infeasible
if the transmission power is allowed to take on many more values. It is also likely that
different equipment vendors have different transmit power levels, and thus a calibration

will need to be done to ensure that the levels match.

2.4.8 Cone based connectivity

A fully distributed, cone-based topology control algorithm has been proposed by Wat-
tenhofer et al |{75). By using directional information recovered from broadcast trans-
missions the algorithm zitnempts to find neighbours in all directions. The algorithm has
two phases, initial neighbour discovery and redundant edge removal. The initial phase
functioning is as follows: initially each node, u, starts with a small radius and broad-
casts a message intended to discover neighbours. All nodes that receive this message
transmit an acknowledge back to u. Node u then records all received acknowledge-
ments at node u, noting their incident angle of arrival.> The node then runs through
the recorded information 2nd determines if at least one neighbouring node in every
cone of a degrees is present. Fig. 2.6 shows a cone originating from node u centered
around node v. The node continues in this neighbour discovery phase, increasing the
transmit power (i.e. increasing the seeking range) until its maxdimurn power is reached,

or more satisfyingly, it discovers a neighbour in every direction. This condition is

®The incident angle of the signal is commonly termed the Angle-of-Arrival (AOA.), and sophisticazed
techniques uwsing multiple directional antennas [75] can be used to fing this angle. If the node is not
equipped with the capability of determining this angle thenm other informacion, for example gobal
positioning system (GPS), can be used and the position of a node included in the transmitted data
packet
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Figure 2.6: Tvpical cone with angle a

reached when the union of all the cones around u spans the 27 angle around the node.

2%

It is shown that for @ < 5 2 maximum connected set is guaranteed.

The second phase of the algorithm is then to remove all edges of the connected graph
that are redundant. As it is the high-power routes that are removed by this procedure
this helps keep interference to a minimurn and also reduces the average node degree.
Simulation results indicate the algorithm helps improve average node lifetime (indi-
cating a power saving) and the average node degree for @ = 27/3 and & = 7/2 was
2.8.

2.4.9 Clustering in ad hoc networks

Another method of topology control involves the fragmentation of the network into
independent clusters, [77]. A k-hop cluster indicates that any node in a cluster is at
most k hops away from any other node (of the same cluster). A special case of this is
2-hop clustering whereby a central node acts as a cluster head (CH), and this emulates
a cellular network, with the CH being analogous to the cellular base station. Some
of the functioning of the base station is built inte the CH, with power and topology
control being two of its major functions. Clusters are joined together by nodes which
belong to more than one claster, and these are known as gateway (GW) nodes. The

mobile stations (MS) in the network are homogeneous, and any node can become a

cluster head or gateway node.
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The process of formation of the clusters is brieflv deseribed. A cluster head sends
out pilot transmissions, and any neighbouring nodes that can detect the pilot with
sufficiently strong reception acknowledge back to the CH. If a node does not detect
any pilot signals it attempts to become a CH itself by broadcasting an initialization
pilot signal (this is different from the normal pilot signal from an already established
CH). Open loop power contro) is emploved due %o the pilot signal transmitted by a
CH. The pilot signal has embedded in it the transmitted power value, and a clustered
node can extract that information, along with the actual received strength and set its
transmission power equal to the value needed to overcome the path attenuation that
the pilot signal experienced. The CH monitors the BER of any signals received from
clustered mobile stations, and performs closed loop control to instruct any nodes to
either increase or decresse their transmission power, depending on the rate of error

achieved. The topology control is done at the CH, where the strength of the pilot

® 6w
O MS

Figure 2.7: Topology control, each cluster head controls 7 mobile stations

signal is adjusted to maintain only a set number of nodes in its cluster. The same
transmit power is used by the CH for all the nodes in the cluster, and this is set so as
to just reach the furthest node. Fig. 2.7 shows 2 typical scenario where gateway nodes

are used to interconnect various clusters.

This clustering scheme has been shown by simulation to significantly reduce the effects
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of mobility on the number of topalogy changes (link failures due o increased distance),
and for a network of 120 nudes randomly places in 2 1 km? ares the average transmission
range was kept below 70 meters. This will lead to energy savings while still maintaining

network connectivity and stability.
2.4.10 Minimum energy mobile wireless networks

Attaining a global minimum energy connectivity solution was the goal of the research
done by Rodoplu and Meng {78]. Strong connectivity can be guaranteed by a local
optimization scheme which can be executed by each nede, and this leads to 2 minimum
energy power control solution that js  fully distributed implementation. The algoritbm
uses a global positioning system that has a spatial resolution of at least 5 m, with each
node having its own GPS receiver. Each node knows its own instantaneous position
through the GPS capability, but does not know the locations of the other nodes. This
extra information is achieved through a broadcast beacon signal, whereby each node
transmits its own position, and thus any nearbyv nodes are able to build a database
of the surrounding nodes’ positions. A self-configuring protocol is needed to rngintain

connectivity in the face of the dynamic wireless environment and node mobility.

Central to the algorithm functioning is the concept of a relay region. Given three nodes,
7, 7 and k, assuming node i wishes to transmit to node k, then node j is considered
to be a relay node (of %) if it is more power efficient to transmit to k via §, instead of
directly to k. Using 7 as a relay node will result in a power usage increase at node j due
the reception, buffering and processing of the signal, and this needs to be considered
when choosing relay nodes. The region around = node that is obtained when the relay
regions using the surrounding nodes are intersected is kmown as the enclosure of the
node. This can be seen from Fig. 2.8, and is similar to @ Voronoi diagram, for example
Fig. 2.4. When a node is choosing neighbours it considers only those that lie within its

enclosure as these are the most power efficient choices.
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Figure 2.8: The dark solid line is the enclosure of node 1

The functioning of the algorithm depends on a two phase process. In the first phase
cach nodes broadcasts its position, and then each node is able to determine its enclo-
sure regions. Secondly the links are subject to a cost distribution to achieve a global
minimum energy solution. A distributed Bellman-Ford shortest path algorithm [79)] is
used, with the local search area being the enclosure graph, and the cost metric used
is power consumption. The enclosure graph contains all the globalls.: optimal links.
An iterative procedure is used whereby each node broadcasts its cost® which is also a
function of its neighbours costs. Eack node is then able to calculate the minimum cost
it is able to achieve given the costs broadcast by its neighbours. When node i received

the cost information from node n, cost (n), it computes:
Cin = o0st (n) + Pz (i,n) + Pz (n) (2.23)

where Py (¢, ) is the required power to successfully transmis to n, and P, (n) is the
extra processing power at n thai this transmission would cause. Node i will then

calculate a total minimum power:

cost (i) = ) i 2.24
(3) ain. o, (2.24)
The node will then use whichever link causes the minimization in (2.24). This process

is repeated, and after a finite number of iterations convergence is obtainmed. Data

5The cost of a node is the minimum power necessary to establish a path to the master-site, chosen
as an arbltrary information sink target for all of the nodes
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transmission is then able to proceed to the master-site. Peer-to-peer communication
is possible as any node in the network could be thought of ::: the master-site. and so
although only 2 single topology is generated using the proposed algorithm, it could be

run for all the nodes and the resulting optimal topologies superimposed.
2.5 Summary

This chapter has introduced the topic of power control. A few fundamental concepts
of power control aspects are presented and this is followed by a brief survey of some
of the traditional power control schemes devised for a cellular architecture. Finally
some algorithms proposed for power control in an ad hoc network type environment

are presented.

Power control in an ad hoc environment has a different end goal to 2 cellular scheme.
In traditional cellular systems, the network consists mainly of a hard-wired backbone,
and wireless communication is done only on the last link (base station to mobile or vice
versa). The aim of power control in a cellular network is to control the transmission
power of mobile and base station such that the communication takes place using the
minimum power that will satisfy the target signal-to-interference ratio. In an ad hoc
network however the situation is more complicated, as ensuring adequate connectivity
on a single link does not guarantee the network will rernain strongly connected. A power
control algorithm in an ad hoc network has the duval goal of minimizing transmission
power, but more importantly ensuring the network does not become partitioned. Due
to the mobile nature of terminals a reduction in transmission power will equate to a

lengthening of the battery lifetime of the node, a desirable effect of power control.



Chapter 3

Distributed power control
algorithm for ad hoc networks

3.1 Introduction

In a homogenous model of an ad hoc network, no node is dominant, the same power
control algorithm is running in every node. This chapter investigates some new power
control schemes proposed by the author for application in an ad hoc network. A few
concepts have been borrowed from traditional cellular networks, and an attempt has

been made to adapt them into a fully distributed power control algorithm.

In section 3.2 an introduction into the framework of the algorithm is presented. The
various criteria for determining the controlled node set are given in section 3.3. Sec-
tion 3.4 introduces various proposed methods for adapting the transmit power at a node
based on the received control signals, and the derivation of the ideal received power

algorithm, as given for a cellular environment [30, 80) is presented in section 3.4.2.

Essentially, the power control algorithm running in node j consists of two parts: the
logic used to determine which nodes j should attempt to exert control over, and secondly
the way in which j iaterprets the control signals it receives from its neighbours. It is

the combination of both of these methods that will determine the success {(or failure)

50
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of the power control algorithm as a whole. One of the most important metrics used in
judging the quality of an algorithm is network connectivity. It is vital that the nciwork
remains strongly connected so that peer-to-peer communication between any pair of
nodes iz possible. Another metric is efhciency: defined in terms of iransmit power.
If two algorithms resulc in similar connectivities, but one of them uses on average ten
times more transmission power, then the algorithm that is able to maintain connectivity
with the lowest average node transmit power is better. The system outage. which is
a measure of how well an algorithm (after convergence) is able to cope with changing
conditions, and also the convergence speed are other metrics, all of which are discussed

in more detail in section 4.6.

3.2 Power control algorithm

This section gives a brief overview of the entire power control algorithm, before each of
its components is examined in detail. In a cellular environment, the transmission power
of a mobile terminal is typically only controlled by the base station to which the mobile
is currently connected. However, when the mobijle is in soft handoff, the mobile would
be receiving 2 number of power control commands. Handoff is a complicated procedure,
for more information refer to [11). A simplified view is that a node is controlled by the
base station from which it is receiving the strongest pilot signal. However, in an ad hoc
network the controlling situation is not as clearly defined. Due to the lack of centralized
controller, each node has to decide which of the surrounding nodes it is going to attempt

to control.

Throughout the description of the algorithm, in order to maintain consistency, the node
that is under scrutiny when describing controlling connectivity will be denoted node 7,
end when the power adaptation of a node is being described, ¢ will be used. Surround-
ing node j are the other nodes in the network, all transmitting with different powers

and to different target nodes. Before node j can attempt to institute some form of
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control over the other nodes, it needs to determine its neighbouring controlled subset.
In other words, node j needs soine logic to help it decide which of the other nodes in
the network it will try and exert control over. Each node attciupting to control over
every other node in the network would lead to unacceptable signalling overhead, and

probably unstable network behaviour, and is generally not a sensible approach.

Let C, be the set of all nodes that node j is attempting to control. The criteria for
determining which nodes belong in this set are discussed in section 3.3. Node 7 will only
exert control over the nodes in C; . The signal received from node m € C; is compared
with some ideal value, 7}, which is a function of p, where p = (py, p2, .... p¥v )T is the
N x 1 vector of each node’s transmit power. A decision i« made on a link by link

basis instructing all m € C; respectively to increase or decresse their power. Fig. 3.1

Figure 3.1: Typical controlling node connectivity, showing overlap of sets.

shows a typical scenario indicating the sets of controlled nodes for j and &, C; and C,
respectively. Another convention that will be used in this dissertation is that in figures,
light grey arrows will indicate the control signals whilst a dark arrow depicts the actual
signal transmission. As node i is an element of both sets C; and Cy, it would have
two, possibly different, power control commands instructing it. This is analogous to a
mobile in soft-handover in a cellular COMA system. The various methods of selecting

C; are presented in section 3.3.

Node 7 bas to make a decision based on the power control commands (PCCs) it receives.
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In Fig. 3.1 node 7 is being controlled by nodes j and k, and so will have two power
control commaeand signals. Consider, for example. node j instructing node 7 to increase
its power, and node & commanding 2 decrease in power. These two scenarios could
possibly have arrived due to the SIR at 7 from ¢ being below the target SIR, but the
SIR at k from : being greater than required for successful communication. Node 1
would receive the two commands, and would bave to make a decision based on the
new information, possibly as well as past information. In a cellular system, the node
is usually only trying to maintain a communication link to a single base station, and
so it should decresse its power if that base station instructs it to, but in an ad hoc
network it may be necessary for 2 node to maintain communication with more than
one target. In this case the node should probably not decrease its transmission power if
instructed to by a node, especially if 2 node that is essential for maintaining connectivity
is instructing an increase in power. A few proposed power adaptation methods 2 node

can use to decide how to change its transmission power are discussed in section 3.4.

3.3 Connectivity criteria

In order for distributed power control to function, each node needs to know which other
nodes it should attempt .bo control. Each node, 7, in the network has associated with it a
vector of the nodes it should issue power control commands to, and the controlled node
connectivity for the entire network can be represented by a matrix, where A = [a;;] is
an N x N matrix with elements

1, if node j is controlling node 7

@iy =

0, otherwise
The power control algorithm executing at each node needs to select which nodes it is
going to attempt to influence. The question arises as to how a node selects the set of
nodes that are to be power controlled. Several methods for determining this controlled

node connectivity are now presented.
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3.3.1 Power threshold

Node j will attempt to contro!l the rransmission power of node k if the signal at j being

received from k is greater than some pre-defined threshold. rpin. As the alzorithm

C O

-~
i~

Figure 3.2: Arbitrary region of controlling for node j.

proceeds, the transmit powers of the nodes will evolve and at any instant in time, node j
will only attempt to control the nodes, i, that are transmitting with a power greas
enough such that the signal received at j from 7 is greater than ryip

1, if ri(n) 2 Tnin

aij (n) = (3.1)
0, otherwise

where the instantaneous received power at node ;7 from node 7 is
rji (n) = p; (n) - g1 (n) (3.2)

The link gain factor, g;; (n), in (3.2) consists of the attenuation due to distance and slow

shadow fading, a more rigorous explanation of the loss model is given in section 4.3.

One of the goals of a power control algorithm is to obtain the mirimum system transmit
power vector, P~ = (p], P5, - - - ,pR,]T, that satisfies the SIR targets on the desired links.
Cleerly a mobile should decrease its transmission power if doing so will still maintain
an acceptable connection to its required target nodes. If the transmission power is
decreased there will be less interference presented to the rest of the network which can

lead to an increesse in capacity, or, for the same capacity, allow other nodes to lower
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their transmit powers. Thus a power contro} algorithm should strive for a minimum
transmission power solution which will have the added benefit of maximizing battery

lifetime.

This scheme for determining the controling set does however posses a critical flaw.
Using this proposed threshold method, it is possible that as the algorithm progresses
over time a mobile decreases its power {as instructed), and due to attenuation is no
longer received at the intended node with a pawer greater than rq;,, causing the mobile
10 be remcved from the controlling nodes connec:ivity set. This could happen for any
number of nodes in the entire network, and network partitioning will occur rapidly.
Thus considerable insight needs to go into the choosing of this minimum receive power
system parameter. Selected results using this connectivity method are presented in

section 4.7.1.

3.3.2 Distance based connectivity

Another possible method for determining the control connectivity is to use the inter-
nodal distances. If the mobile terminals have access to GPS information then a node
would have exact knowledge of the position of all the other nodes around it. It is,
however, unlikely that this capability would exist in the mobile terminal, and an al-
ternate method would be to use the pilot sipnals of ‘each mobile. By monitoring the
pilot signals, the node is able to determine which are its closest neighbours, as these
would have the strongest pilot symbols. The performance of this method is based on
the parameter dp,,x. A node, j, will send power control commands to all nodes that are
within the distance dmay, as depicted in Fig. 3.3. Using a greater value for dpya,. will
lead to increased controlling connectivity, however the overhead introduced will also
increase, and a balance needs to be maintained.

233 () = 1, if dji(n) < dmax (2.3)

0, otherwise
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Clearly the number of nodes thav fall within the dyax radius is a function of the

O
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Figure 3.3: Maxdmum distance based controlling connectivity

distribution of the nodes (assumed uniform), and the node density which. in turn,
depends on the number of nodes in the network. Simulation results using this distance

based controlling connectivity method are presented in section 4.7.3.
3.3.3 Power received from greatest K nodes

Building on the idea of using the strength of a pilot signal, another connectivity method
could be to use actunal received signal strength. During each power conzral iteration
node j has a record of all signals received, rj = (r1,r3,...,7n )T‘ with the power received
from the node itself defined as zero. The idea behind the power received from greatest
K method is that the ﬁode ranks these received signals, and will only send power

control commands to the X nodes from which it is receiving the strongest signal.

It should be noted that the value of K is not the number of nodes controlling node 7,
rather it is the number of nodes that node j is attempting to control. Even using a K

of one could lead to node 7 being simultaneously controlled by several other nodes.
3.3.4 SIR received from greatest K nodes

Instead of using the actual received signal strength as described in section 3.3.3, a more

accurate approach may be to use the SIR received at the node. These two methods
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are expected to give very similar results as the received SIR is directly related to the
actual received power. Assuming. without loss of generality, that the power received

at node j from nodes g, i, and 1 is ranked as follows:
>z (3.4)

The SIR at j from any node, i, is given by:

N R Ti :??.) -
5 = By —n ) 8
where the total power received from all sources at j is denoted R; (n) and is:
A’
Ri(n) = pi(n)- gs(n) +ny (3.6)

=3
The iteration time reference (n) will be assumed from now on and omitted from the

equations for clarity. Rearranging (3.5) solving for r;,

= 175 (3.7)
b+ vji
then by the order imposed in (3.4),

Yig - Ry > Yih - Ry (38)

1499 = 1+ 75n
Yig - Bi - (L+9n) 2 van- Bn - (1 +59) (3.9)
Yig ¥ Yig - Yih 2 Yjk T Vih " Tig (3.10)
Yig 2 Yih (3.11)

The same method can be used to show that v;; 2 ;n > 7;:. Clearly using the SIR
from the greatest K will lead to equivalent connectivity to using the greatest K received

power, therefore simulation results are only presented for the SIR method.

Node j will send power control commands to the K nodes from which it is receiving

the greatest signal-to-interference ratio:

aij (n) = > (3.12)

where 7; is the Kth greatest SIR received at node j.
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Table 3.1: Summary of controlling connectivity criteria
Conn. method Description
Power threshold control 1 if rj; = Tmin
Maximum distance contro! . if d;; € dnjax
Power greatest X' control 7 if 7;: is one of the greatest K received powers at j
SIR greatest K control i if v;; 1s one of the greatest I{ SIRs at j

3.4 Transmit power adaptation

3.4.1 Overview

Once the coutrolling connectivity has been fesolved, the actual power control process
is able to proceed. Asswne that at any Instant in tirae node 7 knows what power it
should be receiving, 7j (n), on any link from a connected node in order 1o maintain
reliable communication (see section 3.4.2 for details). To expand on this, for clarity,

the signal-to-interference 2t node j from node ¢, 5j;, is given by:

R
= (3.13)

where R; is the total received power (including thermal noise) at node j:
N
R; = ZP»‘ - G5 + M (3.14)
i#5
in order for reliable communication the SIR, as defined by (3.13), must by greater or

equal to some predefined target SIR, +*:

-
g —L (3.13)
Ry —rji
rearranging and solving for ry;,
YR~y oty STy (3.16)
Ry < (L+77) (3.17)
52 L Rj (318)



CHAPTER 3. DISTRIBUTED POWER CONTROL ALGORITHM 59

ri(n) = 1_1' f;l“_n) :3:19)

The ideal received power at node 7 is the same for any node that wishes to be success-
fully received at 5. The value given in (3.19) is one example of a possible method of

choosing an ideal received power.

Clearly 77 (n) is a function of the system trausmit power vector, p. At any given time
instant, n, the difference in power received at node j from node 2, Aj; (n), relative to

the ideal received power is:

Aji(n) =715 (n) — 75 (n) (3.20)

=75 (n) = pi(n) - gji (n) (3.21)

Node j is able to calculate 7 (n) using some predefined means, and it can then in-
struct node i to increase or decrease its transmission power by the amount required,
Aji(n). I all the other nodes remain transmitting with the same power then with
the next power control jteration (assuming no change in path gain), the ideal received
power would be satisfied, i.e. convergence attained in a single iteration. However, all
the other nodes are also being instructed to change their powers, and there is a time
varying path gain, hence there would be a non-zero Aj; (n) at every time instant. The

algorithm is repeated infinitely, constantly tracking to the new ideal power.

Several problems exist with the aforementioned scheme. In order for the target node
to change its power to match the desired ideal power at node j, the value Aj; (n) needs
to be transmitted from node 5 to node i every power control time instant. This leads
to a large transmission overhead, especially if there is a high degree of controlling node
connectivity. The convergence of the scheme to the optimal value also depends on the
accuracy to which the measurements can be achieved, and the precision (word length)

of the transmitted power control command.

Another problem still exists, in that a node may be receiving more than one power

control command. Embedded in the node must be some logic which determines what
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to do in the event that the node receives more than one PCC. Several possible solutions
are suggested. The adaptation of transmit power at node i is given by:

pi(n+1)=pi(n) +p- (@) (3.22)

It is the choice of the =;(n) function which defines the transmit power adaptation

scheme. The power change step-size, ¢, is a system constant. Fig. 3.4 shows a typical

Figure 3.4: Controlling and controlled sets

scenario of controlled and controlling connectivities. The dark arrows indicate a re-
ceived signal transmission, and the grey arrows indicate the power control contmands.

Node i is being controlled by nodes 3, &, [, m and node 7 is controlling nodes i, n, o, p

Node j calculates 7 (n) and compares this with the actual signal received, 7; (n) from
all ¢ it is controlling.

&5 = sgn (7} (n) — pi (n) - gji (n)) (3.23)
If the signal from node ¢ was received at node j with too little power, then the result
of (3.23) will be a positive, indicating that node i should increase its transmission
power. Similarly, a negative sign indicating a decrease in power will result when node 2
is being received at node j with a power that exceeds 5 (). Only 2 single bit indicating
the desired PCC is needed to be transmitted from node 7 to node i. This leads to far
less overhead than if node j had to transmit the entire Ay (n) value.

The convergence speed of the single-bit control algorithm is directly influenced by the
step-size, ¢, and the speed at which the algorithm is running.
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As mentioned, if 2 node is receiving more than one PCC, then it has to decide what
10 (0, and some metheds for doing so are presented. These different ways that a node

can calculate the £; (n) in (3.22) value are presented in section 3.4.3.
3.4.2 Ideal received power

The choice of the method used to determine the ideal received power is crucial. The
technique given by (3.19) is a useful starting point, in that the ideal received power
is equal to che minimum power necessary to exactly satisfy the target SIR. Borrowing
from an idea proposed by Mitra for a bursty transinissions in a cellular environment {30],
s new definition of ideal received power is used. At node 7, the ideal received power

that any signal should arrive at is given by:

. T [. W
) = g5 [ )+ 9y/V ()] (3.24)
~ W
F=rrw
where T is the target de-spread SIR, W is the CDMA processing gain, J; is the mean

(3.25)

interference experienced at a node, V; is the variance of the interference and 7% is a

parameter related to the desired outage of the system.

The instantareous interference at node j is simply the sum of all the received powers,

and is given by:
N

ILi(n) = 7 (n) - Xe + (3.26)
k=1

where the X, term is a boolean activity indicator, X} € {0,1}, with X = 1 if the

mobile k is transmitting.
The mean interference at node j, fj, is given analytically by:
~ N
Li(n) =Y pi(n) - gk (n) - wi +n; (3.27)
k=1
where the probability that the k*® mobile is transmitting, wy. is:

wr =Pr{X, = l} =1-Pr{X; = 0} (3.28)
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The algorithm also takes the second order statistics of the received interference into
account, and thus is better able to adjust to & time-varying environment. The variance
of the interference is given by:

)\l
var {I) = V; (n) = > pf (n) - 93 (n) - wi - (1 — wy) (3.29)

k=1
When a steady-state condiiion is reached the variance term would drop to zero and
thus have no effect. If node j is receiving a signal at the ideal received power value, the

SIR at node j is given by:

, J
tab =l (3.30)

If the variance of the interference is zero (steady state), then (3.24) reduces to:
. r

r

substituting into (3.30):

y = _—r (3.32)

T

(3.34)

thus, as expected, at steady state the SIR is equal to the traditional CDMA spread
SIR.

The parameter ¥ in (3.24) is related to the tolerable outage, 6, of the system. A
particular communication link, for example from k& to 7, is said to be experiencing

outage if its SIR drops below a minimum target SIR.

o 7k I
8ix = Pr { s W} (3.35)

It is shown in (30) and (80] that ¥ is related to § by:

1 Wy 22
16 = — e~ % dz 3.36
V2n /;w ( )
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Given the maximum allowable outage, §, a ¢ value can be calculated, or looked up from
statistical tables. Essentially, the ideal received power is set to slightly greater than
actually required so that any increased interference will not cause the SIR of the link
o drop below the minimum SIR and result in the svstem to be in outage. The variance
term in (3.24) acts as & damping mechanism, absorbing any increased interference.

The value of ¥ is equal to the x-value at which the area under the standard normal
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Figure 3.5: Normal distribution with 90% area shaded (10% outage)

distribution is equal to 1—§. From Fig. 3.5 the v parameter corresponding to an cutage
of 10% is 1.282. The tradeolf caused by specifying too stringent an outage requirement
is decreased network capacity, as each user transmits with a power slightly greater than

what is actually needed.

In essence, (3.24) gives an estimate of the power any signal should arrive at during the
(n + 1)*® time instant in order for the SIR to be satisfied, based on the signal statistics
at time n. Unlike traditional algorithms which only take into account the mean of
the interference experienced at a node, (3.24) also relies on the second order statistics
(variance) of the interference. This can be used to help in the guarantee the QoS. A

similar padding of a users SIR was introduced by Bambos in his active link quality
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protection call admission scheme [44].
3.4.3 Power adaptation methods

Although based on a cellular system, the quantity defined by (3.24) is used as the r;
reference in 73.23). A node is then able to send appropriete increase/decrease PCCs to
the terminals it is controlling. After this phase of the algorithm has proceeded, each
node will have any number of PCCs (between D and N — 1 of them) instructing it to
either increase or decrease its transmission power. Various methods as to how the node

chooses which commands to obey are proposed.
Satisfy all links

When a node, j, does the comparison to calculate £;, described by (3.23), in essence
it i5 determining if the communication link is deemed satisfactory. For clarity and
consistency of description, we assume that when rj; (n) is greater than 7 () then the
minimum SIR target on the i to j link is satisfied and the communication is deemed

successful.

Given the connectivity matrix, A, node ¢ will have ¢; power conirol commands, where

N

Q':Za.,-j ,1<i<N (337)
Jj=1

Recall, a;; is 1 if node j is controlling node 7, and 0 if node j is not controlling node 3.

In order to attempt to satisfy the target SIR on oll the links that are controlling it,
node 7 should use an &; (n) in its power adaptivity, p; (n + 1) = p; (n) + - &; (n) where,
+1, if any &, (n) is +ve

gi(n) = (3-38)
-1, otherwise

That is, increase the transmission power of node i if by a fixed amount, ¢, if any other

node sends an increase power command.



CHAPTER 3. DISTRIBUTED POWER CONTROL ALGORITHM 65

Figure 3.6: Predefined connectivity

Fig. 3.6 gives an example of a strongly connected network where all the links are
assumed bi-directional. In the diagram, node 7 needs to maintain an acceptable com-
munication link with nodes h, j and &, and they are scnding control signals to 7. In
order for the given connectivity to remain in place, ¢ should only decrease its power if
all of the controlling nodes are commanding a decrease in power, as by ignoring any
of the increase commands, that link would be broken and partitioning of the network

may Occur.

The problem with this scheme is that in theory a positive feedback effect could occur
where all nodes are increasing their power to achieve the target SIR, and this leads to an
increase in total interference at all nodes, which requires the nodes to further increase
their power. This effect will only stop when all nodes have reached their maximum
allowable transmission power, p;. If the connectivity criteria algorithm is not carefully
chosen, then a node, i, may end up receiving a PCC from 2 far away node that really

should not be attempting to control i.

Satisfy mean of links

Intuitively, a more suitable scheme would be for a2 node to behave in a manner which
would benefit the network as a whole. A seemingly fair method would be for the node

to increase its transmission power only if the majority of PCCs sent to it indicated an
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increase. If the node received more decrease comruands than increase commands, then

it should lower it transmission power.

smy=sm| 3 & (u)) (3.39)

j€{aj(n)=1}
This scheme is also dependent on the conuectivity criteria algorithm for the same
reasons given previously, however it is a more balanced approach, and should be less
susceptible to the positive feedback power saturation problem. If the same number of
increase and decrease commands are received then the node will decrease its power, to

try and reduce overall interference.
Satisfy best link only

A possible solution to solve the unwanted positive feedback behaviour problem is to
instruct the node to only listen to its closest reighbours, and only obey the best power
command. Node i should decrease its transmission power if any other node instructs it
to, and only if the SIR targets at all of its recipient nodes are not met then i should
increase its power by .

-1, if any &5 (n) is -ve

&, (71) = (340)
-+1, otherwise

Satisfy weighted arithmetic mean

Another proposed method for calculating ¢ is the weighted mean approach.
= + ot - -
&i(n) =sen (0* - ¢f -0 -¢5) (3.41)

£; is the sum of all the £;;(n) that are +ve, and similarly, £; is the sum of all the
;i (n) that are -ve. A positive scaling factor, 7, and a negative scaling factor,Q2~,
are introduced to emphasize a particular trend. For example setting Q07 = 2 and

2~ = 1 would mean that the increase commands are twice as important as the decrease
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commands. Similarly, using Q* = Q= = 1 reduces the weighted arithmetic mean into a
standard arithmetic mean as defined by 73.39). If a tie results, i.e. QF & -0 5 =0

then the node should decrease its transmission power.

Four methods have been proposed for controlling the transmit power adaptation. A

brief surnmary of the methods is presented in Table 3.2

Table 3.2: Summary of transmit power adaptation algorithms
Adapt. method Effect

satisfy all increase power if any node instructs an increase
satisfy mean network fair? 1:1 ratio
satisfy best decrease power if any node instructs an decrease

weighted mean emphasize srend, increase:decrease ratio

Some ideas are common to all the transmit power adaptation schemes deseribed. If a
node does not receive any PCCs during au iteration, and the node is currently active,
then the node should increase its power by the step-size. Also, if a node is currently
not active, then it should ignore any commands received, which may have been sent
during the previous iteration when the node was actively transmitting. When 2 node
changes from the inactive to active (transmitting) state it begins transmitting with the

same power as it was previously using before it stopped transmission.

3.5 Summary

This chapter introduced the distributed power control method for ad hoc networks. It
consists of two separate units: the controlling connectivity algorithm, and the transmit
power adaptation algorithm. The connectivity algorithm is used to determine which
terminals a node should send control signals to, and four methods have been presented
for determiring the set of nodes, C;, that node j will send PCCs to. Node j will attempt
to control node i if: the power received at j from 7 is greater than some threshoid (7pin),
the distance between nodes i and 7 is less than some threshold (dmax ), the signal received

at j is one of the greatest K or the SIR at j from 4 is one of the grestest K SIRs.
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The proposed transmit power adsptation algorithm was also presented. Based on
the power control commauands received, a node is able to apply some decision logic to
determine how it should adapt its transmission power, depending on whether it should
attempt to satisfy the best link only, satisfv all the links, or some combination of
the two. In order to determine if a particular cornmunication link is acceptable some
criteria is needeq, and the idea of an ideal received power is introduced. An algorithm

developed for a cellular system has been used.

The performance of these connectivity schemes in conjunction with the transmit power

adaptation algorithms are presented in Chapter 4.



Chapter 4

System and Simulation Model

4.1 Introduction

This chapter focuses on the physical description of the neswork. The channel loss model
is separated into signal attenuation which is a function of distance, ana a time varying
shadow fading component. Due to the fully distributed nature of the network, each
node has to (independently) make power control decisions for the other nodes in the
system. The performance of the system was tested through a custom designed com-
puter simulation environment. This chapter descrioes the mode) implemented in the
simulation and some selected results are presented, comparing the different connectivity

and transmit power adaptation schemes.

4.2 Network model

Consider a network consisting of NV nodes, with nods j transmitting at time instant =
with power p; (n). The signol-to-interference ratio (SIR) at node ¢ from node 7, v:; (n),

is given by:

vi; (n) = ~ p; (n) - 95 (1) (4.1)

> pe(n) gik (n) + m

ki j

69
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Tle inter-node fading term, g;; (), includes attenvation due to path loss and shadow
fading. Included in the noise at the receiver is a component due to thermal noise,
which is modelled as a constant 7; = Ny - B, where B is the spread-spectrum signal
bandwidth and Ny is the single-sided noise power spectral density. In order for reliable
communication to be achieved, the SIR received at a node should be greater than some

target SIR, ~~.
4.3 Loss model

The signal transmitted by a node is subject 1o various forms of fading before it is
received at the target node. These include: attenuation due to path loss, shadow-
fading as well as fast-fading. The intention is to accurately, and consistently model
the total loss 2 signal will experience once it i.as been transmitted from a node. The
various loss mechanisms are assumed to be independent. Fast fading due to multi-path
interference (Rayleigh fading) is not considered in the model or the simulation as it is
assumed that time-averaging and a RAKE form of receiver combined with turbo coding
will mitigate the effects of fast-fading [1),[81). The total inter-node loss between nodes 4
and j at time instant 7, gi; (n), due to path loss and shadow-fading can be represented
as:

gi3 (n) = (path loss),; (n) + (shadow fading),; (n) (4.2)

where the quantities in (4.2) are all in dBs.
4.3.1 Path loss

A simple power law model for path loss has been commonly used in literature (7, 82),

where the path loss between nodes i and j at time n, L; (n), is given by:

li; (n) = =10 - alogdi; (n) (4.3)
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where d;; (n) is the Euclidean distance berween nodes 7 and j. [t was shown experi-
mentally that the path-loss exponent, ¢, depends on the type of terrain and also an
the height of the base-station antenna above ground [83], so these rc-ults are not di-
rectly applicable to the case of mobile-to-mobile transmissions which would be typical
in an ad hoc network. For a cellular system, empirically & has been show to be in the
range of 3 to 3, depeuding on the type of terrain. A more comprehensive model for
the path loss which is widely used in planning cellular networks is the Hata-Okumura
mode] [84, 85|. but this model is only useful when she base-statiou antenna heights are
above 30 m. Extensions to this model based were proposed in |83]. A value for a of 4

was used in the simulation.
4.3.2 Shadow fading

The slow fading effects that are eviden: in a wireless channel have been observed to fol-
low a lognormal! distribution. Random features of the terrain such as variable building
helghts, trees, etc, all contribute to a sequential and independent random fluctuation
of the signal. Based on the central limit theorem, these will lead z0 a Gaussian distri-
bution with zero mean and variance o2. Empirical data has show that ¢ is between 6

and 12 dBs [86].

The dB attenuation due to shadow fading was shown by Gudmundson to exhibit an
exponential spatial correlation [87). Giveu two points separated by a distance d, the

correlation between the shadow fading factors S) and S is:

E[5) -8 =d%exp (_Dio) (4.4)

Dy is the correlation distance, and typical values for this range from 20 m for urbau

areas, to 500 m for suburban areas.

If the velocity of a mobile is v, then the distance travelled by the mobile during the

'A function is described as lognormal when the logarithm of the random variable has a Gaussian
distribution.
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time period 7 is v - 7, and the spatial correlation expressed as a tjme correlation [88]:

E[S(1)-S(t+ 7)) = o’ exp (—T’I')—:) (4.5)
The jnterval bevween power control updates, 7. vaties (:percing on the svstem spec-
ifications. GSM uses a 7 of 480 ms, IS-95 uses 1.25wms, and UTMS has a power coun-
trol period of 0.625ms. The distance change between two mobiles (relative to their
actual distance separation) during a single 7 duration is insignificant, and d;; is as-

sumed constant to simplify analysis.

A discrete model of the time correlation of the shadow fading is then given by:
E [Sig") : S,-E"*”} =p-0° (4.6)

where p, the correlation coefficient, is equal to exp (—ﬁ) From Fig. 4.1 it is clear
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Figure 4.1: Correlation coefficient as a function of mobile velocity and power control
sampling period (PCSP) for an urban environment (Dg = 50 m).

that a fast update rate is needed when 2 mobile is travelling at high velocity in order

for the algorithm to be able to track the channel variation.

As the logarithm of the shadow fading has an approximately normal distribution, 2

generating function for the random variable can be represented by a first-order Gauss-
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Markov process:

5.‘_.,‘(71—&—1) .—/).Sij-(n)—k \f'L_p?.Z (4_7)
The function Z is a Gaussian random variable with zero mean and variance o2

Z ~ N[0,0%. This variance was set io 6dB for the simulation. Fig. 4.2 shows a
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Figure 4.2: Typicel random channel variation due to shadowing effects.
The correlation coefficients, p, are 0.95, 0.99 and 0.9999 respectively.

typical graph of the channel variation due to shadow fading over time.

Recently proposed was an enhanced model for simulsting the shadow fading (89). This
method included the correlation between uplink and downlink channels.

4.4 Ideal received power algorithm

The decision logic used by a node when determining if the quality of a received signal

is adequate for successful communication depends on the value of 7}, the ideal received
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power. This concept is borrowed from research done for a cellular CDMA system
in ‘30, 80). The power control algorithm proposed by Mitra was, the ideal received

power. . for any node j in the network at time instant n + 1 is given by:

Ti(n+1) = LLV [I_j (n) +¥\/V; (n)} (4.8)
- ' W
= W (4.9)

where T is the target de-spread SIR, set to 10dB for the simulation, and W is the
CDMA processing gain, set to 63.2 I; is the mean interference experienced at a node,
V; is the variance of the interference and ¥ is a parameter related to the desired cutage
of the system. The jdeal received power alzorithm was described in more detail in

section 3.4.2.
4.4.1 Interference Calculation

The mean interference at node j, I;, is given analyvically by:
N .
Ii(n) =" pe(n) g5 (n)  wi +7; (4.10)
k=]

For the simulation, I_j was calculated using the exact received power from all the trans-
missions {also including thermal noise) averaged over a time period. The previous L
values of I; (n) are used, achieving 2 sliding window effect seen in Fig. 4.3, and the
mean interference at time n is given by:

S L (4.11)

t=n—L+}

Ij(n) =

bl

4.4.2 Variance calculation

By taking the second order statistics of the received interference into account, the

algorithm is better able to adjust to a time-varying environment. When a steady-state

2Using a bandwidth of 1.2288 MHz, as specified in the ]S-95 standard, this equates to a transmission
bit-rate of Ry = %M“" =19.5kb/s.
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Figure 4.3: Sliding interference window

condition is reached the variance term would drop to zera and thus have no effect. The
variance of the interference is given by:

N

var [I] = V;(n) =Y pE(n) - g% (n) - wi - (1~ wy) (4.12)
k=1

In the simulation, V; (n) is calculated by finding the variance of the values of interference
stored in the window buffer:

=1 > (Ge)-5®)? (4.13)

t=n—-L+])
4.5 Simulation
4.5.1 Description

The power control algorithm was tested in a custom designed simulation environ-
ment. The program was written in C++ using the IMSL mathematical and statis-

tical libraries [90] to generate random variables and assist in matrix computations.
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A discrete-time implementation with an iteration constant time step of 7 = 1 ms was
used. This resolution allows for power controi iterations to occur at the same resolution.
giving a frequency of operation of 1kHz, compared to 1.6 kHz which is used in UMTS
and the much slower rate of 2.083 Hz for GS\{. The nodes are initially uniforinly ran-
domly situated in & 1000 m x 1000 m square cell The number of nodes in the network
was a variable simulation parameter. It was assumed that the transmitter is able to
accurately set its transmission power to the exact value required by the algorithm, and
delayvs due to measurements and signal transmissions were assumed to be negligible.

The simulation run time (iterations) is a user definable parameter, NisTiliStop.
4.5.2 DMobility model

In order to accurately sirnulate the network, an algorithm is needed to emulate the
mobility of the nodes. There has been a great deal of work done on mobility models
for an ad hoc network, see [91) and the references therein. The more detailed mobility
models play a greater role in analysing and simulating routing performance. For the
simulation of the power control slgorithm a simplified model has been implemented.
The mean node velocity, v, and mean journey duration, p, are simulation input pa-
rameters. A node travels in a constant direction with a velocity randomly generated
using an exponential random variable with a mean of v for a mean duration of y. The
duration is also generated using an exponential random variable. The node direction

is & uniform random variable in the range (0, 27).

When the simulation begins a system velocity vector, v, direction vector, 8, and journey
duration vector, p, are generated. Each node, %, has velocity v;, direction 6; and
journey duration countdown time, p;. These represent the random initial mobility
conditions of the nodes. Every simulation iteration, each component of the journey
duration vector, u, is decremented by 1, and if any of the values drops to zero a new

node velocity, direction and duration are generated. Al the nodes are then instantly
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displaced to their new z and y co-ordinates generated by:

z;(n+1)=z;(n) +v; - cosb
( ) (n) " (4.14)
yi(n+1) = (n)+v;-sinb;

Nodes are not allowed beyond the border of thy test area, and any calculations of (4.14)
that would lead the node to wander outside the boundaries are restricted such that at
any time instant, n, all the nodes are within the borders

0 < x;(n) < cellwidth

(4.13)
0 < y; (n) < cell_height

4.5.3 Simulation flow

After the initialisation of the input parameters, the necessery number of node objects
are created in memory with random starting positions and mobilities. The fiow of the
simulation is 2 fairly linear progression, and is self explanatory upon looking at the

approximate flow diagram of the process, Fig. 4.4.

The initialisation routine extracts the default initialisation parameters and stores them
in memory for use during the simulation. The N nodes are scattered over the system
area using z and y coordinates generated with a uniform random variable, and the initial
inter-node attenuation due to simple path loss is calculated using (4.3) and stored in the
L matrix, which has dimensions N x N. The fading model includes slow shadow fading
and a matrix of shadow fading factors, S, is generated for time n = 0 where S;; (0)
is calculated using (4.7), with S;j (n = —1) = 0 and a channel correlation coefficient
calculated using the mean node velocity and the correlation distance simulation input

parameter.

Instead of calculating new values for the shadow fading on each inter-node link every
simulation instant, a new N by N matrix, S!, representing the time until the next

shadow fading link change is also introduced. Sijt (n) contains the time in milliseconds
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Figure 4.4: Simulation flow diagram

until the link undergoes its next fade. Every simulation iteration all the S;; are decre-
mented by one, and if any value reaches zero a new §;; and S,.j‘ are generated. An
exponentially distributed random variable with mean 7., where 7; is a simulation input

parameter, is vsed to generate the random times of S¢.

The stochastic on/off behaviour of each node is simulated in a2 method similar to that
useq for the node mobility and shadow fading. A vector, T | with element T; containing
the randorn time for node ) before the node switches state. The node is on for mean_on,
and off for a time of mean_off, where both of these are simulation input parameters.
Every simulation iteration T is parsed and decremented, and if any node reaches a zero

count then its state is changed.
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The simulation is able to exactly determine the total interference experienced at =
node, as required by (4.8). The new interference value is added to the sliding window
vector, teplacing the oldest stored value, and a new mean interference. f_,-, is calculated
based upon the previous L interference values. After the calculation of I, the engine
calculates the instantaneous variance, Vj;, of the interference over the I; (n) values stored

in the window. This is repeated for each node, j. in the network.

Equation (4.8) is used to obtain the ideal received power, r; (n=1). This value is what
any signal at node 7 should be received at in order for the SIR target, as well as the
QoS outage specifications to be satisfied.

BEach node, j, is able to calculate an SIR vector, +;, where the i element of v;j is
v;i (n) as given by (4.1), and this vector is sorted so that node will easily be able to
determine which the greatest K SIRs are if necessary for the connectivity algorithm.

The inter-node controlling connectivity matrix, A, is calculated depending on the con-
nectivity criteria set at the beginning of the simulation. For each connected node,
node j then either sends an increase or decrease power control command to the neces-
sary nodes depending on the result of (3.23). Each node i then adapts its transmission
power according to the adaptation method set in the initialisation (refer to 3.4). The
actual transmission power is only updated at the very end of the iteration of the algo-
rithm. Any further calculations that are done this iteration are based upon the values
obtained before the actual power change.

4.6 Performance metrics

In order for the different connectivity and adaptation algorithms to be compared and
ranked, some meaningful statistics need to be observed for the conditions under test.
These statistics include system outage, mean SIR value and convergence speed, as well

as the total coru:lectivi@ of the network. A mean SIR wvalue for node %, 42¢, is obtained

s I
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by averaging the best SIR value of node i over every iteration after convergence is
believed to have been achieved. This convergence condition is somewhat difficult to
calculate in the simulation, so instead a trend is manually monitored and is available as
a user input parameter, JisTillConv, indicating the number of iterations until conver-
gence is assurned. Although there are more sophisticated methods of determining the
convergence, if this parameter is made sufficiently large relative to the time-step, but
small compared to the total number of iterations, it is an accurate, although generous
way of specifying convergence. The system mean SIRR is taken by averaging v2'¢ over

all ¥ nodes in the network.

In order to calculate the system outage the simulation contains an outage count vector,
4. Every simulation iteration the best SIR of all the nodes is (sequentially) compared
to the target SIR, and if it is below this targei the outage count for that node is
incremented:

Si(n)=di(n—1)+1 (4.16)

A running count is also kept of the number of iterations that each node has been
transmitting, otherwise when a node is inactive (not transmitting), its SIR will drop to
zero and the simulation will think the node is experiencing outage. Once the particular
simulation run has completed the total system outage is calculated b;r taking the average
outage of all the nodes. The outage for a single node is only tested after convergence has
been attained, which is the number of iterations specified as described previously, by the
ItsTillConv input parameter. As mentioned the convergence is difficult to accurately
quantify, as it varies dramatically between nodes and initial starting conditions (node

placement etc.). Human input is used here to get a feel of the speed of the algorithm.

True network connectivity is also a very important metric to see how a particular
combination of connectivity and transmit power adapiation fare. At the end of each
sirnulation run, the total connectivity for each node is calculated. The true connectivity
for node j is a boolean vector indicating which other nodes are receiving from j with

a SIR that is acceptable. All these true connectivity vectors are combined to form a
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true connectivity matrix indicating which nodes are successfully being received at other

target nodes. An example network showing final connectivity is given in Fiz. 4.5: By

Figure 4.5: Sample ad hoc network with connectivity after convergence as indicated,
an arrow pointing from node z to node j indicates that ~5; = 7v*

direct observation of the diagram the true connectivity matrix can be extracted:

00001
10101

A=lasl=|00 00 0 (4.17)
01101
10010

However, by noting, for example, that node 1 can communicate 1o node 4 i:hro;.lgh the
use of an intermediate node, 2, it is possible to loop through this single link connectivity

matrix and obtain the total networks’ global true connectivity matrix, A-.

01111
1 01 1 1
A =fayl=|0 00 0 0 (4.18)
1 I 101
(111 1 0|

Clearly node 3 cannot be reached by any other node, and so this would be an example

of poor topology control.

From this A* matrix it is easy to obtain the total average node connectivity, x:

1 N N
X = N(T—UZZ"“’ (4.19)
vog
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A network which has a path between every node pair (connected network) would lead
to x = 1, which is the ideal value for an ad hoc network. The maximum number of

hops between any node pair is N — 1.

In order to get accurate statistics, the simulation needs to be run for lengthy periods
of time using a Monte-Carlo approach, where the same input parameters are tested for

many different initial node conditions, random shadow fading and mobilities.
4.7 Results

It is very difficult to easily summarize and quantify the effect that many of the input
parameters have on the system performance and it is impossible to present results Eom
every logical permutation of the parameters, so instead a general overview is presented.
Some of the actual results obtained may appear unrealistic in terms of real-world values,
but as this work is an initial foray into power control in ad hoc networks the results

are more useful in portraying trends than obtaining exact values.

One of the properties of a power control algorithrm is the convergence of the node SIR.

The STR. of a node % is defined as:
vi(n) = mja.x ¥ji (1) (4.20)

That is - is taken at the node, 7, which has the greatest SIR from node i. Two
important properties when discussing the convergence of the SIR are: speed and final
value. The speed of convergence to the final value is difficult to quantify as it varies

substantially from node to node. The best way is to give an approxdmate worst-case
scenario. '

4.7.1 Connectivity: Received power threshold

For an explanation of this connectivity method refer to section 3.3.1. Starting off with

the most basic model of an a2d hoc network, the nodes are kept stationary and the atten-
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vation due to shadow fading is set to 0dB. Thus the only signal loss mechanism is due
to distance astenuation, end this remains constant for every inter-node link throughout
the duration of the simulation. The best method of visualizing the performance of
the network in terms of SIR convergence is a a plot of the SIR of 2 node over time.

This enables an accurate description of the functioning of the algorithm (with specific

SIR at node 11
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Figure 4.6: SIR over course of simulation run, no mobility: v = 0 ms™!

input parameters) over time. The time taken until convergence can be easily read off
such a graph. Fig. 4.6 shows the temporal adaptation of the node’s SIR, as defined
by (4.20). This was using & rmig = 1079 W and the satisfy best link transmit power
adjustment scheme. Again it should be poted that slthough this may seem like an
unrealistically small velue to use, the aim is to show that the slgorithm works (under

particular conditions), not to exactly quantify all simulation parameters.

Zooming in on the area of interest from approximately 200 — 400 iterations, as shown
in Fig. 4.7, it can be seen that convergence occurs (for this particular node) after

approximately 360 iterations. The node maintains this converged value indefinitely.
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Figure 4.7: Zoomed in SIR showing iterations 200 — 400

It was noted that when the SIR did converge to the correct targer, an oscillatory
behaviour was observed. With ' set to 10dB and a processing gain, W, of 63 this
corresponds to an ideal SIR of:

4= = — =0.159 (4.21)

The magnitude of the oscillations depends on the value of the power adaptation step-
size parameter, . Recall, the outage is calculated by comparing 7y to some target SIR,
%, and if ¥ < " the node is considered to be in outage. The actual SIR bounces
around the target SIR and this leads to an outage of approximately 50% which is
obviously not satisfactory.

A solution to this is to ped the target SIR slightly, i.e. introduce a guard zone so that

even with the oscillation + remains above v~

Increasing the T by ¢ leads to a target SIR of

. T-e

=S (4-22)
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With ¢ set to 0.25dB the new target spread SIR is

_10-10%¢
G

= 0.168 (4.23)

By increasing the target SIR a small amount the outage target SIR can be kept the
same. In a system implernentation where the target SIR is set to. for example 10dB,
the nodes think they should be attempting a target of 10.25 dB thus even when taking
che SIR oscillation into account, the outage specifications will be satisfied. Hence -his
modified SIR of I" = 10.25dB is used as the target despread SIR for the nodes in all

the simulations.

It can be seen from Fig. 4.8 that even though the node is below its new target spread
STR. of 0.168, because of the padding the SIR does not drop below the actual required

spread SIR of 0.159, and so the outage is much lower. Amnother issue that arises is

SIR at node 111
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Figure 4.8: SIR over time, with modified SIR target

the necessity to cap the SIR of a node. Consider the situation where two nodes are

grouped close together but spatially displaced from the rest of the network, as shown
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Figure 4.9: Situation where average SIR would be affected

by Fig 4.9. As the distance between, for example, nodes § and ! is large, any signal
transmitted by node j will experience significant attenuation before it is received at [.
In some instances, a subset of the other nodes will instruct j and k£ to increase their
power. Even though node j will probably instruct node k to decrease its power and
vice versa the majority of nodes will be instructing an increase in power. Unless the
satisfy best link only is used as the transmit power adjustment scheme, sodes j and k
will end up increasing their power. Thus the SIR at %k from 7 will be much greater than
required, often by several orders of magnitude. When taking the average SIR over the
whole neswork, & pair of nodes as in the example, would cause the mean SIR to be
greatly skewed, and it would exhibit a verv large variance. This is not a meaningful
result, and so an upper limit is imposed. In the output statistics of the simulation, the
maximum SIR of a node is upper limited to ¥ = 0.5.

As an example, with no mobility or shadow fading and the interference window length
set to 1 iteration, the average SIR of the nodes using the different controlling connec-
tivity schemes is presented in Fig. 4.10. As can be seen, the range of the SIR is almost
50dB!

It would initially appear that the satisfy best link only performs the best, with the
mean node SIR approximately equal to the ideal target SIRS of -7.743dB when the

Twmin parameter is kept below 107 W. However, examining the true network con-

“The terget SIR as given by (4.23) in dedbels is: (v7),, = 10log (14£2) = —7.7434B
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nectivity graph, as given in Fig. 4.11 indicates that the performance of this connec-
tivity scheme is poor for this range of 7y;,. The best connectivity is achieved for
1071 € 7in € 1078 W, and all the connectivity schemes appear to achieve maxi-
mum network connectivity when rom = 1078 W. It is clear from Fig. 4.12 that the
weighted arithmetic mean.1:1 and satisfy all inks connectivity schemes result in posi-
tive feedback effects that cause the transmit power to ramp up continuously for values
Trip < 10711 W. In these simulation runs, the transmit power was limited to a max-
imum output of 1 W, or 04B. Using t0o small & rp;; parameter will lead to a node
sending power control commands to many other nodes, and this will cause the positive

feedback effect that results in the ramping of the nodes’ transmit powers.

The satisfy best link only scheme performs the best in terms of average node transmit
power, as a node is able to ignore this feedback effect and essentially only be controlled
by its nearest neighbour, however the true pevwork connectivity, x, of the scheme

suffers, with a peak value of approximately 28 %. As can be seen from Fig. 4.13 the
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average node outage is also minimized when this connectivity scheme is used, and zero

outage was experienced when 7y, Was in the range of 107 < ryp, < 10710 W,
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True network conneclivily
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Figure 4.11: Average true node connectivity

Another method of visualising the SIR is a probability density function (pdf) which
characterizes the distribution of the SIR. The sirnulation is set to execute for multiple
runs with the same input parameters (but different initial placements) and the v value
for every node and every simulation iteration is stored in memory on the computer.
This is averaged over all the runs done, and a histogram of the SIR is produced using
MATLAB, which is then normalized by the sum of all the bins to obtain a pdf. With the
mobile velocity set to vehicular speeds 60 kimh ™!, equivalent to » = 16.7ms™! the SIR
distribution, as depicted in Fig. 4.14 has a clearly Gaussian type distribution, with. the
mean situated around 0.168. These distributions were obtained using 7min = 1076 W,
The transmit power ada'ptation method, satisfy best link only, is functioning appropri-
ately as the average node SIR is clearly around the target SIR, however the network

connectivity is poor.
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Figure 4.12: Average node transmit power

Clearly, central to Ithis power control connectivity method is the 7y parameter. Recall
that a node, j, will send power control commands to another node, 4, if the power
received at j from any i is greater than rq;,. It is apparent that this parameter
depends in turn on the number of nodes in the network, N. The greater N, the higher
the node density becomes, and the mean distances from a node to its neighbours will

decrease. The algorithm was tested for N = 10, N = 25 and N = 50 nodes.

As the minimum received power threshold is decreased, the controlling node connectiv-
ity rises, aud as 7pi; approaches zero the controlling connectivity tends towards unity,
refer to Fig. 4.16. The controlling connectivity is defined as the number of nodes a sin-
gle node is sending power control commands to, expressed as a percentage by dividing
this count by the total pumber of controllable nodes, i.e. NV — 1. It is not realistic to
have a node controlling every other node in the network, rather it should be a small
subset of its closest neighbouring nodes. Usually in CDMA fast power control com-

mands are sent by puncturing the transmit data bit-stream, and are not passed through
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Figure 4.13: Average node outage

any forward error correction to reduce delay. However, this does have an impact on the
chances of the power control command heing received incorrectly due to interference.
With a high controlling connectivity then if the controlled node is far away, in order
for the command to be received without error at the node destination it may have to
be transmitted on a2 pilot channel at a much greater power, and this would have a
detrimental impact on the battery lifetime of the terminal. This is counter-productive

to one of the goals of power control which is to extend as much as possible the terminal

lifetime.

Recall that the SIR of a node is only capped in the output data statistics and has no
effect on the system performance. A value of 0.5, nearly three times the ideal SIR, was
used for 4, and as rmun IS increased beyond a certain value the average node SIR tends
rapidly towards 4. This particular aigorithm trait is explained as follows. After some
time, 7, node 7 is transmitting with a power p; (n) such that it is being received with a

power greater than rmin ondy at it closest node, j . This leads to node 7 sending power
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Figure 4.14: pdf of SIR, fast mobility: v = 16.7 ms™!

control commands to node 7 as required and expected. However, assume there are a
few other nodx;.s around node j that are transmitting such that they are received at j
with power slightly less than 7q;n, bence j will not attempt to control them. Due to the
received signal strength dropping off with an exponential factor of 4 as the inter-node
distance increases there will be only a few dominant nodes interfering with node j.
Assuming there are M dominant nodes nearby j. each being received at j with a power
Doin then the SIR at j from 7 is:

Tmin

i Tmin
T Mg

(4.24)

A value of 7pin approximately the same as the background noise, #;, leads to an SIR

of:
75 1 -
o= =" 4.25
K ME+n 2 (4.25)

Clearly this would lead to node j instructing node z to decrease its power, which ¢ would
dutifully do. However by doing so, at the next iteration the decrease in transmission

power could lead to the signal arriving at 7 with a power less than 7,5, which would
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Figure 4.15: Effect of 7nin on system outage, shadow fading disabled

mean than 7 would not control the power of i. If there were no other nodes sending
power control commands to ¢ then it would increase its power, and then be picked up
again by 7. Clearly this oscillatory cycle could continue indefinitely, with «;; oscillating
around 2 value greater than the desired target 4. There could also be other nodes that

are receiving from i with a signal less than rpin, but actually with an SIR of greater

than .

Clearly the value of rpi, should not be made too large otherwise although the average
node SIR will be met and the system cutage is zero, there will be resources wasted in
that the nodes are transmitting with a power greater than required. However, setting a
value of rmin that is too small could lead to unnecessary controlling node connectivity,

requiring nodes to control nodes far away from them, which is not power efficient.

Different permutations of parameters produce similar results, and it is not possible to
present them all. Some conclusions can however be drawn. The minimum received

power threshold method can not guarantee 100 % network connectivity, but when com-
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bined with the satisfy best link only transmit power adaptation scheme the transmit
power of each node can be greatly reduced while still maintaining partial network con-
nectivity. In order to obtain full connectivity some other, higher level, network function

needs to be present.

4.7.2 Connectivity: SIR received from greatest K nodes

One of the disadvantages of the threshold based method described previously is the
hardwired value of rmin. As the algorithm proceeds in time an adaptive method is
ideally required to determine controlling node connectivity. Instead of using a threshold,
another proposed rmethod is for node j o send power control comrmands to the nodes
from which it is receiving the most power. This number of nodes is determined by

the simulation input parameter, K. During each power control iteration node ;7 sorts
T

3

through a vector of the power received from all the other nodes, rj = (r1,72,...,7N)

and updates its connectivity vector such that it will work with the greatest K of these.
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The power received from the node itself is defined to be zero.

Another method that 2 node could use to determine its controlling connectivity would
be to use the SIR from the greatest K nodes. As the SIR is directly related to the

received signal power it is surmised that this will lead to the same connectivity.

Initially the system was tesied with no node mobility or shadow fading. The average
node transmit power gives an indication of the ability of the algorithm to find a feasible

power solution. From Fig. 4.17 it is clear that the only transmit power scheme that

Average noda lransmil powser (dB)
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Figure 4.17: Effect of K on average transmit power (dB), shadow fading disabled

maintains stability is the satisfy best link only scheme. All the other methods lead to a
positive feedback effect which causes the transmit power to continucusly ramp up until
the maxdmum allowable power, set in the simulation parameters to 0dB, is reached.
As the number of controlled nodes, K, is increased beyond 2 there is no effect on the
average connectivity and outage. With the comnectivity parameter, K, set to one it
was noticed that there was a large variance in the average mode transmission powers

between simulation runs. For the majority of the simulation runs the average power
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would usually be in the region of approximately -50 dB, but occasionally the average
would be much greater at around -8dB. The result is that these occasional non-ideal?
runs skew the average greatly. As K is increased, and the transmission power of a node
affected by a shugle dominant decrease power control command, the network is more
likely Lo converge to a minimum power solution. A connectivity control parameter
of I 2 2 leadx ta the lowest average node transmit power, but this is subsequently
negatively offset by the lowest true connectivity of the power adaptation schemes. The

true counectivity and outage graphs are given respectively by Figures 4.18 and 4.19.
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Figure 4.18: Effect of K on average node true connectivity

The worst functioning power adaptation algorithm is the satisfy all links method. Re-
call the functioning of this transmit power adaptation scheme: a node will increase its
power if it receives any increase commands. As K is increased a node will send control
signals to nodes further away, leading to a positive feedback effect that causes all the
nodes to saturate their transmit power at the upper limit. With K set to one not all

the nodes are transmitting with the maximum power, and this leads to the maximum

*Some or all of the nodes are transmitting at maximum power
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Figure 4.19: Effect of K on average node outage
tTue connectivity for this connectivity /adaptation combination.

The weighted mean approach was tested using three different combinations: WM 1:1,
WM 2:1 and WM 1:2. The format of this nomenclature is increase:decreave, so a
2:1 ratio means that the increase commands are wice as important es the decrease
commands. As an example to enhance clarity, if 2 node is using WM 1:2 and assuming
it is receiving two decrease commands, it will increase its power only if it is being
instructed to by more than four other ncdes. The satisfy best link only can be seen
as a special cases of the weighted mean approach where the scaling factor is infinite,
i.,e. WM l:co, and similarly the satisfy all links could be interpreted as WM co:l.
These relationships can. be seen from the average transmit power graph, Fig. 4.17,
with the WM 1:2 algorithm being less susceptible to the positive feedback effect that
leads to transmit power saturation. On the other end of the scale, WM 2:1 performs
slightly better than the satisfy all links algorithm in terms of transmit power saturation.
‘Whereas the satisfy all links method saturates for any value of K greater than 2 (with a

maximurn network connectivity at K = 2), WM 2:1 achieves a greater peak connectivity
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(35% when K = 3) and only saturates when K > 4. All three weighted mean variants
produce sitailar peak connectivity values. Considering only average transmit power and
true network connectivity. the apparent best scheme is the WM 1:2 method with a K
value of five, as this leads to peak connectivity. If connectivity is not as important as
saving energy in the mobile device, then using WM 1:2 and a K of four leads to only
o slight decrease in connectivity (approximately 30 %) but a 35 dB decrease in average
node transmit power. By looking at the outage graph of Fig. 4.19, the trend indicates
that a lower value of K produces smaller outage results, which is desired. The WM 1:1
method results in a connectivity peak in between the WM 2:1 and WM 1:2 method,
and a transmit power saturation with similar properties. It is surmised that with a
WM  : y as £ — oo the behaviour will mimic the satisfy ail links algorithm, i.e. the
transmit power graph will tend toward saturation at K = 3, and peak connectivity
will occur when K = 2. Similarly, as £ — co the behaviour will tend towards the
satisfy best link only transmit power adaptation scheme. The average node SIR results
were capped at ¥ = 0.5 and generally do not contain meaningful value, so they are
not presented. The node controlling connectivity has also not been shown for this

connectivity method, as it is clearly a straight line with a defining equation y = N[—il

Enhancing the realism of the simuylation by introdueing shadow fading and fast mobility,
the results generated are very similar to the case of no mobility or shadow fading. The
K = 1 point which seemed to cause instability under the latter set of conditions is
removed, and produces the lowest average node transmission for all transmit power
adaptation algorithms except the satisfy best link only scheme, as can be seen from
Fig. 4.20. The true network connectivity and outage results, Fig. 4.21 and Fig. 4.22
respectively, are very similar to the when the algorithm was tested without shadow
fading or mobility. The best transmit power adaptation scheme appears to be WM
1:1 with K = 3, as this achieves a network connectivity (33%) nearly equal to the
maximum observed connectivity (approximately 35%), with an outage of around 0.1%

using only an average transmit power of -5343B.
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Figure 4.20: Effect of K on average transmit power (dB)

Effect of interference window length, L

The mean interference defined by (4.11) averages the previous L values of the instan-

taneous interference, and is repeated here for convenience.

n

Lim=1 S L

t=n—L+1

The effect of this L parameter is tested for the svstem where the connectivity criteria
is SIR from greatest K nodes, and the transmit power adaptation algorithm used is
WM 1:1 which, from the previous graphs and discussion, appeared to give the best
overall performance. The average node trapsmit power, as depicted in Fig. 4.23, is
lowest when L is set to ore. It is desirable to have the transmission power as low as
possible, as this helps conserve the valuable resources of the mobile terminals, however
by examining the network connectivity of Fig. 4.24 and the outage as given in Fig. 4.25
indicates that usipg L = 1 is not the best approach. This value of the interference
window length leads to the lowest average network connectivity and also the greatest
average outage. As mentioned earlier, the ideal received power algorithm, defined
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Figure 4.21: Effect of K on average node true connectivity

by (4.8) includes a term which is dependent on the variance of the interference. With
the L parameter is set to unity, the mean interference will always be equal to the
instantaneous interference and this has the result that the calculated variance will
always be equal to zero, so the benefit of the increased algorithm complexity is lost.
The zero variance also explains why the average node transmit power is a minimum,
as there is essentially no extra padding of the SIR. target, but this leads to an increased
outage, very noticeable in Fig. 4.25. As the interference window length is increased the
outage drops slightly and there is also a minor increase in average node transmission
power. Essentially, increasing L above two has no major benefit to the network. If a
velue of L = 2 is used, then the effect of the signal oscillation around the ideal point
will be reduced, as an average of the low and high point of the oscillation will be used.
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Figure 4.22: Effect of K on average node outage

Effect of initial transmit power

When the simulation is started, and the network generated, each node has an initial
transmit power value, which is variable via a simulation input parameter, but constant
for each node in the necwork for that set of runs. The results thus far have mostly
been generated with the initial transmit power, p(0), equal to 1 W, or 0 dB. Using the
SIR from greatest K nodes conmectivity criteria, and the WM 1:1 power adaptation
routines, the effect of p (0) was tested using an initial transmit power of: 0dB, -10dB,
-20dB and -30dB. The average node transmit power, given in Fig. 4.26, indicates that
a smaller value of p (0) leads to a smaller average power. The minimum power solution
(assuming the system is feasible) should be independent of the initial transmit powers,
and thus another conclusion that can be drawn from this graph is that the algorithm
does not always converge to the exact ideal solution for values of K < 3. This is typical
of an iterative, decentralized, approach. The average power is however approximately

the same for values of p(0) < —104B. If shadow fading and mobility are disabled,
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then through direct observation of the ideal received power temporal adaptivity graph
the convergence time (iterations) an be obtained for a single run. Convergence for a
particular node is indicated by a region on the graph with zero gradient for 2 large
period of time, as shown for example by Fig. 4.29. By observi.ng_the IRP graph for
each node in the network, it is possible to ascertain the time at which which the node
with the slowest convergence reaches this constant value. Fig. 4.29 was generated using
a p (0) value of -20 dB with shadow fading and mobility disabled. Using the same initial
transmit power, but incl.uding shadow fading and fast node movement, a similar graph,
Fig. 4.30, was obtained. The main difference is that due to the constantly varying path
gain (due to shadow fading and fast mobility), the IRP does not actually settle at a

value, tather it exhibits a region of convergence.

It was mentioned in section 2.4.6 that a node should be connected to approximately
six other nodes to ensure that network partitioning does not occur. From the average
connectivity Tesults that have been presented it is clear that partitioning is indeed

occurring. Using the various transmit power adaptation methods and an interference
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Figure 4.24: Effect of interference window length, L, on average node connectivity

window length of L = 2, Fig. 4.31 is a graph of the average node degree of connectivity
(number of nodes that are receiving a signal from a node which satisfies the target
SIR). Tt is clear from this graph that the best average connectivity is significantly less

than six, and this explains the poor network connectivity results.
4.7.3 Connectivity: maximum inter-node distance

The final method of controlling node connectivity tested is based on inter-node dis-
tances, as discussed in section 3.3.2. A node will issue power control signals to all the
other nodes that are within dpa, m of the controlling node. Initially shadow fading was
disabled and the nodes were stationary. The average node transmission power graph,
Fig. 4.32, indicates that using dn,y values greater than 450 m leads to saturation of the
nodes' transmission powers. This occurs for all the power adaptation schemes except
the satisfy best link only method. As dyay is increased, controlling nodes will issue a

larger number of increase power commands, and this leads {o an unstable network con-
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figuration (positiv.e feedback effect). When considering the performance of the schemes,
and choice of dnax, the network connectivity also needs to be examined. Fig. 4.33 shows
that a maximurn average connectivity of approximately 34 % can be achieved using any
of the weighted mean power adaptation approaches. The best operating point would
appear to be using the WM 1:2 method with dysc = 250m. The system outage, given
in Fig. 4.34, is also minimized using this combination, with an average value of approx-
imately 0.52%. When the effect of shadowing and mobility are introduced into the
model, the results are similar to the more simple scenario, the only major difference
lies in the average node transmit power, Fig. 4.35, with dmax > 450 m. By observing
individual runs it was noted that for dm,x < 450 m most of the simulation runs would
result in an average trensmit power of approximately -65dB. However, a small number
of runs (one or two out of one hundred) would result in a solution where some of the
podes would be transmitting at maxdimum power, making the average transmit power
for that run fairly high. These bad runs tend to skew the transmit power average when

taken over all the runs. If a node is substantially removed from all the other nodes,
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Figure 4.26: Effect of initial transmit power, p (0), on average node transmit power

then it would constantly be receiving increase cornmands, and since its imitial transmit
power is set to 0dB, the upper limit for power (set as a simulation parameter), its
power will remain at 0dB for the duration of the run. When the di.« parameter is
made large enough (greater than 400 m) there is enough interaction between all the

nodes to ensure that these far away nodes receive some decrease signals.

The 2ddition of shadow fading and mobility does not affect the connectivity or outage
significantly.

4.8 Summary

This chapter has introduced the mathematical model for the system, and described
the custom designed simulation environment. The important metrics for evaluating
and comparing the performance of the different combinations of controlling and power

adaptation algorithms are: average network connectivity and average transmit power.
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Figure 4.27: Effect of initial transmit power, p (0), on average node connectivity

A large selection of results and graphs have been presented, and a short summary is as

follows:

Due to the oscillatory nature of system, the target SIR should be slightly padded

When using the minimum receive power threshold connectivity method the best
balance between connectivity and average node power occurs with WM 1:1, and

a Tmin = 1072 W. Qutage is also minimized when this is used

Using the satisfy all links power adaptation method is typically very unstable,
and leads to positive feedback effect that causes the node transmission power to

saturate

Using setisfy best link only method leads to the lowest average transmission power,

but conversely also produces the worst connectivity results

The WM 1:1 method results in a connectivity peak in between the WM 2:1 and

WM 1:2 method, and a transmit power saturation with similar properties. It is
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Figure 4.28: Effect of initial transmit power, p (0), on average node outage

surmised that with a WM z : y as 3 — o0 the behaviour will mimic the satisfy
all links algorithm.

Sirilarly, as £ — co the behaviour will tend towards the satisfy dest link only

transmit power adaptation scheme.

WM 1:2 power adaptation routine, when used in conjunction with the SIR from
greatest K controlling connectivity criteria, produces the maximum network con-

nectivity when a K value of five is used

If the average transmit power is more important, a slightly lower network con-

nectivity can be achieved if WM 1:1 is used with K = 2.

The average node transmission power can be decreased by using an interference
window length of greater than two samples, however there is no benefit to in-

creasing the length beyond this

The greater than initial transmit power the longer the algorithm takes to converge,
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Figure 4.29: Ideal received power temporal adaptation, no shadow fading or mobility

and using a smaller initial value can also lead to slight gains in reducing the

average transmission power

e Using the maximum distance connectivity method, the best combination of pa-
rameters is to use &8 WM 1:2 power adaptation method with &2 maximum inter-

node distance of 250 m.

o The maximurn aversge connectivity achieved from all combinations appears low,
at around 35%, however the outage in most circumstances was below the 1%

specified by the QoS parameter

In an ad hoc network the connectivity should be high, ideally 100 % to ensure point-to-
point communication between any node pair, and some other measures need to be taken
t0 ensure this. If the controlling connectivicy matrix (which had full connectivity) was
present, then the trans_,mit power adaption portion of the algorithm could be tested.
This is investigated in chapter 3.
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Figure 4.30: Ideal received power temporal adaptation
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Figure 4.31: Average node degree connectivity, WM 1:1, L = 2
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Chapter 5

Connectivity and convergence
analysis |

5.1 Introduction

One of the most basic goals of a power control algorithm is 10 regulate the transmission
power of a mobile terminal so that the quality of the signal received at the intended
destination is acceptable for reliable transmission. Usually this requirement translates
directly into the received SIR being above some pre-specified target value. Due to
time varying channel gains and the changing transmit powers of all the other nodes in
the network, a power control algorithm will continuously operate, striving to maintain
an acceptable connection. In a traditional cellular system, the mobile needs only to
maintain a connection with its corresponding base station. If every mobile (and base
station) satisfies this single link condition, then the network is guaranteed to be strongly
connected, i.e. point-to-point communication between any node pair is possible. The
situation in an ad hoc network is rather different however. In order to ensure full
network connectivity a2 node may have to maintain an acceptabie connection at more
than one target node. So far very little research has been done on analyzing the impact
that connectivity issues’in an ad hoc network have on transmit power. This chapter

attempts to gain some initial insight into the exdstence of a feasible power solution given

112
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an arbitrary connectivity. Using an example network with pre-specified connectivity,
the ability of the various transmit power adaptation schemes introduced in chapter 3.4

to evolve to the final (desired) network is presented.

5.2 Interference functions

5.2.1 Overview

In wireless communication systems the power control problem can be reduced to finding
a system transmit power vector, p, that achieves the SIR target of each node. This SIR
requirernent can be modelled as an interference function, I (p), which is dependent on
all the other users' transmit powers. The SIR target of node m will be satisfied if m

transmits with a power greater than that defined by the interference function

pm 2 Im (D) (5.1)

The system fransmit power vector, p, is given bv:

p=(pnps - 0oN)T (5.2)

If p satisfies the interference function for every index, then the solution is said to be

feasible.

Under the assumption that the other users do not change their transmit powers, the

output power of node 7 in the next powcr control iteration is given by:

Pm (n+ 1) = Im (P (7)) (5.3)

This sets the transmit power of the node to exactly what is required to satisfy the SIR
requirements at the target. If the other nodes were to not change their power and all
the path gains were to remain constant then chis would be the final solution, as the
interference function for node m would not change. However, as this algorithm is run

at all the nodes any change in node m's transmit power would afect the interference
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function of all the other nodes, so they would also adapt their transmit powers. This,
coupled with the stochastic nature of the path gains, ensures the algorithm will operate

continuously.

Given an traditional cellular system with fixed base station assignment (possibly spec-
ified by base station pilot signals or other extrinsic means), the SIR target of node m

at base station f, Yfm, is given by:

Ym (D) € —2m I (5.4)

> Dk Gfk + 1y
k#rmn

Defining p/m as:
gfm

> Pe-gpk+ng
k¥Em

and having node m assigned to base station a,,, the SIR target power requireraent can

be written:
Ym
Pm 2 ————— 5.6
Famm (P) (5:6)
which gives the the interference function for node m under a fixed assignment.
I p) = —2— (5.7)

Hamm (P)

5.2.2 Standard interference functions

A technique first proposed by Yates [23) is used to evaluate the convergence properties
of an algorithm that uses the iteration defined by (5.3). A special class of interfer-
ence functions are termed stendard interference functions if they satisfy the following

requirements:

o Positivity

o Momnotonicity
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o Scalability

The positivity property states that the transmit power of every node must be greater

than zero:

positivity : I(p) > 0 (5.8)

This property is necessary to overcome receiver noise, and to stop the all zero power
vector which is feasible in a completely impractical way. The vector inequality is taken

over every component.

Given two arbitrary power vectors, p and p’, with p > p’, the monotonicity property
is satisfied if the interference function using system transmit power vector p is greater

than when using p'

monotonicity : if p > p’, then I(p) > I(p') (5.9)

The scalebility criteria is based on the premise that if under & power vector p 2 node 1
has achieved its target SIR, then if 2ll transmit powers are uniformly scaled 7 will have
a greater than aceeptable connection with its target. As the receiver noise, 7, is not

influenced by p, any increase in transmit power will reduce the effect that the noise
has on the SIR.

scalability : foralla > 1, a-I(p) > I(a-p) (5.10)
5.2.3 Proof of synchronous standard power control algorithm

If the interference function is standard, then the transmit power adaptation iteration
of (56.3) is termed a standard power control algorithm. Beginning with a system transmist
power vector, p, iterating the standard power control algorithm n times produces the
vector I” (p). Assuming that the interference function, I (p), is feasible, the convergence

properties of the standard power control algorithm are presented.
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Theorem 1 If a fized point of a standard power control algorithm exists, the fized point

15 unique

Proof: Theorem 1 Given tha: p and p’ are different fixed points, then since I (p) > 0
(positivity property of standard interference function) for all p, there raust be p; > 0
and p; > 0 for all 4. W'iihout loss of generality it can be ussumed that there exists an
i such that p; < p!, and hence an & > 1 exists such ttat o - p 2 p’. Also, for some 7,

a - p; = p,. Applying the monotonicity and scalability properties implies
pi=L(p) < Li(a-p)<a-Li(p)=a p; (5.11)

However, since pi = & - p; this is a contradiction, and this implies the fixed point must

be unique. O

Lemma 1 If a feasible power vector p exists, then I (p) is a monotone decreasing

scquence of feasible power vectors that converges lo the fized point, p™, which 1s unigue.

Proof: Lemma 1 Assume the initial ransmit power vector (time n = Q) is p(0) =
p, and p(r) = I"(p). The feasibility of p leads to p(l) < p(0) = p. S.uppose
p(n) < p(n — 1), then by the monotonicity property I(p(n)) < I{p(n ~1)). Then

P(»)2I(p(n))=p(n+1) (5.12)

50 p (n) is 2 monotone Qecreasing sequence of feasible power vectors, and since p (n) is
bounded from below by the zero vector, Theorem 1 implies that the sequence generated

by I"* {p) converges to p°, the unique fixed point. O

Lemma I implies that for any initial (feasible) starting vector p, the fixed point p* is
the solution to the interference function definition, p > I (p). Also, p > p~ and so the

solution uses the minimum transmission power.

Lemma 2 Given a feasible standard interference function, 1(p), then starting from
the all zero power vector, z, the standard power control algorithm produces a monotone

increasing sequence of power vectors that converges to the unique fized point p*.
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Proof: Lemma 2 Clearly z(0) < p*,and z(1) =I(2(0)) = I(z) > 2. Ifz < z(1) <

. € z(n) < p~ and from the monotonicity property
p=1Ip)2I(z(n)21(z(n-1))=z2(n) (5.13)

So, p~ 2 z(n+1) > z(n). Thus the sequence of 2 (n) is nondecreasing and upper

bounded by p~. Then, from Theorem 1, z (n) has to converge to the fixed point p~. O

Theorem 2 Given a feasible standard interference function, I1(p), then for any initial

transmit power vector p, the standard power control algorthm converges to p*, a unique

fized point.

Proof: Theorem 2 If. the standard interference function is feasible, then a un.igue
fixed point p~ exists. This unique point has to be positive for every i, p; > 0, and for
any initial p there exists an o > 1 such that - p* > p. Due to the scalability property
the existence of - p~ is guaranteed to be feasible. Then, z < p < @ - p* and due to
monotonicity:

I"(z) T (p) <« T" (- p") (5.14)

where z (n) = I" (z). From lemmas 1 and 2,
A I7 (e p7) = lim p* =1I"(z) = p’ (5.13;

and thus for any p the standard power control algorithm produces a sequence of power

vectors that converges to the unique fixed point p~. O

In the preceding proof, it is assumed that all the nodes update their powers simultane-
ously, however an asynchronous extension to the standard power control algorithm has

also been proven {23].

5.3 Ad hoc networks

When considering an ad hoc network it is useful to first look a2t a simple example, such

as that depicted in Fig. 5.1 where 5 nodes are randomly placed, and the connectivity has
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already been defined. This predetermined connectivity may have been obtained from
ronting information or some external input. Once the desired connectivity is defined i
is possible to set up a system of equations describing the network behavior. Specifically,

for each node that node m is connected to, an SIR inequality can be obtained.

v
n

Figure 5.1: Sample ad hoc network with pre-defined connectivity

For example, the SIR at node ! as a result of node 2, 9, is given by:

P2 g12

"z = (5.16)

5
Y Pk tm
k1,2

By introducing a minimum SIR target, 7, and replacing the equalify with an inequality

the minimum transmit power for node 2 if it is to successfully communicate with node

1 is given by:
,TJ < = P2 912 (517)
Y, Prcgue+m
E#1.2
Rearranging and solving for ps:
pa a
PZ——| > P-gtm (5.18)
g12 sy’

Similar equations can be written for every node that node 2 is communicating with.
Thus the minimum power that node 2 needs to transmit at in order for vhe signal to
be successfully received at node 3 is given by:

]
Z Pk g3k + 713 (5.19)
k#3,2

gs32
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And similarly for nodes 4 and 5:

. 5
P> Z Pt Qar: + Ma (5.20)
942 \(an
Y :
P22 ™ qu Pt Ggsk T 75 (5.21)

Introducing the connectivity matrix, A, where each element a;; = 1 if the SIR target
at node 7 is to be satisfied by 7, and a;; = 0 otherwise. For the network given in Fig. 5.1

the defined connectivity matrix is given by

0

1
A=logl=]|0 1 01

0

y—
—
(e}

(= e =

11 0 ¢

The transmit power requirements of node 2 ensuring that the SIR target at node n are

satisfied can be re-written as:

. 5
pé’”?u- Zpk-gnk-i-n,, JJoralli<n<s$ (5.23)
Gn2 k5n.2

The connectivity element, a;;, acts as a boolean switch, indicating whether that partic-
ular constraint is to be met or not. If a,; = 1 then node j needs to satisfy the SIR target
2t node i. The connecti-vity matrix always has zeros down diagonal, i.e. ag;i = 0. To
determine the transmit power of the node, the minimum transmit power which satisfies

all the connectivity constraints should be used:

- s
po=mux [F2 L S gk, || foralll<n<s (5.24)
n gn2 kgt 2

More generally, the transmit power of any node, m, in a network of N nodes is given
by:

. N
pm=§5§lm-(2m-gnk+nn> forall 1 <m < N (5.25)
ktn,m
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The set, N, from which 2 node can choose its constraints is given in this instance by
all the other nodes in the network, however under certain circumstances it mav bhe

necessary to limit this set.

Looking more closely at (5.23), it can be expressed as

- l\,
p$§>>a"’;"—7- Zpk'gnk_Prn‘gn,m‘i'nnj foralll<m< N (5.26)
nm ks#n
Onm - Y a Qnm = Y'
p T ZPL"QnIc‘*‘Uﬂ _Gnm Y (P gnm), forall 1 <m < N (5.27)
Ynm kvn Gnm
Onm " Y Y
,(;;>.(1+am-7')>;‘—- S Pkgnitmn | forall<m< N (5.28)
m LT_:_"
N
Gnm Y™ Epk-gnk+nn
(n) > i Jforalll << N 5.29
Prm Gnm - (14 Gnm - 7*) (5.29)
o) > Anm V" - R Joralll<n< N (5.30)

9nm'(1+a'nm'7.)
where R, term is the total received power at node 7.

If node m is to satisfy the SIR targets on all its defined links, then the minimum

{ransmit power for the node is given by:

[ a—m"“Y.R"*J:forall1<m<N (5.31)
gnm - (1 + @nm - 7*)

P = mAax
From (5.31) it is possible to define the interference function for any node, j, in the
system.

Im (p) = max

reN’

[ Qnm - Y - Ry

Jforall<m< N 5.32)
9nm'(1+a'nm'7-):| ( !
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If the power control iterations given by (3.32) can be shown to be stendawi then
convergence to the unique optimal operating point, p”, is assured assuming a solution

exasts.

The positivity criteria will always be satisfied, as all of the guantities in the RHS
of (5.32) are real, positive values, and only when a node, m, is not connected to any
other nodes (all a;;, = (), or the SIR target is set to zero will the interference function
be equal to zero. These two situations are not meaningful, so positivity is assured. The

non-zero, positive, receiver noise will also always ensure that /,, (p) > 0

Given two system transmit power vectors, p and p’, with p > p’ for at least one element
{excluding node m), the total received power at node m will be greater under vector
p than p’, and so consequently the interference functions will satisfy the monotonicity

property, Im (P) 2 I (p)
For any o > 1, testing the scalability property, substitution into (5.32) and expanding
R, gives:
. N
& @nm Y 2 (P k) T O ot T

It -
a- I = max JJoralll<m< N
m (P) nen grm - (L4 2nm - 77)

(5.33)
Using power vector ¢ - p, substituting into (5.32) results in:

N
& anm Y - Z (Pk'g'nk)+a'nm'77n
k#%n

Im (a-p) = max

Jforalll<m< N (5.34)
neN 9nm'(1+a‘nm"f‘)

When using this new sceled power vector the receiver poise is not aflected by the
increase in transmit power, so the relationship o - I (p) > I (o - p) holds. A result of
this is that if a node has an acceptable connection under p, then if all the nodes’ powers
are scaled up uniformly the node will have a better connection than before. Thus the
scalability criteria is also satisfied and the interference function defined by (5.32) is



CHAPTER 5. CONNECTIVITY AND CONVERGENCE ANALYSIS 122

proven to be standerd

Given a fixed assignment A matrix where each node needs to satisfy an SIR target at
only one other node, (5.32) reduces to a scenario analogous to a cellular svstem:

- v Rn

> ——————foralll <m < N (5.35)
Gaoemn - (1 +77)

Pm

where a,, indicates the node to which m is communicating. Cellular systems with
similar defining equations have been widely studied, and in vector notation the system

power equations can be expressed as:

p>Hp+7n (5.36)

where H and s represent the normalized gain matrix and the normalized noise vector

respectively.
7‘-9ul..j if § 51,0
H = [hij] = Gayi v (5.37)
0 otherwise
n=ls] = (5.38)

If the system is feasible, the solution for p can be derived from (5.36). The minimurn

power solution, p*, is obtained by replacing the inequality with an equality, and solving

for p:
p'=Hp +7 (5.39)
p(I-H)=n (5.40)
P =(I-H)'n (5.41)

where I represents the N by N identity matrix.

The normalized gain matrix, H, is nonnegative in that every element of H > 0. The H
matrix is also primitive as H? > 0, and these two conditions imply that H is irreducible.

From the theory of Perron and Frobenius in matrix theorv. [42], 2 nonnegative and
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irreducible matrix has an eigenvalue known as the Perron-Frobenius eigenvalue, or

more commonly the spectral radivs, py, which is the maximum eigenvalue of H.

Given a system of equations, p = Hp + 7, and the fact that H is a square, nonnegative,
irreducible matrix, a nonnegative solution for p exists only if py < 1. If the constant
SIR target, 74", is factored out of H, leaving a new matrix, H, with H = v~ - H, then
the feasibility of the system (nonnegative power vector p”) can be derived from (5.39)

and the Perron and Frobenius condition for the spectral radius of H:

pr =p(H) =p(7 -H) (5.42)
o ('y' : FI) <1 (5.43)
7 < 1 (5.44)

o (%)
Existence of a t:easible solution for p* is assured when the inverse of the maximum

cigenvalue of the H matrix is less than the desired target SIR. If the standard power

control algorithm is used then convergence to an optimal power vector is assured.

Concentrating on an ad hoc network with arbitrary connectivity matrix, the transmis-

sion power of node m is given by (5.25), repeated here for convenience:

R N
Pm = IMAaX Gom T, Epk-gnk+nn Jforall<m < N
neN | gnm kstmom

Separating the total received power into received signal and noise components:

L3 N -
neN Onm L"'m Gnm

In pseudo-vector form, the transmit power of node m i3 given by pm = haupP + 7m,
which consists of a normalized path row vector term, h,,, and a2 normalized noise term,

Thm. The noise term is given by:

(5.46)
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where the index 7 is the node that is used in the maximization in 5.45. Node n,, is the

transmit destination of node m which maximizes the power requirernents.

-

) N .
[ 29 . . .
Ty = arg max L’Y E D Gnk +w :fora_[ll<m<N
neN Gnm Kbrren Inm

(5.47)
The n vector has element r; indicating which target node dominates the transmit power

equations for node i.

The h,, row vector is the particular set of normalized path gains that (along with the

noise term) leads to the maximization of (5.45).

T On . .
by = hy) = ¢ " _ (5.48)
0 otherwise

Taken over 2ll the nodes, the system power vector p = Hp + 77 can be solved in the

same manner as described earlier, with H and 7 as:

L9 ifj2in
H=[hy)=¢ o 7 (5.49)
0 otherwise
Y n
n=n= 5.50)
) = L (

where once again the n index indicates which is the critical equation requiring the

greatest transmit power.

Conditions for the existence of a feasible power vector are as before, except the definition
of the normalized path gain matrix, H, and the normalized noise vector, 7, are as
given by (5.49) and (5.50) respectively, however as the n index, given by (5.47), is
dependent on the system transmit power it is not immediately apparent how this could
be analvtically solved. However, through the use of the custom designed simulation
tool H and 7 can be calculated and then used to determine an optimum minimum

power solution given by:

p’=(1-H)"'n (5.51)
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5.4 Connectivity analysis

Using the pre-defined strongly connected network of Fig. 3.2, the various transmit
power adaptation algorithms introduced in chapter 3.4 are tested for their ability to

achieve the desired input network.

Figure 5.2: Sample ad hoc network with pre-defined connectivity (#1)

Two separate algorithms were tested with the networks defined in Figures 5.2 and 5.9.
Using the pre-defined connectivity, the various transmit power adaptation algorithms
defined in Chapter 3 are tested for their ability to converge to the desired network

topology.
5.4.1 Satisfy best link only

Initially, a stationary nthork was simulated, and the shadow fading term of the loss
model was constant at 0 dB. Using the safisfy best link only transmit power adaptation
scheme resulted in the algorithm converging to a solution after approximately 290
iterations. This convergence was observed to occur last at node 8. The mean average
transmit power of the nodes was 1.6 x 107 W, with an average SIR of 0.208 achieved.
This indicates that a minimum power solution has been found, but the true network
connectivity, x = 0.22, is low; which based on the results presented in chapter 4 is
typical of this power adaptation scheme. The calculated outage was observed to be
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zero. The topology after the algorithm has run for 600 iterations is shown in Fig. 5.3,
the very fragmented resulting network can be clearly seen. A balf-link between nodes
1 and j mean that j is successfully communicating with ¢, but not vice-versa. For
exarnple, in Fig. 5.3, node 5 is being received! at node 2, but the SIR at node 5 from

node 2 does not exceed the minimum target SIR. When node mobility and shadow

6 8 1
~Oo—0—

5
5 O
j/ O/(/}
7 /1
Figure 5.3: Network 1, satisfy best link only

fading were introduced into the model, the outage increased slightly, but was still less
than 0.01 % and the mean SIR and average true network connectivity both decreased
slightly. All of these are indicative of the time varying channel interfering with the
algorithms ability to converge to a solution and to accurately track it after convergence

has been attained.

Using this transmit power adaptation scheme, even in conjunction with desired topology
information still resuits in & network that is disconnected 2nd thus not suitable for

implementation in an ad hoc network.
5.4.2 Satisfy all links

Given the same desired input topology combined with the satisfy all links transmit
power adaptation results in much better performance. The network topology resulting

is alrnost identical to the desired input topology, as can be seen from Fig. 5.4. The

'SIR. is above pre-specified target
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only difference is the additicn of 2 few extra links: node 8 is able to communicate

directly with node 0, and similarly node 5 is ahle to reach node 1. Without any

Figure 5.4: Network #1, satisfy all links

SIR cap (deseribed in section 4.7.1 page 85) the mean despread SIR of the system
was 18.33dB, which compared to the ideal of 10dB is much greater than required,
however this is to be expected, as & node will increase its power given any increase
command. A minimum power solution is achieved, with an average node transmit
power of 2.376 x 107> W (-46 dB). Although this is an order of magnitude increase
over the satisfy best link only method, the network is in a strongly connected state,

with point-to-point communication possible between any node pair.

The addition of fast mobility and shadow fading, resulted in a decrease in the average
true connectivity, as although the vast majority of simulation runs resulted in a mean
transmit power of approximately -50 dB, occasionally a run would converge to a much
greater average power, around -15dB with some of the nodes transmitting at maxdimum
power. Clearly, this large variance is a result of an algorithm with unstable regions,
indicative of the positive feedback effect that is inherent with the method whereby a

node increases its power if any other nodes demands an increase.
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5.4.3 Satisfy arithmetic mean

Using the satisfy arithmetic mean and a 1:1 increase:decrease ratio results in the final
topology displayed in Fig. 5.5. The mean connectivity is 46 % and the average transmit
power is 3.152 x 1076 W (-553B). Node 5 is able to communicate through a multihop
fashion to any other node in the network, but the algorithm fails in terms of maintaining

network connectivity.

0
O 3 1
5
, 5
g

/1

Figure 5.5: Network #1, weighted mean 1:1

Figure 5.6: Network #1, weighted mean 2:1

Ermphasizing the importance of the increase commands, the WM 2:1 transmit power
adaptation algorithm produces the topology of Fig. 5.8. Clearly the resulting topology
is strongly connected, and the average transmit power is 1.08 x 10™% W (-49.7 dB). The
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resulting topology differs slightly from the desired input topology, but with the only

negarive factor being the absence of the dual link 3 — §.
5.4.4 Optimum power algorithm

The previous methods all used the single bit controlling connectivity scheme described
in chapter 3 in comjunction with the pre-specified connectivity matrix. Based on the
algorithrn derived in section 5.3 the same connectivity was tested using the new algo-

Tithm.

Given the connectivity information the simulation calculates (for every node in the
network) the power required to satisfy the desired connectivity. The maximum of these
calculates powers is then set as the new transmission power, and the next iteration
proceeds simnilarly. In essence, the simulation does the calculation defined by (5.49) for

every node in the network to obtain the normalized gain matrix, H.

By determining the spectral radius of the H matrix, the given topology can be analyzed
to determine if a feasible solution exists. Recall the condition for a feasible solution:

the spectral radius of the normalized gain matrix must be less than unity: py < 1

The maximum modulus eigenvalue of the network given in Fig. 5.2 was found to be
0.736 which satisfies the feasibility solution. This value is constant over the course of

the simulation as their is no change in the path gains.

Using the new optimum power algorithm the transmission power adaptation of the
system was noted to be much gquicker, achieving convergence in approximately 50 iter-
ations. The average node transmission power was 1.337 x 1073 W (-48.7dB), which is
approximately the same value as obtained using the single-bit controlling scherme. The

final topology obtained is identical to that given in Fig. 5.4.

As the H matrix and the 77 vector are both calculable, the ideal minimum power

solution, as given by (5.51) can be determined. For the given network, the minimum
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power vector was obtained (calculated), and it was observed that the optimal power
control alzorithm was able to exactly achieve the analytic solution. Fig. 5.7 shows the
adaptation of the calculated optimal transmit power and actual adaptation of transmit
power for node 5. Convergence to the solution is achieved after approxamately 70
iterations, and this value is maintained indefinitely. The ideal transmit power vector
remains constant over the course of the simulasion except for the first few jterations

where it quickly adjusts to the final value. All nodes exhibit the same trends.

.| = » Oplimum x power
|| — Adapted tx power

Teansmit power (dB)

70 80 80 100

lterations

Figure 5.7: Adaptation of optimum and actual transmit power over time for node 5

When shadow fadiug aund mobility are included in the model, the spectral radius is no
longer constant, but varies over the course of & simulation run, and typically was in the
range of between 0.72 and 0.9. Every simulation iteration the calculated ideal power
vector also varies, and exact convergence to this vector is not possible, however the

algorithm is able to accurately track the changes, as indicated in Fig. 5.8.

Introducing a slightly more stringent topology, given in Fig. 5.9 leads to vastly different
results. The spectral radius was calculated to be 3.061, which would imply that the
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Figure 5.8: Adaptation of optimum and actual transmit power over time for node 5,
shadow fading and node mobility included

desired topology is not feasible. The calculated optimum transmit power vector con-
tained components with negative values, indicative of the infeasibility of the proposed
topology. Upon running the algorithm, all the nodes start to ramp up their transmis-
sion power until the majority of them reach their upper limit, the average power was

0.956 W (-0.195dB). This resulting topology, depicted in Fig. 5.10, shows the network

becomes partitioned.

Although not exhaustively tested, the two sample networks confirm the theory. If
the given topology has a feasible solution, i.e. py < 1, then the standard power
control algorithm given py (5.45) is able to achieve a2 minimum power solution in finite
time. When the system is not feasible the algorithm is quickly able to detect the
infeasibility, and then the problem becomes one of ideal topology selection.
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Figure 5.10: Network #2, using optimal transmit power algorithm

5.5 Summary

This chapter introduced the concept of an interference function, a tool that can be
used in the analysis of 8 power control algorithm. It was shown that if a power con-
trol algorithm conforms to a class defined as a standard power control algorithm then

convergence to a minimum power solution is assured.

A model for an ad hoc network where the connectivity is known (pre-specified by some
other means) was derived and the conditions for the existence of a feasible solution
presented. Using the pre-defined connectivity matrix and the satisfy ell links transmit
power adaptation algorithm, the desired topolozy was achieved for the test case, how-

ever when shadow fading and node mobility were introduced the average node transmit
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power was noted to exhibit a large variance beiween sirulstion runs, indicating that

the algorithm is not stable.

An adaptive power control algorithm for ad hoc uetworks was proposed, and it was
shown to conform to the definition of a standard power control algorithm. This algo-
rithm was tested using two sample networks, and where the topology was feasible the
algorithm was able to exactly obtain the minimum power solution. In the second case,

the desired topology was infeasible, and the algorithm quickly saturated.



Chapter 6

Conclusions

This dissertation focused on power control in ad hoc networks. Power control is a
crucial element in any wireless communication system (especially CDMA based), as
it allows the shared channel capacity to be maximized while striving for minimum
energy solutions. Power control is also useful in extending node lifetime due to the
mobile nodes battery limitations. All the results generated were produced with various

custom designed software simulation environments.

6.1 Dissertation summary

The introductory chapter discussed the concept of a wireless network, and introduces
the notion of an ad hoc network. The subject of power control was also elaborated
upon, and its necessity in a wireless network explained. Current ad hoc network im-

plementation such as WLAN and Bluetooth were also briefly covered.

Chaprer 2 provided 2 more in depth discussion of power control, explaining some of
the pertinent concepts. A literature survey of selected power control techniques used
In cellular and ad hoc networks was also presented.

A distributed power control algorithm was described in Chapter 3. The algorithm

134
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consists of two separate components: controlling connectivity criterig, and transmit
power adaptation. One of the problems in an ad hoc network is the lack of defined
connectivity. It is the aim of power control to establish a strongly connected topology,
and the goal of the controlling conneciivity criteria is to select which nodes a single node
should control. A node will send power control commands to the nodes which it deems
suitable, i.e. those that pass the connectivity criteria. Four rnethods of determining
this criteria were proposed: signal received above some predefined threshold, maximum
inter-node distance based, control the K nodes received with the greatest power and
confrol the K nodes received with the greatest SIR. The decision as to issue an increase
or decrease control signal is based upon an ideal received power (borrowed from a
cellular system) which tekes into account second order signal szatistics to guarantee QoS
requirements. The transmit power adaptation portion of the algorithm determines how
a node should interpret its received power control commands. The methods proposed
include: increase power if any node commands an increase (satisfy all links), decrease
power if any node commands a decrease (saiisfy best link only), do majority command

(network fair) and emphasize trend (weighted mean).

The system model for the ad hoc network was presented in Chapter 4. Mathermatical
models for the total path loss, including distance attenuation and shadow fading were
formulated. A method of calculating the ideal received power factor, as described in
section 3.4.2, was presented and a general description of the simulation environment
given. The results indicate that no combination of connectivity criteria and transmit
power adaptation are able to guarantee that the network remains strongly connected.
Typically, using the satisfy best link only power adaptation method achieves the lowest
average transmit power but also has the worst resuiting connectivity; rendering it
unusable for implementation in an ad hoc network. A connectivity of approximately
35% is achievable if the SIR from grestest K nodes is used in conjunction with the
WM 1:1 transmit power adaptation method.

Chapter 3 introduced the concept of an interference function, which is a tool devel-
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oped rto aid in the analysis of a power control algorithm. A special type of interference
function knowm a5 a standard interference function was presented, and the proof of a
synchronous system given. A mathematical mocdel for an ad hoc network was devel-
oped. Given a desired (known) wopology, a distributed iterative algorithm was derived
and shown to be standard. An optimal power vector was derived, and the conditions
given for convergence of the system to the ideal svstem transmit vector. Using a prede-
fined petwork with known desired connectivity, the various transmit power adaptation
algorithms proposed in chapter 4 were tested for their ability to converge to the pro-
posed topology. The satisfy best link only algorithm was shown to lead to large scale
partitioning of the network, confirming it as an inappropriate choice for an ad hoc net-
work. The satisfy all links power adaptation algorithm was able to achieve the desired
topology, but when shadow fading and fast mobility were introduced into the system it
was observed that occasionally the transmit power of some of the nodes in the system
would saturate at the maximum power, indicative of the unstable positive feedback
nature. Using the iterative method proposed, the same network topologies were tested,
and it was found that when the system was feasible the algorithm was able to adapt
to the calculated optimum power vector. An unfeasible topology input resulted in the
calculated optimum power vector containing negative components, and the algorithm

quickly saturated for most of the nodes.

6.2 Future directions

Due to the packet based nature of all the transmissions, a node can switch power levels
depending on how the data packet needs to be routed. Thus the node uses only the
minimum power required to transmit that particular packet to the node, and 100 %
conmectivity at every time instant would not be necessary, as the node could buffer the
data and transmit at a later stage. Testing the performance of such a scheme however
would need an accurate traffic generation algorithm, as well as the implementation of

one of the established ad hoc routing protocols, and is beyond the scope of this research.
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