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Abstract

Solutions to convex feasibility problems are generally found by iteratively con­

structing sequences that converge strongly or weakly to it. In this study, four types

of iteration schemes are considered in an attempt to find a point in the intersection

of some closed and convex sets.

The iteration scheme Xn+l = (1 - An+dy + An+lTn+lxn is first considered for in­

finitely many nonexpansive maps Tl , T2 , T3 , ... in a Hilbert space. A result of Shimizu

and Takahashi [33] is generalized, and it is shown that the sequence of iterates con­

verge to Py, where P is some projection. This is further generalized to a uniformly

smooth Banach space having a weakly continuous duality map. Here the iterates

converge to Qy, where Q is a sunny nonexpansive retraction. For this same iteration

scheme, with finitely many maps T l , T2 , ... , TN , a complementary result to a result of

Bauschke [2] is proved by introducing a new condition on the sequence of parameters

(An). The iterates converge to Py, where P is the projection onto the intersection

of the fixed point sets of the Tis. Both this result and Bauschke's result [2] are then

generalized to a uniformly smooth Banach space, and to a reflexive Banach space

having a weakly continuous duality map and having Reich's property. Now the iter­

ates converge to Qy, where Q is the unique sunny nonexpansive retraction onto the

intersection of the fixed point sets of the Tis.

For a random map r : N -t {I, 2, ... ,N}, the iteration scheme xn+l = Tr(n+l)Xn

is considered. In a finite dimensional Hilbert space with Tr(n) = Pr(n) , the iterates

converge to a point in the intersection of the fixed point sets of the PiS. In an arbitrary

Banach space, under certain conditions on the mappings, the iterates converge to a

point in the intersection of the fixed point sets of the Tis.

For the scheme Xn+l = (1- An+l)Xn+An+lTr(n+l)Xn, in a finite dimensional Hilbert

space the iterates converge to a point in the intersection of the fixed point sets of the

v



Tis, and in an infinite dimensional Hilbert space with the added assumption that the

random map r is quasi-cyclic, then the iterates converge weakly to a point in the

intersection of the fixed point sets of the Tis.

Lastly, the minimization of a convex function () is considered over some closed and

convex subset of a Hilbert space. For both the case where () is a quadratic function

and for the general case, first the unique fixed points of some maps TA are shown

to converge to the unique minimizer of () and then an algorithm is proposed that

converges to this unique minimizer.
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Chapter 1

Introduction

Numerous problems, coming from disciplines as diverse as approximation theory,

integral equations, signal and image processing, computerized tomography and control

theory ([10], [11],[12], [21], [32], [35], [40], [41]) can be realised as a convex feasibility

problem (CFP). A convex feasibility problem can be mathematically formulated as

follows:

Assume {Ci}~l is a finite family of nonempty, closed and convex
N

subsets of a Hilbert space H with C := nCi =I- 0. Find a point in C.
i=l

A CFP is usually formulated in a Hilbert space H and the fixed point sets of certain

projections define the nonempty, closed and convex subsets Ci .

A typical application of the CFP is in image recovery. The problem of image

recovery can be stated as follows:

The original (unknown) image f is known a priori to belong to the

intersection of N well-defined closed convex sets Cl, ... , CN, in a Hilbert

space H. Given only the metric projections ~ of H onto Ci (i = 1,2, ... , N),

recover f by an iterative scheme.

Solutions to CFPs are generally found by iteratively constructing sequences that

1
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converge strongly or weakly to it. Different iteration schemes have been proposed

by various authors. In this study the following schemes are considered: the scheme

introduced by Halpern [19], the Mann [24] iteration scheme, the random iteration

scheme and the scheme proposed by Deutsch and Yamada [13].

For N nonexpansive maps T1 , T2 , . .. , TN , the iteration scheme

(1.1 )

was introduced first by Halpern [19] in 1967 in which he considered the case where

y = 0 and N = 1 (i.e. he considered only one map T). He showed that the condi-
00

tions lim An = 0 and L An = 00 were necessary conditions for the convergence of
n->oo

n=l
the iterates to a fixed point of T. In 1977 Lions [23] considered the above scheme

An - An+l
with the additional assumption lim A2 = 0 on the parameters, and obtained

n->oo n+l
convergence of the iterates. However, Lions' conditions on the parameters did not

include the natural choice of parameters, An = _1_. Reich [30] in 1983 posed the
n+l

following problem:

In a Banach space, what conditions on the sequence of parameters (An)

will ensure convergence of the iterates?

Wittmann [38] in 1992, in the setting of a Hilbert space, obtained convergence of
00

the iterates, where the parameters satisfied L IAn - An+ll < 00, in addition to the
n=l

two necessary conditions. Reich [31] in 1994 obtained strong convergence of the iter-

ates where the underlying space was uniformly smooth and had a weakly continuous

duality map. His result was proved for the case of a single map (i.e. N = 1), and

the parameters satisfied the two necessary conditions for convergence in addition to

the fact that they were increasing. Bauschke [2] in 1996, generalized Wittmann's
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result to finitely many maps, where Tn := Tn mod N. The additional condition on
00

the parameters that he used was 2:: IAn - An+NI < 00. He also provided an algo-
n=l

rithmic proof which has been used successfully, with modifications, by many authors

([13], [33], [39]). In 1997, Shioji and Takahashi [34] extended Wittmann's result

to a Banach space. Chapters 3 and 4 of this thesis provide some answers to the

problem posed by Reich [30], by introducing a new condition on the parameters,

lim~ = 1, in the framework of both Hilbert and Banach spaces.
n---+oo An+N

Mann [24], in 1953, introduced what is now known as the Mann iteration scheme:

Mann showed that for a continuous selfmap T of a closed interval [a, b] having one fixed
1

point, convergence to this fixed point is obtained for the case of An = -. Reich [28], in
n

1979, showed that in a uniformly convex Banach space having a Frechet differentiable

norm and with T nonexpansive and having a fixed point, then weak convergence of

the iterates is obtained under certain conditions on the parameters (An). Tseng [36],

in 1992, considered the scheme

where r : N -+ {I, 2, ... N} is a random map, and the maps T1 , ... , TN are used.

He proved that in a finite dimensional Hilbert space, convergence of this scheme is

obtained, resolving a conjecture posed by Bruck [26] in 1983, at least in the finite

dimensional case. He also shows, in an infinite dimensional Hilbert space, under the

quasi-cyclic order, the iterates converge weakly.
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The random iteration scheme

has been considered by various authors ([3], [5], [7], [15], [16], [20]). Dye and Re ich [16]

showed that in a Hilbert space with r quasi-periodic, the iterates converge weakly.

In [15], they were able to extend this result to reflexive Banach spaces with a weakly

continuous duality map. However, the result could only be proved if the pool of maps

to be drawn from consisted of only two maps. In [14], Dye et al proved their result

for Banach spaces that have Opial's property. However, in all of these results, only

weak convergence of the iterates is obtained.

The scheme considered by Deutsch and Yamada [13] is defined by

Deutsch and Yamada considered this scheme in the context of the minimization prob­

lem:

Find u* E C so that B(u*) = min B(u).
uEC

Under certain conditions they show that the above scheme converges to the unique

minimizer of B. This scheme generalizes the scheme introduced by Yamada et al [39]

with B(x) = ~(Ax, x)-(b, x). It also generalizes the scheme introduced by Halpern [19],

Lions [23], Wittmann [38] and Bauschke [2].

For the remainder of this chapter a brief overview of the results that are obtained

in this study is presented.
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In chapter 2, definitions, notations and fundamental results are provided, and

proofs of some of these results are included. The topics covered are results for real

numbers, uniformly convex spaces, smooth Banach spaces, projections, duality maps,

nonexpansive mappings and sunny nonexpansive retractions.

In chapter 3, all the results are set in a real Hilbert space. The iterative scheme

is considered and convergence under different conditions is investigated. In Theo-

rem 3.4 for infinitely many nonexpansive maps TI , T2 , T3 , ... , under the assumptions
DO

that lim sup IITnx - Vk(Tnx) II = 0, (Vk nonexpansive, k = 1,2, ... , N), nFix(Ti ) :2
n--fDO xEC i=1

N DOnFix(Vk) =I- 0, lim An = 0 and L An, the iterates are shown to converge to Py,
n--fDO

k=1 n=1
N

where P is a projection onto nFix(Vk). Theorem 3.4 generalizes a result of Shimizu
k=1

and Takahashi ([33]; Theorem 1), which is included in Corollary 3.5. Theorem 3.7

is a complementary result to Theorem 3.1 of Bauschke [2] in which the condition
DO

L IAn - An+NI < 00 is replaced by the new condition lim~ = 1. As is shown
n= I n--fOO An+N

in Example 3.6, neither condition is stronger than the other.

In chapter 4, the iteration scheme

is again considered, but this time the underlying space is a Banach space. Theorem 4.1

extends Theorem 3.4 with the sunny nonexpansive retraction replacing the projection

in a Hilbert space. In addition, it extends Theorem 1 of Shimizu and Takahashi [33]
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00

to Banach spaces. In Theorem 4.2, the condition L I>\n - An+NI < 00 provides an
n=l

extension of Bauschke's Theorem 3.1 [2] to uniformly smooth Banach spaces, while the

condition lim~ = 1 extends Theorem 3.7 to uniformly smooth Banach spaces.
n-too An+N

Theorem 4.4 is new and generalizes Theorem 3.1 of Bauschke [2] to a reflexive Banach

space having a weakly continuous duality map and having Reich's property.

In chapter 5, the random iteration scheme

and the relaxed iteration scheme

are considered for finitely many maps T1 , T2 , ... ,TN . In Theorem 5.1, the random

iteration scheme in a finite dimensional real Hilbert space is considered, where the

mappings are projections, and convergence of the iterates is obtained. Tseng ([36],

Theorem 1) showed the convergence of the relaxed iteration scheme in a finite dimen-

sional Hilbert space, with the assumption that each map is chosen infinitely often.

Theorem 5.2 is exactly Tseng's result, but an alternate proof is provided. Theorem 5.4

considers the relaxed iteration scheme in an infinite dimensional Hilbert space with

the added assumption that r is quasi-cyclic, and obtains weak convergence of the

iterates. This is the same as Theorem 2 of Tseng [36], but a variation of the proof

is provided. In Theorem 5.5, the random iteration scheme is considered in a Banach

space with certain conditions imposed on the mappings, and strong convergence of

the iterates is obtained. Theorem 5.5 is a generalization of Theorem 5.1, but the proof

is included because it is much simpler than the rather technical proof of Theorem 5.5.
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In chapter 6, applications to minimization problems are considered. All the results

hold in the framework of a Hilbert space. Firstly, we consider the scheme proposed

by Yamada et al [39]. Theorem 6.4 is a more general result than Theorem 1 of [39],

where it is shown that the unique fixed points of some mappings TA converge to

the unique minimizer of a quadratic function B. Theorem 6.5 is a generalization of

[ ] ... . IAn - An+11 b
Theorem 2 of 39, where we replace LIOns' condItIOn hm A2 = 0 Y our

n-too n+l
A

new, more general condition lim __n_ = 1, and finitely many mappings are consid-
n-too An+N

ered. We then consider the iteration scheme proposed by Deutsch and Yamada [13].

In Theorem 6.13 it is shown the unique fixed points of TA converge to the unique

minimizer of the problem. This result is new since Deutsch and Yamada [13] did not

consider the behaviour of these fixed points. Theorem 6.14 is the main result of this

chapter, where it is shown that the iterates as defined by Deutsch and Yamada [13]

converge to the unique minimizer of the minimization problem. This result is com-

plementary to a result of Deutsch and Yamada ([13]; Theorem 3.7), in which the
00 A

condition L IAn - An+NI < 00 is replaced by the condition lim __n_ = 1.
n=1 n-too An+N



Chapter 2

Preliminaries

This chapter forms the basis for the rest of the thesis. Definitions, notations and some

basic results are provided. The proofs for some results are included, and references

are provided if they are not proved. Many of the results are very well-known but

there are some that are not widely known.

For the remainder of the thesis we work either in a real Hilbert space or a real

Banach space. A Banach space will be denoted by X with norm 11·11. A Hilbert space

will be denoted by H with the inner product (-, .).

JR. and N will denote the sets of real numbers and natural numbers, respectively.

JR. will denote the set of extended real numbers. If X and Y are Banach spaces then

L(X, Y) (resp. B(X, Y)) will denote the space of all linear (resp. bounded linear)

operators from X to Y. B(H) denotes the set of all bounded linear operators from

H to H. The dual space of X, denoted by X', is the space of all bounded linear

operators (or functionals) from X to R

8
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In a real Banach space X, for x E X and x* E X, we sometimes write (x,x*) for

x* (x).

We write X n ---+ x if the sequence (xn ) converges to x. We sometimes refer to

this as strong convergence. A sequence (xn ) is said to converge weakly to a point

x E X if

x*(xn ) ---+ x*(x) for all x* E X'.

We write X n ---'- x if X n converges weakly to x. Clearly, strong convergence implies

weak convergence.

We define weak*-convergence in X' as follows:

x EX.

x* ---'- *n x* if x~(x) ---+ x*(x) for all

Lemma 2.0.1 ([22]). Let X be a Banach space and let X n ---'- x in X. Then (xn ) is

bounded.

Lemma 2.0.2. Let X be a Banach space and let (x.>-) be a net in X. If every

subsequence of (x.>-) has a subsequence that converges to x, then x.>- ---+ x.

Proof. If (x.>-) does not converge to x, then there exists E > 0 such that for all

A E (0,1), there exists A, 0 < A :::; A such that x.>- ~ N(x, E) (N(x, E) is the E­

neighbourhood of x); i.e. Ilx.>- - xII ~ E.

Thus there exists AI, 0 < Al :::; ~ such that Ilx'>-l - xii ~ E.

Again there exists A2' 0 < A2 :::; ~AI such that Ilx'>-2 - xii ~ E.

Continuing in this way, we can find a subsequence (x.>-J of (x.>-) such that

IIx'>-n -xii ~ E for all n ~ 1. This implies that (x.>-J has no subsequence that converges

to x, contradicting the hypothesis. D
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Definition 2.0.3. Let C be a nonempty, closed and convex subset of a Banach space

X. A sequence (xn ) is said to be Fejer monotone with respect to C if

IIXn+l - ell::::; Ilxn- ell for all c E C.

The following result gives properties of a sequence that is Fejer monotone in a

Hilbert space.

Theorem 2.0.4 ([4]; Theorem 2.16). Let H be a Hilbert space and let C be a

nonempty, closed and convex subset of H. Let (xn ) be a sequence in H that is Fejer

monotone with respect to C. Then

(i) (xn ) is bounded.

(ii) (xn ) has at most one weak cluster point in C.

Consequently, (xn ) converges weakly to some point in C iff all weak cluster

points of (xn ) lie in C.

(iii) The following are equivalent:

1. (xn ) converges in norm to some point in C.

2. (xn ) has norm cluster points, all lying in C.

3. (xn ) has norm cluster points, one lying in C.

We sometimes use the notation lim an for hm inf an, and hm an for lim sup an'

The following facts are well-known and can be found in most standard functional

analysis texts. The results hold in a real Banach space.
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Fact 2.0.5 ([17]). A set A is relatively compact if and only if every sequence in A

has a convergent subsequence.

Fact 2.0.6 ([17]). A set A is relatively weakly compact if and only if every sequence

in A has a weakly convergent subsequence.

The following fact is extremely important and is frequently used, often without

reference.

Fact 2.0.7 ([17]). The following are equivalent:

(a) X is reflexive.

(b) Every bounded sequence in X has a weakly convergent subsequence.

(c) Every bounded set in X is relatively weakly compact.

Fact 2.0.8 ([17]). If X is a reflexive space) then every closed) bounded and convex

set in X is weakly compact.

Definition 2.0.9. If D is a subset of X, then Int(D) denotes the interior of D.

Definition 2.0.10. If X is a Banach space and A ~ X, then the convex hull of A

is defined by

convA = n{K ~ X : K ~ A and K is convex}.
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This is clearly the smallest convex set that contains A.

Definition 2.0.11. A function cP : X -+ ffi. is said to be convex if

cP(tx + (1 - t)y) :::::; tcP(x) + (1 - t)cP(y)

for all x,y E X and t E [0,1].

cP is called a proper convex function if it is convex and its domain is nonempty.

2.1 Results for Real Numbers

We now provide three results about real numbers that will be used later. Lemma 2.1.2

is especially useful.

Lemma 2.1.1 ([2]). Let (An) be a sequence in [0,1) such that lim An = 0. Then
n~oo

00 00

n=l n=l

Proof. Since lim An = 0, we may assume, without loss of generality, that An :::::; ~ for
n~oo

all n. If j(x) = In(l - x), then for 0:::::; x :::::; ~, it is clear that -2:::::; j'(x) :::::; -1.

Thus j'(x)+l :::::; °and j'(x)+2 ~ 0. This means that H1(x) := j(x)+x is decreasing

and H2 (x) := j(x) + 2x is increasing in the region °:::::; x :::::; ~. But H1(0) = °and

H2 (0) = 0. Hence H1(x) :::::; °and H2 (x) ~ °in this region, showing that

for all An E [0, n By taking sums

k k k

- L An ~ L In(l - An) ~ -2 L An;
n=l n=l n=l
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l.e.
k k k

- L An ~ In IT(1- An) ~ -2 L An·
n=l n=l n=l

Taking the limit as k ---+ 00 gives the result.

Lemma 2.1.2. Let (An) be a sequence in [0,1) that satisfies lim An = 0 and
n---+oo

00

o

L An = 00. Let (an) be a sequence of nonnegative real numbers that satisfies any
n=l
one of the following conditions:

(a) For all E > 0, there exists N E N such that for all n ~ N,

(b) an+l ~ (1 - An)an + Iln, n ~ 0 where Iln > 0 satisfies lim Iln = o.
n---+oo An

Then lim an = O.
n--too

Proof. (a) For n ~ N,

Taking limits as n ---+ 00, and noting Lemma 2.1.1 , gives liman ~ E. Since E > 0 is

arbitrary, lim an = O. Thus hm an = O.
n---+oo
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(b) If lim J1n = 0, then for all E > 0, there exists N E N such that ~n < E for all
~oo~ ~

n ~ N. Hence J1n < AnE for all n ~ N. So for all n ~ N,

By (a), lim an = O.
n-too

(c) Since lim Cn :S 0, we have for all E > 0, there exists N E N such that

sup{cn , Cn+l,"'} < E for all n ~ N.

In particular Cn < E for all n ~ N. Hence for all n ~ N,

By (a), lim an = O.
n-too

D

Lemma 2.1.3. Let (an) and (bn) be nonnegative sequences in IR, with l: anbn < 00

and l: an = 00. Then lim bn = O.

b
Proof. If b = lim bn > 0, then there exists N E N such that bn > 2" for n > N.

Therefore

D
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2.2 Uniformly Convex Banach Spaces

Definition 2.2.1. 1. A Banach space X is said to be strictly convex ifthe following

implication holds for all x, y E X:

Ilxll ::; 1

Ilyll ::; 1

Ilx - yll > °
~ IIX;yll < 1.

2. A Banach space X is said to be uniformly convex if for each E E (0,2], there

exists 6 > °such that the following implication holds for all x, y EX:

Ilxll ::; 1

Ilyll ::; 1

Ilx - yll ~ E

~ IIX;yll::; 6.

Clearly, a uniformly convex Banach space is strictly convex. In a finite-dimensional

space, they are equivalent.

Definition 2.2.2. Let X be a Banach space. The modulus of convexity is the

function 6x : [0,2] -t [0,1] defined by

6X(E) := inf { 1 -11 x; y 11 : Ilxll ::; 1, Ilyll ::; 1, Ilx - yll ~ E} .

We will write 6(E) if it is understood that we are working in the space X.

The following result is clear from the definitions.



16

Theorem 2.2.3. X is a uniformly convex Banach space if and only if b(E) > 0 for

all E E (0, 2] .

Example 2.2.4. A Hilbert space is uniformly convex.

Let H be a Hilbert space. Let E E (0,2] and let x, y E H with Ilxll = 1, Ilyll = 1

and Ilx - yll = E. By the parallelogram law:

we have

and so

IjX;t ~ (lI x ll' + Ilyll') _11 x ; y 11'

1- (~r,

1

Thus e5H(E) = 1- (1 - (~r) :2 > 0 since E E (0,2].

Therefore H is uniformly convex.

It is also clear from the definition of the modulus of convexity that for x, y E X

with Ilxll ~ 1, jlyll ~ 1 and Ilx - yll ~ E,

IIX;yll ~ 1-e5(E).

We have a more general result than this.
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Lemma 2.2.5. Let X be a Banach space. Let c E (0,2] and 0 < r < 1. Then for

each x, y E X with Ilxll ::; 1, Ilyll ::; 1 and Ilx - yll 2: c,

IIAX + (1- A)yll ::; 1 - 2min{A, 1- A} 6(c).

Proof. If A = ~, then the result is clear. Suppose that 0 < A < ~. Then

IIAX + (1 - A)yll IIA(x + y) + (1 - 2A)yll

112A (x; y) + (1 - 2AlYII

< 2AIIX;yll+(1-2A)

< 2A(1 - 6(c)) + (1 - 2A)

1 - 2A6(c).

If ~ < A < 1, then 0 < 1 - A < ~, and so

IIAX + (1 - A)yll ::; 1 - 2(1 - A)6(c).

Hence, in general,

IIAX + (1 - A)yll ::; 1 - 2 min{.\, 1- A} 6(c).

D

Theorem 2.2.6 ([8]; Theorem 2.9). If X is a uniformly convex Banach space then

X is reflexive.

More information on uniform convexity can be found in [18], pages 6-11.
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2.3 Smooth Banach Spaces

Definition 2.3.1. Let X and Y be Banach spaces and let D ~ X be open. If

F : D ----+ Y and x E D, then F is said to be Gateaux-differentiable (G-differentiable)

at x if there exists F'(x) E L(X, Y) such that

lim F(x + ty) - F(x) = F'(x)y := (y, F'(x)) for all y E X.
t-too t

Definition 2.3.2. Let X be a Banach space. f : X ----+ IR is said to be subdifferen­

tiable at a point x E X if there exists x* E X* such that

f(y) - f(x) 2: (y - x, x*) for all y E X.

x* is called a subgradient of f at x.

The set of all subgradients of f at x is denoted by of(x); i.e.

of(x) = {x* E x* : f(y) - f(x) 2: (y - x, x*) for all y EX}.

The mapping of: X ----+ 2x * is called the subdifferential of f.

(2.1)

Theorem 2.3.3 ([8]; Corollary 2.7). A proper convex function f is G-differentiable

at x E lnt D(1) if and only if it has a unique subgradient at x; in this case of (x) =

F'(x).

Definition 2.3.4. A Banach space X is said to be smooth if for every x =I- 0 in X,

there is a unique x* E X* such that Ilx* 11 = 1 and (x, x*) = Ilxll.
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Theorem 2.3.5 ([8]; Theorem 3.5). X is smooth if and only if the norm is G­

differentiable on X\{O}.

Example 2.3.6. A Hilbert space is smooth.

1. Ilx + tyll - Ilxll
lID

t-+O t

1
. (x + ty, x + ty) ~ - (x, x) ~

- lID ...:.-----=--'--.:::...:...--~---.:....-

t-+O t

1
. (x + ty, x + ty) - (x, x)

- lID 1 1

HO [(x + ty, x + ty)'i + (x, x)'i]t

1
. (x, x) + 2t(x, y) + t2(y, y) - (x, x)

- lID 1 1

HO [(x+ty,x+ty)'i + (x,x)'i]t

_ hID 2(x, y) + t(y, y)
HO Ilx + tyll + Ilxll
2(x,y)

211xll
(x,y)
Ilxll .

Let x E X\{O} and y E X. Let <jY(x) = Ilxll. Then

1
. <jY(x+ty)-<jY(x)
lID ---'----~--'---'-

t-+O t

So <jY' (x) = 11~ 11 .

Lemma 2.3.7. Let X be a Hilbert space. If <jY(x) = ~llxI12) then <jY'(x) = x.

Proof.

1
. <jY(x + ty) - <jY(x)
lID ---'-----'--~

t-+O t 1
. ~ IIx + tyl12 - ~ IIxll 2

- lID -=-------=:...:.:----=..:.-
t-+O t

_ hID IIxll2+ 2t(x, y) + t211yl12 - IIxl12
HO 2t

_ 1iID 2t(x, y) + t211yl12
HO 2t

(y, x).

Hence <jY'(x) = x. D
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Definition 2.3.8. A Banach space X is said to be uniformly smooth if

. 11 x + ty 11 + 11 x - ty 11 - 2 0
hm sup = .
HO Ilxll=llyll=l 2t

Lemma 2.3.9 ([8]; Proposition 3.11). If X is uniformly smooth, then X is smooth.

Lemma 2.3.10 ([8]). If X is uniformly smooth, then X is reflexive.

2.4 Projections

In this section, we work only in a real Hilbert space H. We define projections and

give the nice properties they have. The first result is standard and its proof can be

found in most standard Functional Analysis texts. In particular, more information

on the nearest point projections can be found in [18].

Theorem 2.4.1 ([22]). Let H be a Hilbert space and let K be a nonempty, closed

and convex subset of H. Then for x EX, there exists a unique y E K such that

inf Ilx - kll = Ilx - yll·
kEK

Definition 2.4.2. Let H be a Hilbert space and let K be a nonempty, closed and

convex subset of H. Then we define for any x E H,

d(x, K) := inf Ilx - kll.
kEK

The unique y E K, as obtained in Theorem 2.4.1 , will be denoted by PKx.

Thus Ilx - PKxll = d(x, K), and PK : H -tK is a well-defined mapping.

PK is called the nearest point projection (or simply the projection) of H onto K.
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The following lemma gives a characterization of projections.

Lemma 2.4.3 ([17]; Lemma 12.1). Let H be a Hilbert space and K a nonempty,

closed and convex subset of H. Then for x E H,

(aJ (z - PKx, PKx - x) 2: 0 for all z E K.

(bJ if (z - y,y - x) 2: 0 for each z E K, then y = PKx.

The following result shows that a projection is nonexpansive and firmly nonex­

pansive, as is defined in Section 2.6.

Lemma 2.4.4 ([17]). Let H be a Hilbert space and K a nonempty, closed and convex

subset of H. Then for any x, y E H,

and

Proof. We will write P = PK . Then by Lemma 2.4.3 ,

(Px - x, Py - Px) 2: 0

and

(Py - y, Px - Py) 2: o.

Equation 2.2 becomes,

(x - Px, Px - Py) 2: 0

(2.2)

(2.3)

(2.4)
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and adding equations 2.3 and 2.4 gives,

((x - y) - (Px - Py), Px - Py) 2: o.

Therefore

(x - y, Px - Py) - IIPx - Pyl12 2: 0,

and hence

(Px - Py, x - y) 2: IIPx - Py112. .

Also,

IIPx - Pyl12 :::; (PX - Py, x - y) :::; IIPx - Pyllllx - yll

and so

IIpx - Pyll :::; Ilx - yll·

o

The following result also gives a characterization of projections.

Lemma 2.4.5. Let H be a Hilbert space and K a nonempty, closed and convex subset

of H. Then for any x E H,

(a) Ilx - PKxl1 2 :::; Ilx - yl12 - IIPKx - yl12 for all y E H.

(b) if Ilx - zll2 :::; Ilx - yl12 - Ilz - yl12 for all y E H, then z = PKx.
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Proof. Let P = PK . Then

Ilx - Pxl1 2 Ilx - yl12 + Ily - Pxl1 2 + 2(x - y, y - Px)

Ilx - yl12 + Ily - Pxl1 2 + 2(x - Px, y - Px) + 2(Px - y, y - Px)

Ilx - yl12 + Ily - Pxl1 2+ 2(x - Px, y - Px) - 211y - Pxl1 2

Ilx - yl12 - Ily - Pxl1 2+ 2(x - Px, y - Px),

and the result follows from Lemma 2.4.3.

2.5 Duality Maps

o

The concepts of an inner product and projections in a Hilbert ~pace provide us with

all the nice inequalities that we use. Also, using the inner product, we are able to

get an isomorphism from H to H*, where each x E H is associated with an x* E H*

satisfying the property

(x, x*) = IIxl12= Ilx* 11 2

using Riesz's Representation Theorem.

In a Banach space X, the normalized duality map,

J(x) = {x* EX' : (x, x*) = IIxl1 2 = Ilx*112},

which is multivalued, generalizes this isomorphism.

In what follows, X will denote a real Banach space. For any x E X and x* E X' ,

by (x, x*) we mean x*(x).
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Definition 2.5.1. (i) A continuous, strictly increasing function 4> : jR+ ---+ jR+ that

satisfies 4>(0) = 0 and lim 4>(t) = 00 is called a weight/gauge function.
t-too

(ii) A duality mapping of weight 4> is a map Jq, : X ---+ 2x ' defined by

Jq,(x) = {x* EX' : (x,x*) = Ilx*llllxll, 4>(llxll) = Ilx*ll} (2.5)

The Hahn-Banach Theorem ensures that J<j>(x) is nonempty for each x E X.

If the weight function is defined by 4>(t) = t, then the corresponding duality map

is called the normalized duality map. Hence the normalized duality map is given

by

J(x) = {x* E X' : (x, x*) = IIxl1 2 = Ilx* 11 2
}. (2.6)

We note that in a Hilbert space, the normalized duality map is the identity map.

Definition 2.5.2. If 4> is a weight function, then define

<P(t) = it 4>(s)ds.

Theorem 2.5.3 ([8]; Theorem 4.4). If Jq, is a duality map of weight 4>, then

Jq, (x) = 8<P ( 11 x I1 ) .

1
Hence, if J is the normalized duality map, i.e. 4>(t) = t, then <P(t) = - t 2 , and

2
J(x) = 8(~ IlxI1 2

).
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Noting Theorem 2.5.3 , we obtain the following subdifferential inequality from

equation (2.1) :

<I>(llyll) - <I>(llxll) 2 (y - x,j</>(x)) for any j</>(x) E J</>(x). (2.7)

This can clearly be rewritten as

<I>(llx + yll) :S <I>(llxll) + (y,jrp(x + y)) for any j</>(x + y) E Jrp(x + y), (2.8)

and the inequality is most often used in this form.

For the normalized duality map J, the subdifferential inequality (2.8) becomes

Ilx + yW :S IIxl1 2 + 2(y,j(x + y)) for any j(x + y) E J(x + y). (2.9)

Lemma 2.5.4. If cjJ(t) = f(x + ty), then cjJ'(t) = (y, f'(x + ty)).

Proof.

cjJ' (t) 1
. cjJ(t + k) - cjJ(t)
lm -----'-----'--------'-

k--+O k

1
. f(x + (t + k)y) - f(x + ty)lm .:........:....-....:...--.:....:::....:.-.:........:....-~

k--+O k

1
. f(x + ty + ky) - f(x + ty)
lm -----'------'-'---------'-----'---------'-

k--+O k

(y, J'(x + ty)).

D

Lemma 2.5.5 ([8]; Corollary 2.7). If f is a proper, convex function and is con­

tinuous at x E lnt DU), then 8f(x) = f'(x).



Corollary 2.5.6. If Jrj; is single-valued, then we have the following identity:

1>(llx + hll) - 1>(llxll) = 11

(h, Jrj;(X + th))dt.

Proof. Let J = Jrj;. If g(t) = f(x + th) = 1>(llx + thll), then by Lemma 2.5.4

g'(t) = (h, j'(x + th)).

By Lemma 2.5.5 and Theorem 2.5.3 ,

j'(x + th) = 8f(x + th) = 8(1)(llx + thll) = J(x + th);

l.e.

d
dt 1>(llx + thll) = g'(t) = (h, J(x + th)).

So by integrating sides from 0 to 1 we obtain

1>(llx + hll) - 1>(llxll) = 11

(h, J(x + th))dt.

The following result gives another property of the function 1>.

Lemma 2.5.7. For any s 2: 0 and any t E [0,1],

1>(ts) ::; t1>(s).

Proof. Since 1> is convex, we have

1>(ts) - 1>(ts + (1 - t)O)

< t1>(s) + (1 - t)1>(O)

- t<I>( s).

26

D

D
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We now look at some properties of the duality map.

Theorem 2.5.8 ([8]; Proposition 4.7). Let lrp be a duality map having weight rP.
Then

(aj lrp(-x) = -lrp(x) for x EX.

</>(Allxll)
(b j 1rp (AX) = </> (11 x 11) 1rp (x), x EX, A > O.

(cj If 1rpl is another duality map having weight </>1, then

Proof. Write 1 = lrp and 11 = lrpl'

(a) By Theorem 2.5.3 , and by definition of the subdifferential

lex) - 8(<I>(llxll))

- {x* E X' : <I>(llyll) - <I>(llxll) 2: (y - x, x*) for all y EX}.

Now

x* E l( -x) {::} <I>(llyll) - <I>(lIxll) 2: (y + x, x*) for all y E X

{::} <I>(llyll) - <I>(llxll) 2: (-y - x, -x*) for all - y E X

{::} -x* E l(x)

{::} x* E -lex).

Hence l( -x) = -lex).

(b) Let x* E lex) and let 0: = rPJ~i~~W. We will show that o:x* E l(Ax). Indeed,

(AX,o:X*) - AO:(X, x*)

- Ao:llx*lIl1xll

- I100x* 1IIIAXll
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and

Ilax*11 - allx*11
_ 4>('\llxll) 4>(llxll)

4>(llxll)
- 4>(,\llxll)

- 4>(II'\xll)·

Thus ax* E J('\x).

The converse can be similarly proved.

(c) Let x* E J1(x) and a = :l~:~:()" We will show that ax* E J(x).

(x, ax*) - a(x, x*)

- allx*llllxll

- Ilax*llllxll

and

Ilax*11 - allx*11

- a4>l (Ilxll)

- 4>(llxll)·

Hence J1(x) ~ aJ(x).

By symmetry, J(x) ~ .!..J1(x), and so we obtain the result.
a

o

Part (c) of the previous theorem shows that if anyone duality map is single-valued,

then all the duality maps must be single-valued.
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Theorem 2.5.9 ([8]; Corollary 4.5). A Banach space X is smooth if and only if

every duality map on X is single-valued; in this case

d
\y, J<j>(x)) = dt <p(llx + tyll)lt=o, for all x, yE X.

By the remark before the statement of this theorem, the single-valuedness of only

one duality map will ensure that a Banach space is smooth.

Lemma 2.5.10. If X is a uniformly smooth Banach space then the duality map J<j>

is uniformly continuous on bounded sets.

Definition 2.5.11. A Banach space X is said to have a weakly continuous du-

ality map if there exists a weight c/J such that J<j> is single-valued and weak-weak*

sequentially continuous; i.e. if X n --'. x in X, then J(xn ) --'.* J(x) in X'.

We note that Banach space that has a weakly continuous duality map is necessarily

smooth. In a smooth Banach space, IIJ(x)11 = Ilxll, where J is the normalized duality

map.

Example 2.5.12 ([8]; Proposition 4.9; Corollary 4.11).

The duality map on the LP-space,l < p < 00 corresponding to the weight c/J(t) = tp - 1

is given by

J j = IlfllP-1sgnj ,f E LP.
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The duality map on the gP-space, 1 < p < 00, corresponding to the weight c/J(t) = tp
-

1

is given by

2.6 Nonexpansive Mappings

Definition 2.6.1. Let X be a normed linear space and let C be a nonempty, closed

and convex subset of X.

1. A mapping T : X ----+ X is said to be a contraction if there exists a constant

k, 0 < k < 1, such that

IITx - Tyll :::; kllx - yll for all x, y E X.

2. If X is a Banach space, then a map T : C ----+ C is said to be nonexpansive if

IITx - Tyll :::; Ilx - yll for all x, y E C.

3. x E C is called a fixed point of T : C ----+ C if Tx = x. The set of all fixed

points of T is denoted by Fix(T); i.e. Fix(T) = {x E C : Tx = x}.

The next result is the famous Banach's Contraction Mapping Principle, the proof

of which can be found in [17].

Theorem 2.6.2 ([17J; Theorem 2.1). (Banach's Contraction Mapping Principle)

Let X be a Banach space, C a closed subset of X and T : C ----+ C be a contraction.
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Then T has a unique fixed point in C. Moreover, for each Xo E C, the sequence of

iterates (Tn xo ) converges to this fixed point.

The following result ensures the existence of the nearest point projection of H

onto Fix(T).

Theorem 2.6.3 ([17]; Lemma 3.4). Let H be a Hilbert space and C ~ H a

nonempty, closed and convex set. If T : C -+ C is nonexpansive, then Fix(T) is

closed and convex.

A firmly nonexpansive map can be defined on a Banach space, but all we need is

a firmly nonexpansive map in a Hilbert space. The definition is greatly simplified in

a Hilbert space, and hence this is the definition we provide.

Definition 2.6.4. Let H be a Hilbert space and let C ~ H be a nonempty, closed

and convex set. Then a mapping T : C -+ C is said to be firmly nonexpansive if

T = ~(I + S) where S : C -+ C is a nonexpansive map.

The next result gives a characterization of firmly nonexpansive maps in Hilbert

spaces. For the proof, see [17].

Theorem 2.6.5 ([17]; Theorem 12.1). Let C be a nonempty, closed and convex

subset of a Hilbert space H and let T : C -+ C be a mapping. Then the following

conditions are equivalent:

(a) T is firmly nonexpansive.
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(b) IITx - Tyl12 ~ (Tx - Ty, x - y) for all x, y E C.

(c) 2T - I is nonexpansive.

A firmly nonexpansive map is clearly nonexpansive. We include the following re­

sult about firmly nonexpansive maps.

Lemma 2.6.6 ([4]; Lemma 2.4(ii)). If C is nonempty, closed and convex subset

of a Hilbert space H and if T : C ------+ C is firmly nonexpansive with Fix(T) f. 0, then

for x E C and f E Fix(T),

(i) (Tx - f, x - Tx) 2: O.

(ii) Ilx - fl1 2
- IIRx - fl1 2 > a(2 - a)llx - Txl1 2 where R '- (1 - a)I + aT,

aE(O,2).

Theorem 2.6.7. Let C be a nonempty, closed and convex subset of a Hilbert space

H. Then the nearest point projection Pc : H ------+ C is firmly nonexpansive.

The above result follows from Lemma 2.4.4 .

The following result gives the fixed point set for a convex combination of nonex­

pansive maps, in a uniformly convex Banach space.
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Lemma 2.6.8. Let X be a uniformly convex Banach space, and let C ~ X be a

nonempty, closed and convex set. Let Ti : C -+ C be nonexpansive (i = 1,2, . .. ,N)
N

such that nFix(Ti) #- 0 and let V = )\lT1 + A2T2 + ... + ANTN where Ai > 0 for
i=l

N

i = 1,2, ... , Nand L Ai = 1. Then
i=l

N

Fix(V) = nFix(Ti).
i=l

Proof. We will prove this result by induction on N. It is clearly true for N = 1.
2

We will now prove it for N = 2. It is clear that Fix(V) ~ nFix(Ti). Now let
i=l

p E Fix(V). Then A1Tl (p) + A2T2(P) = p. We need to show that T1(p) = p and

T2 (p) = p. If T1 (p) = p, then

Hence T2(p) = p as well. So we may assume that T1(p) #- p and T2(p) #- p. This also

implies that T1(p) #- T2(p). For any q E Fix(T1)nFix(T2), since p #- q, we have

lip - qll - 1lA1Tl(P) + A2T2(P) - ql!

- IlAl(T1(p) - q) + A2(T2(p) - q)11

- lip - qll II Al (~,;p2 ~llq) + A2 (~,;p2 ~llq) 11· (2.10)

By the nonexpansivity of T1 and T2 and the fact that q E Fix(Td nFix(T2),

11

T1(p) - qll < lip - qll = 1
lip - qll - lip - ql! '

II
T2 (P) - qll < lip - qll = 1
lip - qll - lip - qll '

and
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1 1
with E > 0 and E = lip _ qllllT1(p) - Tz(p) 11 ~ lip _ qll (1IT1(p) - qll + IITz(p) - qll) ::; 2.

By Lemma 2.2.5, equation (2.10) becomes

(2.11)

and by uniform convexity, 8(E) > 0 by Theorem 2.2.3. Hence equation (2.11) becomes

lip - qll < lip - qlL a contradiction. So T1(p) = p and Tz(p) = p. Hence

Fix(V) = Fix(T1 ) nFix(Tz). So the result is true for N = 2.

Assume now that the result is true for N 2: 3. Next we will show that the result is
N+l

also true for N + 1 and by induction it will be true for all N. Let V = L Ai~ and
i=l

N+l A
put T = '" \~. Then V = A1T1+ (1 - Al)T. Hence

L..,., 1 - 1
i=Z

Fix(V) Fix(T1) nFix(T)

Fix(T,) n(01

FiX(7;))

N+lnFix(Ti ).

i=l

o

2.7 Opial's Property and the Demiclosedness

Principle

Definition 2.7.1. A Banach space X is said to have Opial's Property if whenever

X n ----I. x and y =I- x, then lim Ilxn - xii < lim IIxn - yll.

Opial's property was introduced by Opial [25] in 1967, where he showed that
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Hilbert spaces and RP spaces, 1 < p < 00, have this property.

Definition 2.7.2. A Banach space X is said to satisfy the Demiclosedness Prin­

ciple if for any nonempty, closed and convex subset C of X and any nonexpansive

map T : C -t C, 1- T is demiclosed; i.e. if X n ---'- x in C and (I - T)(xn) ---+ y, then

(I - T)(x) = y.

The next result shows in which space the Demiclosedness Principle holds.

Theorem 2.7.3 ([17]; Theorem 10.4). If X is a uniformly convex Banach space,

then the Demiclosedness Principle is satisfied.

A space having Opial's Property has the following nice property.

Theorem 2.7.4 ([17]). Let X be a Banach space that has Opial's Property. Then

X also satisfies the Demiclosedness Principle.

Proof. Let (xn) be a sequence in C such that X n ---'- x and (I - T)(xn) ---+ y. Define

Ty(z) = Tz + y for z E C. Then for Zl, Zz E C,

IITy(Zl) - Ty(zz) II II(T(Zl) + y) - (T(zz) + y)11

IIT(zd - T(zz)11

< IIz1 - zzll·

Hence Ty is nonexpansive with (I - Ty)(xn) ---+ O.

We need to show that Tyx = x.

Ilxn - Tyxll < Ilxn - Tyxnll + IITyxn - Tyxll

< 11 (I - Ty)(xn) 11 + IIxn - xII·



Hence lim Ilxn - Tyxll :; lim Ilxn - xii·

By Opial's Property, x = Tyx and hence (I - T)(x) = y.
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o

The above proof can be found in [17], and even though their hypothesis includes

X reflexive, no use of this fact is made in the proof.

As mentioned earlier, all Hilbert spaces and alll!P spaces, 1 < p < 00, have Opial's

Property. More generally, all spaces that have a weakly continuous duality map have

Opial's Property. To prove this, we require the following lemma.

Lemma 2.7.5. Let X be a Banach space that has a weakly continuous duality map

J4J. If X n ~ x, then for all y E X, we have the following identity:

lim <I>(llxn - yll) = lim <I>(lIxn - xII) + <I>(llx - yll)·

Proof. First take x = o. We have the following identity (Corollary 2.5.6 ):

So

lim <I>(llxn + yll) lim [<I>(llxnll ) +11

(y, J4J(ty))dt ]

lim <I>(llxnll) +11

(y, J4J(ty))dt

- 111lim <I>(llxnll) + - (ty, J4J(ty))dt
a t

lim <I>(lIxnll) + t ~ IltY11 cP(lltYII)dtla t

lim <I>(llxnll) +11

Ilyll cP(l/tYll)dt.
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If we let s = Ilty\1 in the integral, then

111Iyll4>(Iltyll)dt l
llYl1

o 4>(s)ds

<I>(llyll) .

For the general case, take Zn = X n - X -----'- O. So for any Z EX,

lim <I> (Ilzn - zll) = lim <I>(llznll) + <I>(llzll)·

Let y = x + z. Then

lim <I>(llxn- yll) = lim <I>(llxn- xii) + <I>(lly - xII)·

o

Theorem 2.7.6. Let X be a Banach space that has a weakly continuous duality map

JljJ. Then X has Opial's Property.

Proof. Suppose X n -----'- x and suppose that y -I x. From Lemma 2.7.5 and the fact

that <I> is strictly increasing,

lim <I>(lIxn - xiI) + <I>(lly - xII)

> lim <I>(llxn- xii)·

Thus X has Opial's Property.

2.8 Sunny Nonexpansive Retractions

D

Sunny nonexpansive retractions in Banach spaces together with duality maps, have

characterizations which are analagous to projections in Hilbert spaces. We define the
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following concepts below.

Definition 2.8.1. Let X be a Banach space, Ca nonempty, closed and convex subset

of X, and K a nonempty subset of C. Let P : C ---t K. P is said to be:

1. sunny if for each x E C we have

P(tx + (1 - t)Px) = Px.

2. a retraction of C onto K if P is onto and

Px = x for all x E K.

3. a sunny nonexpansive retraction if P is sunny, nonexpansive and a retrac­

tion of C onto K.

The following result gives a characterization of sunny nonexpansive retractions on

a smooth Banach space.

Theorem 2.8.2 ([18], [27]). Let X be a smooth Banach space and let C be a

nonempty, closed and convex subset of X. Let Q : X ---7 C be a retraction and let J

be the normalized duality map on X. Then the following are equivalent:

(a) Q is sunny and nonexpansive.

(b) IIQx - Qyl12 ~ (x - y, J(Qx - Qy)) for all x, yE X.

(c) (x - Qx, J(y - Qx)) ~ 0 for all x E X and y E C.
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Hence there is at most one sunny nonexpansive retraction on C.

Lemma 2.8.3. Let X be a Banach space and C a nonempty, closed and convex subset

of X. If T : C -t C is a nonexpansive map and Z EX, then for each 0 < t < 1, there

exists a unique Zt E C such that Zt = tz + (1 - t)Tzt .

Proof. Let S(x) = tz + (1 - t)T(x) for x E X. Then

IIS(xd - S(x2)11 11(1- t)(T(Xl) - T(X2))11

< (1-t)ll x I-X211·

Since 0 < 1 - t < 1, S is a contraction, and so by Banach's Contraction Mapping

Principle, S has a unique fixed point Zt. Thus Zt = S(Zt) = tz + (1 - t)Tzt. 0

Reich [29] proved the following result.

Theorem 2.8.4 ([29]). Let X be a uniformly smooth Banach space and C a nonempty,

closed and convex subset of X. Let T : C -t C be nonexpansive and let Z EX. For

each 0 < t < 1, there exists a unique Zt E X satisfying Zt = tz + (1 - t)Tzt and

(Zt)O<t<l converges to a fixed point of T as t ---+ 0+.

Definition 2.8.5. A Banach space X is said to have Reich's Property if for any

weakly compact and convex subset C of X, any nonexpansive mapping T : C -t C

and any Z E C, (Zt) (as obtained in Lemma 2.8.3 ) converges to a fixed point of T as

t ---+ 0+.
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Thus we have that every uniformly smooth Banach space has Reich's property.

The following result gives a property for the normalized duality map which will be

used in Theorem 2.8.8 .

Lemma 2.8.6. Let X be a smooth Banach space, C a nonempty, closed and convex

subset of X and T : C ---t C nonexpansive. If J is the normalized duality map on X,

then

((1 - T)(x) - (1 - T)(y), J(x - V)) ~ 0 for all x, y E C.

Proof. Since X is smooth, J is single-valued. Then by definition of the normalized

duality map

((1 - T)(x) - (I - T)(y), J(x - V)) (x - y, J(x - V)) - (Tx - Ty, J(x - V))

Ilx - yl12 - (Tx - Ty, J(x - V))

> Ilx - yl12 - IITx - TylIIIJ(x - y)11

> Ilx - yl12 - Ilx - yllllx - yll

o.

o

The next lemma can' be found in [8] and it gives a relationship between smooth

spaces and strictly convex spaces.

Lemma 2.8.7 ([8]; Theorem 1.3, Corollary 1.4 and Corollary 1.5). Let X be

a Banach space.

(aj If X' is strictly convex, then X is smooth.
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(b) If X is reflexive, then X is smooth if and only if X' is strictly convex.

(c) Let X be a Banach space with X' strictly convex. Then any duality map is

norm-to-weak* -continuous.

The following result gives conditions for the existence of a sunny nonexpansive

retraction.

Theorem 2.8.8. Let X' be a strictly convex Banach space, X have Reich's property,

C be a nonempty, closed and convex subset of X and T : C ~ C a nonexpansive map

with Fix(T) i- 0. Then Q : C ~ Fix(T) defined by

Q(Z) = lim Zt
t-tO+

is a sunny nonexpansive retraction.

Proof. For any Z E C, there exists a unique Zt E C such that Zt = tz + (1 - t)Tzt for

o< t < 1. By Riech's property, lim Zt exists. Define Q(z) = lim Zt. Now since,
t-tO t-tO

So

Z

Zt - Z

1 (1 - t)
- Zt - TZtt t
1
- (Zt - Tzt ) + Tzt .
t
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For all f E Fix(T), we have

(1 - t)
(Zt - Z, J(Zt - 1)) - - ((1 - T)(zt), J(Zt - 1))

t

- - (1 - t) ((I - T)(zt) - (I - T)(J), J(Zt - 1))
t

< 0

by Lemma 2.8.6. Taking limits as t ---+ 0, and noting that J is norm-weak*­

continuous by Lemma 2.8.7 , we have

(Q(Z) - z, J(Q(z) - 1)) ~ O.

Hence for any x and y in C,

(Q(x) - x, J(Q(x) - Q(y))) ~ 0

and

(Q(y) - y, J(Q(y) - Q(x))) ~ o.

Adding these two inequalities and noting that J is odd, gives us

(Q(x) - x + y - Q(y), J(Q(x) - Q(y))) ~ O.

Therefore,

(y - x, J(Q(x) - Q(y))) < -(Q(x) - Q(y), J(Q(x) - Q(y)))

_ -IIQ(x) - Q(y)11 2
.

By Theorem 2.8.2 , Q is a sunny nonexpansive retraction. D

We are now ready to obtain the existence of a unique sunny nonexpansive retrac-

tion on certain spaces.
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Theorem 2.8.9. Let X be a uniformly smooth Banach space, and C a nonempty,

closed and convex subset of X. Let T : C ----t C be a nonexpansive map with

Fix(T) I- 0. Then there exists a unique sunny nonexpansive retraction Q : C ----t

Fix(T).

Proof. Since X is uniformly smooth, it must also be smooth and hence be Lemma 2.8.7

X' is strictly convex. Existence now follows from Theorem 2.8.8 and uniqueness fol­

lows from Theorem 2.8.2 . 0

The following lemma establishes conditions under which a space has Reich's prop­

erty. Reich [27] proved this result for the normalized duality map. Here we extend

the result to an arbitrary duality map, but we use the idea of the proof employed

in [27].

Lemma 2.8.10. Let X be a smooth Banach space having Opial's Property and hav­

ing some duality map J<jJ weakly sequentially continuous at O. Then X has Reich's

Property.

Proof. Let C be weakly compact and convex and let T : C ----t C be nonexpansive.

For An E (0,1), let Zn := ZAn be a subsequence of (Zt). ow

Let yE Fix(T). Then

Zn - y (1 - An)(Z - y) + An (Tzn - y)

(1 - An)(Z - y) + An(Tzn - Ty).



Therefore

(Zn - y, J</>(Zn - y))

- (1 - An)(Z - y, J</>(Zn - y)) + An (Tzn - Ty, J</>(Zn - y))

< (1 - An)(Z - y, J</>(Zn - y)) + AnllZn - yIIIIJ</>(Zn - y)ll·

But (Zn - y, J</>(Zn - y)) = Ilzn - yllifl(llzn - yll). So

Ilzn - yllifl(llzn - yll) :::; (1 - An)(Z - y, J</>(Zn - y)) + Anllzn - Yllifl(llzn - yll)·

Hence

So for all y E Fix(T),

Ilzn - Yllifl(llzn - yll) :::; (z - y, J</>(zn - y)).

Also

(Zn - z, J</>(y - zn))

- (zn - y, J</>(y - zn)) + (y - z, J</>(y - zn))

> -11 Zn - Y11 ifl (11 Zn - Y/1) + 11 Zn - Y11 ifl (11 Zn - Y11 )

- o.

So

Now

Ilzn - yll < (1 - An)llz - yll + AnllTzn - Tyll

< (1 - An)IIz - yll + Anllzn - yll·

44
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So (1 - An) IIZn - yll ::; (1 - An) Ilz - yll and hence

11 Zn - Y 11 ::; 11 Z - y 11·

Therefore IITzn - Tyll ::; Ilzn - yll ::; Ilz - yll and so (Tzn) is bounded. Since C is

weakly compact, (Tzn) has a weakly convergent subsequence, say TZnk ~ u E C. If

An -7 1 as n -7 00, then Zn - TZn = (1 - An)z - (1 - An)Tzn -7 O. Hence as k -7 00,

Opial's Property implies the Demiclosedness Principle, and so

U E Fix(T).

Therefore as k -7 00,

Since </J is strictly increasing, znk -7 u.

We will now show that every weakly convergent subsequence of (zn) has the same

limit.

Suppose that znk ~ u and Zmj ~ v. Then by the previous proof, u, v E Fix(T) and

znk -7 u and Zmj -7 v. Now for all y E Fix(T),

IIZn - yll </J(/Izn - yll) ::; (z - y, J</J(zn - y)).

So

and
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Taking limits, we get

Ilu - vii cP(I\u - vii) ::; (z - v, J<j>(u - v))

and

\Iv - ull cP(lIv - ull) ~ (z - u, J<j>(v - u))

Adding equations 2.12 and 2.13 gives

211u - vii cP(llu - vii) < (u - v, J<j>(u - v))

lIu - vii cP(llu - viI)·

So Ilu - vii cP(llu - viI) ~ 0 and hence u = v.

(2.12)

(2.13)

Therefore every weakly convergent subsequence of (zn) converges strongly to some

unique limit Pz. Thus every subsequence of (Zt) has a subsequence converging to Pz.

Hence by Lemma 2.0.2, (Zt) converges to Pz. o

Theorem 2.8.11. Let X be a reflexive Banach space having a weakly continuous du-

ality map J<j>. Let C be a nonempty, closed and convex subset of X and let T : C ----t C

be nonexpansive with Fix(T) #- 0. Then there exists a unique sunny nonexpansive

retraction Q : C ----t Fix(T).

Proof. We note that since J<j> is weakly continuous, X must be smooth. Also by

Lemma 2.8.10, X has Reich's Property. Then Theorem 2.8.8 ensures the existence of

a sunny nonexpansive retraction defined by Q(z) = hm Zt where Zt = tz + (1- t)Tzt
t-tO+

for 0 < t < 1.

For the proof of uniqueness, let Q : C ----t Fix(T) be any sunny nonexpansive retrac­

tion. Fix any y E C, define a sequence (xn ) as follows: for Xo = Y E C,

n 2: 0,
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where p.'n) C (0, 1) satisfies the following conditions:

lim An = 0,
n--+oo

00

n=l

and
. An

hm -- = 1.
n--+oo An +1

Then it shown in Theorem 4.4 (chapter 4) that X n --t Qy for the case of N = 1.

But Q : C ~ Fix(T) was any arbitrary sunny nonexpansive map and y E C was

arbitrary. Hence there can be only one sunny nonexpansive retraction from C onto

Fix(T). o



Chapter 3

Iterative Methods in Hilbert
Spaces

Throughout this chapter we work only in a real Hilbert space. We are concerned with

the convergence properties of the following algorithm:

Let H be a Hilbert space, C a nonempty, closed and convex subset of Hand

Tn : C -+ C a nonexpansive map for each n = 1,2, .... For Xo, Y E C define

a sequence (xn ) in C by the iterative relationship

where (An) is a sequence of control parameters.

In this chapter, we generalize the results of Shimizu and Takahashi [33], and

Bauschke [2]. The following equality is a generalization of the equality that is used

in the proof of Lemma 1 in Shimizu and Takahashi [33]. Here the equality holds for

any quantity that is defined as an average of some sort.
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Theorem 3.1. Let H be a Hilbert space and {Xa}aEI ~ H, for some index set I
1

having K elements. If y = K L X a , then for any v E H,
aEI

Proof.

1
K 2:= [llxa - vl12- Ilxa - y112]

aEI

1
K 2:= [llxa - yl12 + Ily - vl12

aEI

+2(xa - y, y - v) - Ilxa _ y112]
1
K 2:= [lly - vl1 2 + 2(xa - y, y - v)]

aEI

1 2
K Klly - vl1 2 + K 2:=(xa - y, y - v)

aEI

1 1
Ily - vl1 2 + 2(K 2:=xa - K 2:=Y,y - v)

aEI aEI

2 1 )Ily - vii + 2(y - KKy, y - v

Ily - vl1 2 + 2(0, y - v)

Ily - v11 2
.

D

The following lemma, whose proof we do not include, is due to Shimizu and

Takahashi [33]. It is required in the proof of a later result.

Lemma 3.2 ([33]). Let C be a nonempty, bounded, closed and convex subset of a

Hilbert space H, and let S : C ---+ C and T : C ---+ C be nonexpansive maps such that
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ST = T S. For x E C, put

Then

hm sup IITnx - S(Tnx) II = 0
n-too xEC

and

hm sup IITnx - T(Tnx) 11 = O.
n-t(X) xEC

Leading on from Lemma 3.2 we have the following result, for which we include

the proof and this also gives an idea of the proof of Lemma 3.2.

Lemma 3.3. Let C be a nonempty, bounded, closed and convex subset of a Hilbert

space H and let T : C -+ C be nonexpansive. For each x E C, if we define

n-l1" .Tn(x) = - LTJ(x),
n

j=O

then

hm sup IITnx - T(Tnx) 11 = O.
n-tCXJ xEC
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Proof. For x E C, let Yn = Tnx. Then we have by Lemma 3.1 and by the nonexpan-

sivity of T that

IITnx - T(Tnx) 11 2 IjYn - TYnl1
2

n-1 n-1
~ ""' IITj(x) - TYnl1 2

- ~ 2: IITj(x) - Ynl1 2

n D n.j=O J=O
n-1 1 1 n-1 .

~ ""' IITj(x) - TYnl1 2 + -llx - TYnl1 2
- - L: IITJ(x) - Ynl1

2

n D n n.j=l J=O
n-1 1

< ~ ""' IITj-1(X) - Ynl1 2 + -llx - TYnl1 2

n D n
j=l

n-1
-~ 2: IITj(x) - Ynl1 2

n.J=O

~ I: IITj(x) - Ynll 2
- ~~ IITj(x) - Ynl1 2 + ~llx - TYnl1

2

n j=O j=O

~llx - TYnl1 2
- ~IITn-1(x) - Ynl1 2

n n

< ~llx - TYnl1 2

n

< ~(diam(C))2.
n

Thus sup IITnx - T(Tn(x))11 ~ ~ diam(C), and so
xEC yn

lim sup IITnx - T(Tn(x))11 = O.
n-HXl xEC

o

The following result is a strong convergence result in a Hilbert space which gen-

eralizes Theorem 1 of Shimizu and Takahashi [33].

00

Theorem 3.4. Let (An) ~ (0,1) satisfy lim An = 0 and""' An = 00.
n-too D

n=l
Let C be a nonempty, closed and convex subset of a Hilbert space H and let
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Tn : C ----+ C, (n = 1,2,3, ... ), be nonexpansive mappings such that
00

F := nFix(Tn ) i- 0. Assume that
n=l

for all k = 1,2, ... N,

where C is any bounded subset of C and Vk : C ----+ Care nonexpansive mappings
N

(k = 1,2, ... , N) with F :;2 nFix(Vk ) i- 0. For Xo E C and yE C define
k=l

N

Then X n ----+ Py where P is the projection from C onto nFix(Vk ).

k=l

Proof. We proceed with the following steps.

(1) Ilxn - fll ::; max{llxo - fll, Ily - fll} for all n:::: 0 and for all f E F:

We use an inductive argument. The result is clearly true for n = O. Suppose the

result is true for n. Let f E F. Then by the nonexpansivity of Tn+l'

Ilxn+l - fll - IIAn+lY + (1 - An+l)Tn+1xn - fll

- IIAn+l (y - j) + (1 - An+d (Tn+1xn - j) 11

< An+llly - fll + (1- An+dIITn+lxn - fll

< An+llly - fll + (1 - An+l) Ilxn - fll

< An+l max{llxo - fll, Ily - fll} + (1 - An+l) max{llxo - fll, Ily - fll}

- max{llxo - fll, Ily - fll}·

(2) (xn ) is bounded:

For all n :::: 0 and for any f E F,

Ilxnll < Ilxn - fll + Ilfll

< max{llxo - fll, Ily - fll} + Ilfll·
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(3) (Tn+lxn) is bounded:

For all n 2: 0 and for any f E F,

IITn+lxnll < IITn+lXn - fll + Ilfll

< Ilxn - fll + Ilfll

< max{llxo - fll, Ily - fll} + Ilfll·

(4) lim (Tn+1xn - Py, y - Py) ~ 0:

By step (3), (Tn+1xn-Py, y-Py) is bounded, hence lim (Tn+lxn-Py, y-Py) exists.

Thus we can find a subsequence (nj) of (n) such that

and

for some p E C.

By our assumption, we have for any k = 1,2, ... ,N and for (5 = {Xn}nEN,

Thus

for all k = 1,2, ... ,N.

So pE Fix(Vk ) for k = 1,2, ... ,N by the Demiclosedness Principle;
N

i.e. PEn Fix(Vk ). It follows, by Lemma 2.4.3 that
k=l

lim (Tn+1xn - Py, y - Py) = (p - Py, y - Py) ~ O.
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By step (4) and the fact that An -+ 0, we have for any E > 0, there exists N E N

such that n ~ N implies that

and

Hence we have for all n ~ N,

11(1 - An+l)(Tn+1xn - Py) + An+l(y - Py)112

(1 - An+d21ITn+lXn - Pyl12 + An +l
2 11y _ Pyl12

< (1 - An+d Ilxn - Pyl12

+An+l [An+llly - Pyl12 + 2(Tn+lxn - Py, y - Py) ]

< (1 - An+l)llxn - Pyl12 + An+l (~ + ~)

< (1 - An+l)llxn - Pyl12 + An+lE.

By Lemma 2.1.2 , X n -+ Py. o

Theorem 1 of [33] now comes out as a corollary to Theorem 3.4, as is seen in

Corollary 3.5(b).

Corollary 3.5. Let C be a nonempty, closed and convex subset of a Hilbert space H

and let S : C -+ C and T : C -+ C be nonexpansive mappings with ST = T Sand

Fix(T) n Fix(S) =F <p. Suppose that (An) ~ (0,1) satisfies
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lim An = 0 and L:~=l An = 00.
n---+oo

Suppose that Tn is defined as either

n-l
1~ .

(aJ Tn(x) = - ~ TJ x ,
n.

J=O
or

n> 1

For Xo E C and y = Xo, define

n'?1.

Then X n converges to Py where P is the projection from C onto Fix(S) n Fix(T)

(i.e. Py = Projpix(s)npix(T) (y)J.

Proof. Let w E Fix(S) nFix(T), put r = Ilw - yll and let

D = {x E C : Ilx - wll :::; r}. Now D is nonempty (y, WED), closed, bounded and

J,;onvex, and it is Sand T invariant. We may thus assume that Sand T are mappings
'&

from D to D, and hence so is Tn (defined by either (a) or (b)).

By Lemma 3.2 and Lemma 3.3,

lim sup IITnx - V(Tnx)11 = O.
n---+oo xED

where V is T if Tn is defined by (a) or V is either S or T if Tn is defined by (b).

Theorem 3.4 implies that X n -----+ Py. o

We now turn our attention to a scenario developed in Bauschke [2]. In this paper

Bauschke defined the following control conditions on the parameters (An):

[B1 ] lim An = O.
n---+oo
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00

[B2 ] L An = 00.

n=1

00

[B3 ] L IAn - An+NI < 00.

n=1

We will replace [B3] by the condition:

[N3 ] lim~ = 1.
n--+oo An+N

This condition is new and has not been used in the literature before.

Lions' condition,

[L3 ] lim An -; An+1 = 0,
n--+oo An+1

1
implies [N3], and [N3] includes the natural candidate of An = --. Comparing [B3]

n+l
and [N3] we find that no one condition is stronger than the other, as is demonstrated

in the following example.

Example 3.6.

If (An) is a decreasing sequence with An ----t 0, then [B3] always holds for N = 1.

Indeed,

n

L(Ak - Ak+l)
k=1

(AI - A2) + (A2 - A3) + ... + (An - An+d

So
00

L IAk - Ak+ll < 00.

k=l
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[B3] of? [N3]: The sequence (An) with An = exp( _n2
) is a decreasing sequence and

so [B3] holds for N = 1. Also An ----+ O. For N = 1,

~ _ exp((n + 1)2) _ (2 1)
- (2) - exp n + ----+ 00

An+l exp n
as n ----+ 00,

and hence [N3] is not satisfied.

[N3] of? [B3]: Let (An) be the sequence defined by An = {~
vIn-1

Then An ----+ 0 and

if n is odd

if n is even.

if n is odd

if n is even.

which converges to 1 as n ----+ 00. Thus [N3] is satisfied for N = 1, but [B3] is not.

Indeed, if n is odd, then

IJn- ~-11
1vn+1- 1 - ylnl
yIn(vn+1- 1)

1vn+1 - yIn - 11
yIn(vn+1-1)

I
n+l-n 11.jn+l+vIn -

yIn(vn+1-1)
1 _ 1

.jnH+vIn
yIn(vn+1-1)

O(~)
n
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and if n is even, then

Ivn
1
_ 1 - ~I

1vn+I - vn + 11
vn+I(vn -1)

1 + 1
yfn+l+vIn

vn+I(vn -1)

O(~)
n

. un-l-
where Un = O(~) means that hm -1 I O.

n-+oo ­
n

00 1 00

L - = 00 we have L IAn - An +11 = 00.

n=l n n=l

O(~) and since

We will now prove a complementary result to Theorem 3.1 of Bauschke [2]' with

condition [B3] replaced by condition [N3].

We consider N maps T1 , T2 , ... , T N . For any n .2: 1,

Tn := Tn mod N,

where n mod~N is defined as follows: if n = kN + l, 0::; l < N, then

n mod N= {~ if l # 0

if l = O.

Theorem 3.7. Let 0 be a nonempty, closed and convex subset of a Hilbert space H
N

and let T1 , T2 , ... , TN be nonexpansive mappings of 0 into 0 with F := nFix(Ti ) # 0
i=l

and
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Let P'n) ~ (0,1) satisfy the following conditions:

[Ni]

[N2 ]

[N3 ]

hm An = O.
n-too

. An
hm -- = 1.

n-too An+N

Given points xo, y E C, the sequence (xn ) ~ C is defined by

Then X n ----7 PFy where PF is the projection of C onto F.

Proof. We proceed with the following steps in the proof.

(1) Ilxn - fll :::; max{llxo - fll, Ily - fll} for all n ~ 0 and for all f E F:

We prove this by induction. It is clearly true for n = O.

Assume that Ilxn - fll :::; max{llxo - fll, Ily - fll}· Then

IIXn+l - fll - IIAn+l(y - 1) + (1 - An+d(Tn+lxn - 1)11

< An+llly - fll + (1 - An+l) 11 Tn+l Xn - fll

< An+ll1y - fll + (1 - An+l)lIxn - fll

< An+l max{llxo - fll, Ily - fll} + (1 - An+l) max{llxo - fll, Ily - fll}

- max{lI xo - fll, lIy - fll}·

Hence by induction, Ilxn - fll s:: max{llxo - fll, Ily - fll} for all n ~ 0 and all f E F.

(2) (xn ) is bounded:

For any f E F and for all n ~ 0,

Ilxnll < IIxn - fll + IIIII

< max{lIxo - fll, Ily - Ill} + 11/11·



(3) (Tn+lxn) is bounded:

For any f E F and for all n 2': 0,

IITn+1xnll < IITn+1xn- fll + Ilfll

< Ilxn - fll + Ilfll

< max{llxQ - fll, Ily - fll} + Ilfll·

Thus (Tn+lxn) is bounded.

(4) Xn+l - Tn+lxn~ 0:
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for some M.

Since An+l ~ 0,

(5) Xn+N - Xn~ 0:

By (2) and (3), there exists a constant L > 0 such that for all n 2': 1,

Since for all n 2': 1, Tn+N = Tn , we have

< LIAn+N - Ani + (1 - An+N)llxn+N-l - xn-lll

(1 - An+N)llxn+N-l - xn-lll + An+NL 11 1 - A::N 11·



By [N3], we have lim L 111 - ~II = 0 and so by Lemma 2.1.2 ,
n--+oo An+N

Xn+N - X n -----t O.

(6) X n - T n + N ... Tn+lxn -----t 0:

Noting (5), it suffices to show that

By (4),

Again by (4),

Using the nonexpansivity of Tn+N we get

Using (4) again, we have

X n+N-2 - T n + N - 2X n+N-3 -----t 0,

and by the nonexpansivity of Tn+N and Tn+N - 1, we get

Continuing in this way we get
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Adding these N sequences yields

(7) hm (Tn+1xn - Ppy, y - Ppy) :::; 0:

By (3), (Tn+lxn - Ppy, y - Ppy) is bounded, hence lim (Tn+lxn - Ppy, y - Ppy) exists.

We can find a subsequence (nj) of (n) so that

and

By (6)

(nj + 1) mod N = i for some i and for all j ~ 1

for some c E C.

closedness Principle, x E Fix(Ti+N ... Ti+1) = F. Thus, by (4) and Lemma 2.4.3 we

obtain,

+ lim (xn+l - Ppy, y - ?py)
J-+OO J

0+ (x - ?py,y - ?py)

< O.

Fix any E > O. By (7) and [ 1] we can find NE E N so that for all n ~ NE,



and

Then for all n 2': NE,
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IIAn+l(Y - PFy) + (1- An+l) (Tn+lXn - PFy)11 2

A~+llly - PFyI1 2 + (1- An+l?IITn+1xn - PFyI1 2

+2An+l (Tn+lxn - PFY, Y - PFY)

< An+l ~ + (1 - An+d Ilxn - PFyI1 2 + An+l ~

(1 - An+l)llxn - PFyI1 2 + An+lE

By Lemma 2.1.2 , Xn -----+ PFy. o



Chapter 4

Iterative Methods in Banach
Spaces

In this chapter we work only in a Banach spaces and we again consider the following

iteration scheme

n 2: O.

In a Hilbert space the concepts of a projection and the inner product exist, and

they give us nice inequalities. We do not have these in a Banach space, but we do

have the duality maps and the existence of sunny nonexpansive retractions in certain

spaces that give us the inequalities that are analagous to those found in Hilbert

spaces. For example, the nice property of projections (Lemma 2.4.3) also holds for

sunny nonexpansive retractions (Theorem 2.8.2). Since the normalized duality map

in a Hilbert space is the identity map, every projection is a sunny nonexpansive

retraction. Therefore, in certain "nice" Banach spaces, we have convergence of the

iterates.

Bauschke [2] in his proof of his main result provides an algorithmic proof to obtain

his result. This technique has proved to be extremely useful. With appropriate

modifications this algorithm has been effectively used by many authors to obtain
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convergence, for example in [33], [39] and [13]. We use this technique in Theorems 3.4

and 3.7, and in this chapter in Theorems 4.1, 4.2 and 4.4.

The following result generalizes Theorem 3.4 to Banach spaces, and hence it ex­

tends Theorem 1 of [33] to Banach spaces. It also complements the main result of [1]
n-l

where they only consider the mapping T n = -;. L SiTj in a uniformly convex Ba­
n

i,j=O

nach space, and obtain weak convergence of the iterates, whereas Theorem 4.1 gets

strong convergence. From Theorem 2.8.9, the existence of a unique sunny nonexpan-

sive retraction is guaranteed in a uniformly smooth Banach space. This fact is used

in the following two theorems.

Theorem 4.1. Let X be a uniformly smooth Banach that has a weakly continuous

duality map J. Let (A'n) s:;; (0,1) satisfy

[Ni] lim An = O.
n--+oo

00

Let C be a nonempty, closed and convex subset of X and let Tn : C -+ C be nonex-
00

pansive mappings (n = 1,2,3, ...) such that F := nFix(Tn) =1= 0. Assume that
n=l

hm sup I/Tn(x) - T(Tn(x)) 1/ = 0
n---+oo xEC

where T : C -+ C is nonexpansive with 0 =1= Fix(T) s:;; F and {: is any bounded subset

of C. For Xo, yE C, define

n ~ O.

Then X n ----+ Qy where Q is the unique sunny nonexpansive retraction from C onto

Fix(T).
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Proof. Since a uniformly smooth Banach space is reflexive and smooth (Lemmas 2.3.10

and 2.3.9), Theorems 2.8.9 and 2.8.8 defines the unique sunny retraction

Q : C -7 Fix(T) by Q(z) = lim Zt where Zt (0 < t < 1) is the unique fixed point of
t-tO+

St(X) = tz + (1 - t)Tx, x E C.

(1) Ilxn - 111 S; max{llxo - 111, Ily - 111} for all n 2: 0 and for all 1 E F:

We use an inductive argument. The result is clearly true for n = o. Suppose the

result is true for n. Then by the nonexpansivity of Tn+1,

IIxn+l - 111 - IIAn+lY + (1 - An+l)Tn+1xn - 111

- IIAn+l(Y - 1) + (1- An+l)(Tn+1xn - 1)11

< An+llIY - 111 + (1 - An+l) IITn+1xn - 111

< An+llIY - 111 + (1 - An+l) Jlxn - 111

< An+l max{llxo - 111, Ily - 111} + (1 - An+d max{llxo - 111, Ily - 111}

- max{lI xo - 111, Ily - 111}·

(2) (xn ) is bounded:

For each 1 E F and for each n 2: 0

Ilxnll < Ilxn - 111 + Ilfll

< max{llxo - 111, Ily - 111} + 11111·

(3) (Tn+lXn) is bounded:

For any 1 E F and for all n > 0- ,

IITn+l xnll < IITn+1xn - 111 + 11111

< Ilxn - 111 + 11111

< max{lIxo - 111, Ily - 111} + Ilfll·



(4) Ilxn+l - TnHxnl1 -+ 0:

By (3) we can find an M > 0 so that
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< An+lM

-+ 0

by [NI].

(5) Xn - TXn -+ 0:

For (; = {Xn}n~l' we have

Ilxn - Txnll < Ilxn - TnXn-lll + IITnxn-l - T(Tnxn-dll + IIT(Tnxn-l) - Txnll

< Ilxn - Tnxn-lll + IITnxn-l - T(Tnxn-l)11 + IITnxn-l - xnll

- 211xn - TnXn-lll + I]Tnxn-l - T(Tnxn-l) II

< 211xn - TnXn-lll + sup IITnx - T(Tnx)11
XEC

which converges to 0 by (4) and our hypothesis. Therefore

(6) lim(y-Q(y),J(xn-Q(y))) ~ 0:

We may assume that there exists subsequence (nj) of (n) such that

and

lim (y - Q(y), J(xn - Q(y))) = lim(y - Q(y), J(xnj - Q(y))).
J
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By (5), xnj - TXnj ---t O. The Demic10sedness Principle holds in a space that has

a weakly continuous duality map by Theorems 2.7.6 and 2.7.4. Hence U E Fix(T).

Therefore

lim (y - Q(y), J(xn - Q(y)))

by Theorem 2.8.2 .

lim (y - Q(y), J(xnj - Q(y)))
J

(y - Q(y), J(u - Q(y)))

< 0

Using the subdifferential inequality (2.8)

<I>(llx + yll) ::; <I>(llxll) + (y, J(x + y))

we get

<I>(llxn - Q(y)ll) <I>(IIAn(Y - Q(y)) + (1 - An) (TnXn-l - Q(y))II)

< (1- An) <I>(llxn-l - Q(y)ll) + An(Y - Q(y), J(xn - Q(y))).

Since lim (y - Q(y), J(xn - Q(y))) ::; 0 by (6), Lemma 2.1.2 gives us X n ---t Q(y). 0

The next result is an extension of Bauschke's Theorem 3.1 [2] to Banach spaces,

if we use the first assumption of condition [N3]. The second assumption of condition

[N3] extends Theorem 3.7 to Banach spaces.

We will again define Tn as follows for any n ~ 1:

Tn := Tn mod N
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where n mod N is defined as follows: if n = kN + £, 0::; £ < N, then

{

£ if £ =f 0
n mod N =

N if £ = O.

Theorem 4.2. Let X be a uniformly smooth Banach space and let C be a nonempty,

closed and convex subset of X. Let ~ : C --+ C, (i = 1, 2, ... ,N) be nonexpansive
N

mappings and assume that F := nFix(Ti ) =f 0. Assume also that
i=l

Let (An) ~ (0,1) satisfy the following conditions:

[Ni] hm An.
n-too

00

[N2] LAn = 00.

n=l

00

[N3] L IAn - An+NI < 00

n=l

or 1
. An
lm -- = 1.

n-too An+N

If the iterative process is defined by

then X n ---+ Q(y), where Q is the unique sunny nonexpansive retraction from C onto

F.

Proof. We proceed with the following steps.

(1) Ilxn - ill::; max{llxo - ill, Ily - ill} for all n 2: 0 and for all i E F:

We use an inductive argument. The result is clearly true for n = O. Suppose the
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result is true for n. Then by the nonexpansivity of Tn+1 ,

IIXn+l - fll - IIAn+lY + (1 - An+l)Tn+1xn - fll

- IIAn+l (y - 1) + (1 - An+l)(Tn+1xn - 1) I1

< An+llly - fll + (1- An+dIITn+1xn - fll

< An+llly - fll + (1 - An+l)llxn - fll

< An+l max{llxQ - fll, Ily - fll} + (1 - An+l) max{llxQ - fll, Ily - fll}

- max{lIxQ - fll, Ily - fll}·

(2) (xn ) is bounded:

For each f E F and all n ~ 0,

Ilxnll < IIxn - fll + Ilfll

< max{llxQ - fll, lIy - fll} + IIfll·

(3) (Tn+lxn) is bounded:

For all n ~ 0 and for each f E F,

IITn+1x n ll < IITn+1xn - fll + Ilfll

< IIxn - fll + Ilfll

< max{llxQ - fll, Ily - fll} + Ilfll·

(4) Xn+l - Tn+1xn ---+ 0: By (3), we can find M > 0 such that

Ilxn +l - Tn+lXnll - An+llly - Tn+lXnll

< An+l(llyll + IITn+1xnll)
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By assumption [ 1], Xn+! - Tn+Ixn ----t 0.

(5) Xn+N - Xn ----t 0:

By (2) and (3), we can find a constant M so that for all n ~ 0,

and

Noting that Tn+N = Tn we have for n ~ 0,

IIXn+N - xnl!

1I P·n+N - An)(Y - TnXn-l) + (1 - An+N )(Tn+Nxn+N-I - TnXn-l) 11

< MIAn+N - Ani + (1 - An+N) IITnxn+N-I - TnXn-111

< M!An+N - An! + (1 - An+N)llxn+N-I - xn-Ill

< MIAn+N - Ani

+(1 - An+N)[MIAn+N-I - An-Il + (1- An+N-dllxn+N-2 - xn-211]

M[ IAn+N - Ani + IAn+N-I - An-I I ]

<
n n

< M I:: IAk+N - Akl + M IT (1 - Ak+N)'
k=m k=m

Letting n ----+ 00 in inequality 4.2 yields

(4.1)

(4.2)

00 00

lim Ilxn+N - xnll ::; M I:: IAk+N - Akl + M IT (1 - Ak+N)' (4.3)
k=m k=m

00

Condition [N2] implies that lim IT (1 - Ak+N) = °and the first assumption of [N3]
m-+oo

k=m
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00

implies that lim L IAk+N - Akl = O.
m-too

k=m
If we let m -+ 00 in (4.3), we get Xn+N - Xn -----+ 0 (by using the first assumption

of [N3]).

If we now use the second assumption of [N3], then inequality (4.1) is

. h IAn+N - AnlOB LWIt -----+ . Y emma 2.1.2 , xn+N - Xn -----+ O.
An+N

(6) Xn - Tn+N ... Tn+1xn -----+ O.

Noting (5), it is sufficient to show that

By (4),

Again by (4),

and hence by the nonexpansivity of Tn+N ,

Similarly,
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Adding these N sequences yields the desired result.

(7) lim (y - Q(y), J(xn - Q(y))) :::; 0:

We may choose a subsequence (nj) of (n) so that

lim (y - Q(y), J(xn - Q(y))) = li~ (y - Q(y), J(xnj - Q(y))),
J

and

for some i E {I, 2, ... ,N} and for all j ~ 1.

Then Tnj+N •.. Tnj+l = Ti +N ... Ti+1 for all j ~ 1.

Put S = Ti+N ·· ·Ti+1. Then Fix(S) = F.

Since S is nonexpansive, with Fix(S) = F =1= 0, we have by Theorem 2.8.9 that there

exists a unique sunny nonexpansive retraction from C onto F.

Now Q(y) = limzt, where Zt = ty+(l-t)Szt. If J denotes the normalized duality
t-+O

map, then by inequality (2.9)

IIZt - X nj 11
2

11(1 - t)(SZt - Xnj ) + t(y - xnJI1 2

< (1 - t)21lSzt - Xnj W+ 2t(y - Xnj ' J(Zt - xnJ)

< (1 - tf (1ISZt - SxnJ + IISxnj - Xnj Ilf + 2t(y - Zt + Zt - Xnj ' J(Zt - xnJ)

(1 - t)2 (1lSzt - SXnj 11 + IISxnj _ Xnj 11) 2

+2t (11Zt - Xnj 11 2 + (y - Zt, J(Zt - Xnj )))

< (1 + t2)IIZt - Xnj 11
2 + aj + 2t(y - Zt, J(Zt - XnJ),
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where aj = (1 - t)2 [2115Xnj - xnj 1IIIZt - xnj 11 + 115xnj - Xnj 11
2
]. Since

115xnj -xnj 11 ---7 0 by (6), and IIZt-Xnj 11 is bounded because xnj ~ x and Zt ---7 Q(y),

we have aj ---70 as j ---7 00. Now

Therefore

Taking hm sup as j ---7 00 gives

for some c> O.

Now let t -+ 0 to get

Now J is uniformly continuous on bounded sets. Hence we may swap the order of

the limits to get

o > liyllirn(y-zt,J(xnj -Zt))

- lim (y - Q(y), J(xnj - Q(y)))
J

proving (7).

Now by the subdifferential inequality (2.9)

Ilxn+l - Q(y)11 2

- 11(1 - An+l) (Tn+lxn - Q(y)) + An+l(y - Q(y))11 2

- (1 - An+d 2 1ITn+lxn - Q(y)11 2 + 2An+l (y - Q(y), J(Xn+l - Q(y)))

< (1- An+dllxn - Q(y)11 2 + 2An+l(y - Q(y), J(xn+l - Q(y)))



By Lemma 2.1.2 , X n ---+ Q(y).
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Remark 4.3. 1. The uniform smoothness assumption in Theorem 4.2 can be weak­

ened to the assumption that the norm of X is uniformly Gateaux differentiable and

each nonempty, closed and convex subset of X possesses the fixed point property for

nonexpansive mappings.

2. Shioji and Takahashi [33] have proved the previous theorem with the above

assumption but for a single map T. The proof of Theorem 4.2 shows that the use of

a Banach limit in the proof of Shioji and Takahashi's theorem can be avoided.

3. Reich [31] obtained strong convergence of the iterates for the case N = 1, in

the setting of a uniformly smooth Banach space having a weakly continuous duality

map.

Under the conditions of Theorem 2.8.11, the existence of a unique nonexpansive

retraction from C onto Fix(T) is guaranteed for any nonexpansive mapping T from

C to C. A space having a weakly continuous duality map satisfies the Demiclosedness

Principle. Hence the following result is also an extension of Bauschke's Theorem 3.1 [2]

to Banach spaces. This result is new and using the second of the two conditions in

[N3], we even obtain a new result in Hilbert spaces (see Theorem 3.7).

Theorem 4.4. Let X be a reflexive Banach space having a weakly continuous duality

map Je/>' Let C be a nonempty, closed and convex subset of H and let Ti : C -7
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C, (i = 1, 2, ... ,N) be nonexpansive maps satisfying

N

where F := nFix(Ti ) # 0. Let the sequence (An) C (0,1) satisfy the following
i=l

conditions:

[N1 ] lim An = 0.
n-too

00

[N2] LAn = 00.

n=l

00

[N3] L IAn - An+NI < 00

n=l

Define X n as follows:

An
or hm -- = 1.

n-too An+N

n 2: 0, Xo, Y E C.

Then X n --t Q(y) where Q is the unique sunny nonexpansive retraction from C onto

F.

N

Proof. Put S = TN · .• T1. Then Fix(S) = F =nFix(Ti ). By Theorem 2.8.11 there
i=l

exists a unique sunny nonexpansive retraction Q : C -t Fix(S).

We will show that X n --t Q(y), Let z = Q(y).

(1) Ilxn - fll ~ max{llxo - fll, Ily - fll} for all n 2: °and for all f E F:

We use an inductive argument. The result is clearly true for n = 0. Suppose the
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result is true for n. Then by the nonexpansivity of Tn+l'

IIXn+l - ill - IIAn+1Y + (1 - An+l)Tn+lxn - ill

- IIAn+l(Y - f) + (1 - An+l) (Tn+lxn - f)11

< An+llIY - ill + (1- An+dIITn+lXn - ill

< An+llIY - ill + (1 - An+dllxn - ill

< An+l max{llxo - ill, Ily - ill} + (1 - An+l) max{llxo - ill, Ily - ill}

- max{llxo - ill, Ily - ill}·

(2) (X n ) is bounded:

For each i E F and for all n 2: 0,

Ilxnll < Ilxn - ill + Ilill

< max{llxo - ill, Ily - ill} + Ilfll·

(3) (Tn+1xn) is bounded:

For each i E F and for all n 2: 0,

IITn+lXn II < IITn+1xn - ill + Ilfll

< IIxn - ill + 11 f 11

< max{llxo - ill, Ily - ill} + Ilill·

(4) Xn+l - Tn+1xn -+ 0: By (3) we can find M > 0 such that

II xn+l - Tn+1xnll - An+llIY - Tn+1xnll

< An+l (I/YII + IITn+lxnll)
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By assumption [NI] Xn+l - Tn+lxn ---+ O.

(5) Xn+N - Xn ---+ 0:

By (2) and (3), we can find a constant M so that for all n 2: 0

and

Noting that Tn+N = Tn , we have for n 2: 0,

IIP'n+N - An)(Y - TnXn-l) + (1- An+N)(Tn+Nxn+N-I - TnXn-I)11

< MIAn+N - An! + (1 - An+N)IITnxn+N-I - TnXn-111

< MIAn+N - Ani + (1 - An+N)llxn+N-I - xn-Ill

< MIAn+N - Ani

+(1 - An+N)[M!An+N-I - An-I! + (1 - An+N-dllxn+N-2 - xn-211]

M[IAn+N - Ani + IAn+N-I - An-Ill

+(1 - An+N) (1 - An+N-d IIXn+N-2 - xn-211

<
n n

< M L IAk+N - Akl + M IT (1 - Ak+N).
k=m k=m

Letting n -t 00 in inequality (4.6) yields

(4.4)

(4.5)

(4.6)

00 00

lim Ilxn+N - xnll ::; M L /Ak+N - Ak/ + M IT (1 - Ak+N). (4.7)
k=m k=m
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00

Assumption [N2] implies that lim IT (1 - Ak+N) = 0 and the first assumption of
m-too

k=m
00

[N3] implies that lim L IAk+N - Akl = O.
m-too

k=m
If we let m ---t 00 in inequality (4.7), we get Xn+N - Xn -t 0 (by using the first

assumption of [N3]).

If we now use the second assumption of [N3], then inequality (4.4) is

!An+N - Ani
with A -t o. By Lemma 2.1.2 , Xn+N - Xn -t O.

n+N
(6) Xn - Tn+N ... Tn+1xn -t O.

Noting (5) it is sufficient to show that

By (4),

Again by (4),

and hence by the nonexpansivity of Tn+N ,

Similarly,
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Adding these N sequences yields the desired result.

(7) -lim (y - Q(y), Jq;(xn - Q(y))) :::; 0:

Since ((y - Q(y), Jq;(xn - Q(y)))) is bounded and since X is reflexive, we can find a

subsequence (nj) of (n) such that

lim (y - Q(y), Jq;(xn - Q(y))) = lim(y - Q(y), Jq;(xnj - Q(y))),
J

and

for some i E {I, 2, ... , N} and for all j.

Then

lim (y - Q(y), Jq;(xn - Q(y))) - lim (y - Q(y), Jq;(xnj - Q(y)))
J

- (y - Q(y), Jq;(x - Q(y))).

By (6),

X n· -1i+N'" Tixn· = xn· - Tn·+N+1... Tn·+1xn ---+ O.
J J J J J J

By the Demiclosedness Principle (from Theorem 2.7.6 and Theorem 2.7.4 ),

x E Fix(Ti+N ... Ti) = Fix(S) = F. By Theorem 2.8.2 ,

(y - Q(y), J(x - Q(y))) :::; 0

where J is the normalized duality map. But by Theorem 2.5.8 ,

c/>(IIXII)
Jq;(x) = Ilxll J(x), for x i- 0,

and so (y - Q(y), Jq;(x - Q(y))) :::; 0, proving (7).
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Now

Xn+l - Q(y) Xn+l - Z

(1 - An+d(Tn+1xn - Z) + An+l(Y - Z).

SO by inequality (2.8) and by Lemma 2.5.7

<I>(IIXn+l - zll) < <I>((1 - An+l) (Tn+lXn - z)) + An+l(XO - Z, JiP(Xn+l - Z))

< (1- An+l)<I>(llxn - zll) + An+l(Xo - z, JiP(Xn+l - z)).

By step (7) and Lemma 2.1.2 , <I>(llxn - zll) ---+ O. Since <I> is increasing,

X n - Z ---+ O. o

Remark 4.5. The weak continuity of the duality map in Theorem 4.4 makes the above

proof much simpler than that of Theorem 4.2.



Chapter 5

Random Iterations

In this chapter the following iteration schemes are considered:

(5.1)

and

(5.2)

The mappings are chosen in a random manner or in what is termed a quasi-cyclic

manner. Scheme (5.1) is called the random iteration scheme and scheme (5.2) is called

the relaxed iteration scheme with (An) the relaxation parameters. In most cases, as

in chapters 3 and 4, the mappings are chosen in a cyclic manner, i.e. every mapping

is chosen at least once every M iterations, say, where M is bigger than or equal to

the maximum number of mappings. In chapters 3 and 4, M is equal to the number of

mappings. The quasi-cyclic order of choosing the mappings is a generalization of the

cyclic order, where the cycle lengths are no longer fixed, but are allowed to increase

at a slow rate.

In the following result we consider the random iteration scheme in a finite dimen­

sional real Hilbert space, where the mappings are projections, and convergence of the

iterates is obtained.
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In both Theorems 5.1 and 5.2 we work in a finite dimensional Hilbert space, in

which weak and strong convergence are equivalent.

Theorem 5.1. Let H be a finite dimensional Hilbert space and let Cl, C2 , ... ,CN be
N

closed convex subsets of H such that C := nCi i- 0. Let Pi : H ----7 Ci be the nearest
i=l

point projection for each i = 1,2, ... N. For any Xo E H, define

n 2: 1,

where r : N ----7 {1, 2, ... ,N} is arbitrary, taking on each j E {1, 2, ... ,N} infinitely

often. Then (xn) converges to a point in C.

Proof. Since Pr(n) is nonexpansive, we have for each x* E C and for all n 2: 1,

IIXn - x*11 IlPr(n)Xn-l - x* 11

IIPr(n)Xn-l - Pr(n)x* 11

< Ilxn-l - x*ll· (5.3)

Hence lim Ilxn-x* 11 exists for each x* E C and so (xn) is bounded. For any projection
n-+oo

PK we have by Lemma 2.4.5 that for all x E H and all y E K,

Therefore, for any x* E C,

< Ilxn-l - x*11 2
- II Pr(n)Xn-l - x*11 2

IIxn -l - x*1I 2
- IIxn - x*1I 2

.



84

Since lim Ilxn- x*11 exists, lim Ilxn-l - x n l1
2

= O. Hence
n--+oo n--+oo

lim Ilxn-l - xnll = O.
n--+oo

Now there exists a subsequence (xnj ) such that

(5.4)

for some x EH

and for some i E {1, 2, ... ,N},

for all j 2:: 1.

But dim H < 00, so Xn ---7 x. Also
J

We will now show that x E C.

Since lim Ilxn-l - X n 11 = 0 and X n ---7 x, we have
n--+oo J

(5.5)

(5.6)

Noting the continuity of Pi, we may take limits in equation (5.5) to get x = Pix.

Therefore x E Ci . If we assume that x ~ C, then x ~ Cko for some ko E {1, 2, ... , N}.

By rearrangement, if necessary, we may assume that x E Cl, C2 , ... , CL and

x ~ CL +l , ... , CN, where 1 ::; L < N.

Fix k 2:: 1 and choose mk to be the smallest integer T, T > nk, such that r(T) > L;

i.e. mk = min{T > nk : r(T) > L}. So r(mk) > Land r(mk -1) ::; L. For any j with

nk ::; j < mk, we have r(j) ::; L, so that

IIPr(j)Xj-l - xii

IIPr(j)Xj-l - Pr(j)xll

< Ilxj-l - xii,



85

since x E Cr(j) and by the nonexpansivity of Pr(j).

In particular,

Ilxmk-l - xii < Ilxmk -2 - xii

< Ilxmk -3 - xii

by (5.6).

---t O. (5.7)

Now r(mk) E {L + 1, ... ,N} for all k. Hence we can choose a subsequence (me) of

(mk) so that r(mk') = Jo for some Jo E {L + 1, ... , N} and for all k' 2:: 1. Then

(5.8)

By (5.7), Xmk,-l ---t x and by equation (5.4), Ilxmk,-l - Xmk'" ---t O. So xmk' ---t X.

Taking limits as k' -t 00 in equation (5.8) yields x = Pjox, since Pjo is continu­

ous. Hence x E Cjo with Jo > L, a contradiction. Hence we may conclude that

x E C. By Fejer monotonicity of (xn ) with respect to C (inequality (5.3)), and since

X nj ---t X E C, we have X n ---t X. o

The following result is a result of Tseng [36], but here we provide an alternate

proof.

Theorem 5.2 ([36]). Let H be a finite dimensional Hilbert space and let Ti : H -t H
N

be firmly nonexpansive mappings (i=1,2, ... ,N), with F := nFix(1i) =I- 0. For any
i=l
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Xo E H and any f E (0,2), define

where f :::; An :::; 2 - f for all n 2 1 and r : N -+ {1, 2, ... ,N} is arbitrary, taking on

each j E {1, 2, ... ,N} infinitely often. Then (xn ) converges to a point in F.

Proof. We can rewrite the process as

For each x* E F, and for all n 2 0,

IIXn+l - x* + An+l (xn - T r(n+l)Xn ) 11
2

IIxn+l - x*11
2 + A~+lIIXn - T r(n+l)xn I1

2

+2An+l (Xn+l - T r(n+l)Xn , Xn - Tr(n+l)Xn )

+2An+l (Tr(n+l)Xn - X*, Xn - Tr(n+l)Xn )

> IIXn+l - x*11
2 + A~+lIIXn - T r(n+l)Xn I1

2

+2An+l(1 - An+l)llxn - T r(n+l)Xn I1
2

IIXn+l - X* 11
2 + An+l (2 - An+l) Ilxn - Tr(n+l)Xn 11

2 (5.9)

> IIXn+l - x*11
2 + f2f1X n - T r (n+l)X n Il 2,

by Lemma 2.6.6 and by noting that Xn+l - Tr(n+l)Xn = (1 - An+l)(Xn - Tr(n+l)Xn ),

Hence

(5.10)
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This implies that (1lxn - x* 11) is a decreasing sequence and hence the limit exists.

Thus by inequality (5.10),

(5.11)

By (5.11) we get

(5.12)

We also have (xn ) is bounded since lim Ilxn - x*1I exists. Thus we may choose a
n~CXJ

subsequence (xnJ of (xn) such that

(5.13)

and

r(nj + 1) = io

for some io E {I, 2, ... ,N} and for all j 2: 1.

By (5.11) we get xnj - Tioxnj ---+ O. By continuity of Tio and by (5.13) we also have

Hence x E Fix(Tio )'

If x tj. F, then x tj. Fix(Ti ) for some i. So we may assume (by rearrangement if

necessary) that

and

x tj. Fix(~), L + 1:::; i:::; N,
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where 1 ::; L < N.

Fix kEN and choose mk as follows:

Thus r(mk) > Land r(mk - 1) ::; L. For any i with nk ::; i < mk we have r(i) ::; L,

so that IjXi - xii::; Ilxi-l - xii noting that x E Fix(Tr(i)) and using the argument used

to obtain inequality (5.10). Hence

By (5.13), xnk --7 X and by (5.12), Ilxn-l - xnll --7 O. So Xnk-l --7 x. Therefore

By passing to a subsequence (mk') we have r (mk') = ]0 for some ]0 E {L + 1, ... , N}.

But Ilxmkl-l - Tr(mkl)Xmkl-lll --70 by (5.11) and

So x = Tjox, i.e. x E Fix(Tjo )' This is a contradiction since ]0 > L. Hence

x E F. Since xnj --7 X by (5.13) and (xn ) is Fejer monotone with respect to F (from

inequality (5.10)) , we must have X n --7 X. 0

It still remains an open question whether Theorems 5.1 and 5.2 can be extended

to infinite dimensional Hilbert spaces. In this connection, see Theorem 2 of [15].



89

Definition 5.3. A map r : N ----+ {I, 2, ... ,N} is said to be quasi-cyclic if there is

an increasing sequence (Tk) satisfying

(a) T1 = 1,

(b) TkH - Tk ~ N for all k ~ 1,

00 1

(c) L Tk+1 _ Tk = 00,
k=l

(d) {I, 2, ... , N} ~ {r(Tk)' r(Tk + 1), ... , r(Tk+1 - I)} for all k ~ 1.

Condition (b) says that the length of each cycle is at least N (where N is the

number of mappings), condition (c) ensures that the lengths of the cycles do not

increase too fast and condition (d) says that every mapping is chosen at least once

in every cycle (i.e. between the Tkh and the (Tk+1 - l)th iterate for all k ~ 1). This

control was introduced by Tseng and Bertsekas ([37]) in 1987.

In the following theorem we obtain weak convergence in a Hilbert space that is

not necessarily finite dimensional. This is Theorem 2 of Tseng ([36]), but an alternate

proof is provided.

Theorem 5.4. Let H be a Hilbert space and let c E (0,2) be arbitrary. For
N

i = 1,2, ... , N, let Ti : H ----+ H be firmly nonexpansive with F := nFix(Ti ) i- 0
i=l

and let r : N ----+ {I, 2, ... ,N} be quasi-cyclic. For c ~ An ~ 2 - c and for Xo E H,

define

Then (xn ) converges weakly to a point in F.



90

Proof. There exists an increasing sequence (Tk) satisfying conditions (a)-(d) of Defi-

nition 5.3 .
Tk+l- 1

Let (h = L Il x i+l - xiii,
i=Tk

k ~ 1. By the Cauchy-Schwartz inequality,

Tk+l- 1

(Jk
2

S; L IlxiH - xiI1
2
(Tk+l - Tk)'

i=Tk

In the proof of Theorem 5.2 we obtained for each x* E F, inequality (5.10)

and so by (5.12)

Ilxn - x n+111
2

A~+lllxn - Tr(nH)Xn I1
2

< (2 -2 E)2 [IIXn _ x*11 2 - Ilxn+l _ X* 11 2 l.
E

(5.14)

00

Thus'" Ilxn - x n+111
2 < 00 and lim IIxn - Xn+l 11 = O. Inequallity (5.14) yieldsL n-too

n=1

00 1 00 Tk+l- 1

'" (Jk
2

s; '" '" IIXiH - xil1
2

LTk+l-Tk L L
k=1 k=1 i=Tk

00

L IlxnH - x n l1
2

n=1
< 00.

00 1
But L = 00. Hence lim (J£ = 0 by Lemma 2.1.3 , and so lim (Jk = O.

k=1 Tk+l - Tk

Therefore we can find a subsequence (k') such that lim(Jk' = O.
k'

(XTk,) is bounded as is shown in the proof of Theorem 5.2. Hence it has a weakly

convergent subsequence, which we may assume to be itself. So X Tk' --> x for some

xE H.
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To simplify the notation, we will drop the "prime" in the remainder of the proof and

write k for k'.

Fix i E {I, 2, ... , N}. Then i E {r(Tk)' r(Tk +1), , r(Tk+l -I)} for all k 2: 1. So for

each k 2: 1, we can find Pk with Pk +1 E {Tk' Tk +1, ,Tk+l -I} so that r(Pk +1) = i.

Now

So

Therefore

<

-7 O.

IlxPk+l - Tr(Pk+l)X pk 11 < IlxPk +1 - x Pk 11 + IlxPk - Tr(Pk+l)X pk 11

1
< (1 + -) IlxPk+l - xpkll.

f

IIXTk - T r (Pk+ 1)Xpk 11 IIXTk - ~XPk 11

Pk

< L IIxj - xj+111 + IIx pd1 - ~XPk 11

Tk+l -1

< l:= IIXj - Xj+111 + IIX pd1 - ~XPk 11

(5.15)

(5.16)

l.e. X Tk - TiX Pk -7 0 as k -7 00. But XTk -'- X. SO TixPk -'- x and by (5.16),

x Pk -'- x. Again by (5.16), (I - Ti)(xPk ) -7 O. By the Demiclosedness Principle,
N

~x = x; Le. x E Fix(~). Since i was arbitrary, x E nFix(~) = F.
i=l
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Now assume that (xn ) has another weak cluster point x. Then there exists a subse-

quence (xmj ) such that xmj ---'- X. Suppose also that xnk ---'- x, for some subsequence

(Xnk ). By repeating the above argument, we can show that x E F. From the proof

of Theorem 5.2 , lim Ilxn - x* II exists for each x* E F. Hence hm Ilxn - xii and
n-too n-too

hm Ilxn - xII both exist. If x =I- x, then by Opial's property,
n-too

hm Ilxn - xii
n

lim Ilxmj - xii
J

limllxmj - xii

< limllxmj - xii

li~ Ilxmj - xii
J

lim Ilxn - xli
n

hm Ilxnk - xii
k

hmllxnk - xii

< hmllxnk - xii

hm Ilxnk - xii
k

hm Ilxn - xii,
n

which is a contradiction. Thus (xn ) has a unique weak cluster point in F. Now (xn ) is

Fejer monotone with respect to F (inequality (5.10) in the proof of Theorem 5.2), so

by Theorem 2.0.4 (ii), (xn ) converges weakly to some point in F. Hence X n ---'- X. 0

For a finite collection of nonexpansive maps Ti : C --+ C, (i = 1,2, ... , N), we

consider the following iteration scheme:



93

This boils down to looking at the products of the form

and we investigate the convergence of the above iterates.

Dye and Reich [16] showed that in a Hilbert space with r quasi-periodic, as they

called it, the iterates converge weakly. In [15], they were able to extend this result to

reflexive Banach spaces with a weakly sequentially continuous duality map. However,

the result could only be proved if the pool of maps to be drawn from consisted of only

two maps. In [14], Dye et al proved the result for Banach spaces that have Opial's

property. However, in all of these results only weak convergence of the iterates is

obtained. Our next result obtains strong convergence of the iterates in a Banach

space that has certain conditions imposed on the fixed point sets.

Theorem 5.5. Let X be a Banach space and let C be a nonempty, closed and convex

subset of X. Let ~ : C ----+ C, (i = 1,2, ... , N) be nonexpansive with Pi := Fix(~)
N

and F := nFi :j:. 0. Let r : N ----+ {I, 2, ... , N} be a map that takes on each
i=l

i E {I, 2, ... , N} infinitely often. Assume also that:

(i) there exists c E F such that fori E {I, 2, ... , N}, andfor all sequences (un) ~ C,

(ii) for all sequences (un) ~ X,

max d(un , Pi) ------+ 0 implies d(un , F) ------+ O.
l<i<N

For Xo E C, if

n ~ 1,
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then (x n ) converges to a point in F.

Proof. Since each i E {1, 2, ... ,N} is taken infinitely often, there exists an increasing

sequence (nk), nk ---t 00 as k ----t 00, such that for each k,

{r(nk + 1),r(nk + 2), ... ,r(nk+l)} 2 {1,2, .. . ,N}.

Put W k = Tr(nk+Il ... Tr(nd1). Then xnk+l = WkXnk . By nonexpansivity, we have for

each I E F,

Ilxn+l - III

< Ilxn - III

Therefore (xn ) is Fejer monotone with respect to F. In particular, e E F, so (1lxn -ell)

is decreasing and hence hm IIxn - ell exists. So
n

Then (1IVk,jxnk - ell) is decreasing in j by nonexpansivity and the fact that e E F,

and for j = 1,2, ... ,nk+l - nk,

So for j = 1,2, ... , nk+l - nk,

(5.18)

Claim: For j = 1,2, ... ,nk+l - nk, Ilxnk - Vk,jXnk I1 ---t 0 as k ---t 00.

We will prove this claim by induction.
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j = 1: By Fejer monotonicity, (Xnk ) is bounded and hence (Vk,jXnk ) is also bounded.

So (1lxnk - Vk,lXnk 11) is bounded. Hence there exists a subsequence (nk l ) such that

and

r(nk' + 1) = i

for some i E {1, 2, ... , N}. Noting that Vk',l = Tr(nk, + 1), and by (5.19),

By assumption (i), d(xnk" Pi) --t 0 as k' --t O. Now

Hence

So by equation (5.20),

l\IPllxnk, - Vk',lXnk, 11

< lim 2 d(xn I' Fi )
k' k

O.

Therefore lim /lx nk - Vk lXnk 11 = O. Hence the claim is true for j = 1.
k--+oo '

(5.20)

We will now assume that Ilxnk - Vk,j-lXnk 11 --t 0 as k ---7 00, and we will prove

that for 1 :S j :S nk+l - nk, /lxnk - Vk,jXnk /I --t 0 as k ---7 00.
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Since (1lxnk - Vk,jxnkll) is bounded, we can find a subsequence (nkl ) such that

and

r(nk l + j) = i*

for some i E {I, 2, ... , N} and for all k' 2: 1.

So from equation (5.21) and the induction assumption,

(5.21)

< l\JP Ilxnkl - Vkl,j-lXnkl 11

+ l\JP IITi Vkl,j-lXnkl - V k,,j-lXnkl 11 (5.22)

l\JP II1iVkl,j-lXnkl - Vkl,j-lXnkl 11· (5.23)

Now for any Ci E Fi ,

111iVkl,j-lXnkl - Vkl,j-lXnkl 11 < IITi Vkl,j-lXnkl - cill + Ilci - Vkl,j-lXnkl I1

< 21IVkl,j-lXnkl - cill·

Hence IITiVkl,j-lXnkl - Vkl,j-lXnklll :s; 2d(Vkl,j-lXnk" Fi ).

So from inequality (5.23), we have

Now

IIXnk+l - cll < 11 Tr(nk+j) Vk,j-lXnk - ell

< IIVk,j-lXnk - ell

< IIxnk - ell·
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Therefore

---+ 0,

by (5.17).

By assumption (i), d(Vk',j-1Xnkl , Pi) ---+ O. So lim Ilxnk - Vk,jXnk 1I = 0 and hence

lim Ilxnk - Vk,jXnk 11 = O. Thus the claim is proved; i.e. for j = 1,2, ... ,nk+l - nk,
k

Now {r(nk + 1), r(nk + 2), ... , r(nk+l)} 2 {1, 2, ... , N} for each k.

(5.24)

Fix kEN. Then for each i E {1, 2, ... , N}, there exists Pk E {nk + 1, ... , nk+l} such

that r(Pk) = i.

We can decompose Wk = Tr(nk+l) ... Tr(ndl) as follows:

where Uk = Tr(nk+Il ... Tr'(Pdl) and Vk = Tr(Pk-1) ... Tr(nd1)'

Then by nonexpansivity,

IIWkxnk - ell

IIUkTiVkxnk - ell

< 117iVkXnk - ell

< IIVkxnk - ell

< IIxnk - ell·

Since lim Ilxn - ell exists,
n
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By assumption (i), d(VkXnk , Fi)~ O. Again, by nonexpansivity of Ti

IIVkXnk - TiVkXnJ < IIVkxnk - c'll + IITiVkxnk - c'll

211Vkxnk - c'll

for all c' E Fi ·

Hence

IIXnk - Tixnk I1 < Ilxnk - VkXnk II + IWkXnk - TiVkXnk I1 + IITi VkXnk - Tixnk II

< 211xnk - VkxnJ + IIVkxnk - TiVkXnkl1

~ 0

by (5.24) and (5.25).

Thus Ilxnk - cll - Illixnk - cll ::; Ilxnk - Tixnk 11 ~ O. By assumption (i),

d(xnk ,Fi ) ~ O. Since i was arbitrary, we have by assumption (ii) that

d(xnk , F) ~ O. So for each E > 0, there exists k so that d(xnk , F) < E.

In particular, for any k 2: 1, there exists k so that d(xn;;, F) < 21k . Hence there exists

Pk E F such that

Since (xn ) is Fejer monotone with respect to F,

Ilpk+l - Pkll < Ilpk+l - xnmll + Ilxnm - Pkll

1
< 2k+l + Ilxn;; - Pkll

1 1
< 2k+l + 2k·
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Thus (Pk) is a Cauchy sequence in F and hence converges to a point P in F since
N

F = nFix(Ti ) is closed. Therefore P E F.
i=l

Now

Ilxnk - pll < Ilxnk - Pk 11 + Ilpk - pll
1

< 2k + !IPk - pll -t O.

Thus x nk -t p.

By Fejer monotonicity, the entire sequence must converge to P; i.e. X n -t p. 0

Remark 5.6. (a) For any relaxed projection on a Hilbert space, i.e.

R := (1 - ),,)1 + )..PK ,

we have for any c E K and for any x E H

).. E (0,2),

Ilx - cl1 2
- IIRx - cl1 2 > ),,(2 - )..)llx - PK xl1 2

),,(2 - )..) d(x, K)2

by Lemma 2.6.6 . Hence any projection on a Hilbert space satisfies assumption (i) of

Theorem 5.5.

(b) Combettes [9] defines a family of sets (Si) that satisfies condition (ii) as being

boundedly regular. Condition (ii) of Theorem 5.5 will be satisfied if dim H < 00.

(c) By remarks (a) and (b) above, Theorem 5.1 is a special case of Theorem 5.5,

although the proof of Theorem 5.1 is much simpler than the rather technical proof of

Theorem 5.5 .



Chapter 6

Applications to Minimization
Problems

In this chapter we work only in a real Hilbert space, and the aim is to minimize some

objective function e. The minimization problem can be stated simply as follows:

[P] Find u* E F such that e(u*) = inf e(u).
uEF

Deutsch and Yamada [13] consider this problem for ethat satisfies certain conditions,

and firstly show the existence and uniqueness of the solution to the above problem,

and then propose an algorithm that converges to this unique minimizer. This algo-

rithm extends the results of Yamada et al [39], where they consider the minimization

problem only for a quadratic function e. The algorithm of Deutsch and Yamada [13]

also extends results by Halpern [19], Wittmann [38] and Bauschke [2], where the

unique minimizer is the projection of some point y onto a set F.

In this chapter, we first consider the algorithm proposed by Yamada et al [39].

We obtain a generalization of their Theorem 1, which shows the convergence of some

unique fixed points to the unique minimizer, by making fewer assumptions. We then

obtain a generalization of their Theorem 2 and a complementary result to Theorem

100
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3. We next consider the algorithm of Deutsch and Yamada [13] and obtain a com-

plementary result to their main result. In addition, we also show the convergence of

some fixed points to the unique minimizer. This has not been considered in [13].

For the rest of this chapter H denotes a real Hilbert space. The details about the

problem to be solved are outlined below.

Let Ti : H -+ H (i = 1,2, ... , N) be nonexpansive mappings with
N N

F := nFix(Ti):j: 0. Let 6. := Uco(Ti (H)) and let the function () : H -+ i be
i=l i=l

twice differentiable on some open set U 2 6.. Suppose ()" : U -+ B(H) satisfies the

properties that ()" (x) is self-adjoint for all x E 6., and there exist scalars M 2: m > 0

such that

for all x E 6. and v E H. (6.1)

For an arbitrary fixed p, with 0 < p, < ~, let

1
'lJ(x) := p,()(x) - 211xl12 for all x E H

and let

(6.2)

TA(x) = Tx - Ap,()'(Tx) for all x E H and all A E [0,1]. (6.3)

The iteration process that we consider is defined by

for any Xo E H (6.4)

where (An) is a sequence of parameters that satisfies certain conditions.

This process generalizes the iteration scheme proposed by Bauschke [2] where

he considered the case of ()(x) := ~llx - yl12 for some y E H, and the iteration
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scheme proposed by Yamada et al [39] where they considered the quadratic function

O(x) := ~(Ax, x) - (b, x) for all x E H.

We show in Examples 6.16 and 6.17 that the iteration schemes proposed by

Bauschke and Yamada et al, are indeed special cases of the scheme defined in equa-

tion (6.4).

We first provide the following definition.

Definition 6.1. If H is a Hilbert space, then a bounded, self-adjoint operator

A E B(H) is said to be strongly positive if there exists a > 0 such that

(Ax, x) 2: allxl1 2 for all x E H.

We will first consider the algorithm proposed by Yamada et al [39]:

Let A E B(H) be self adjoint and strongly positive, and b E H. Define a quadratic

function 0 : H -+ IR as follows:

1
O(x) := 2" (Ax, x) - (b, x).

We note the following result.

(6.5)

Lemma 6.2 ([22]). Let H be a Hilbert space and A : H -+ H a linear operator. If

A is a bounded, self-adjoint operator, then

IIAII = sup I(Ax, x)l.
Ilxll=l

Since A is strongly positive, there exists a > 0 such that (Ax, x) 2: allxl1 2 . This

is the a that is referred to in the following two results.
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The following fact characterizes the minimizer of a quadratic function. It can be

found in [42].

Lemma 6.3 ([39]; 25E; 25.23). Let H be a Hilbert space, bE H and A E B(H) be

a self-adjoint and strongly positive operator. Let () be defined by equation (6.5). Then

for a nonempty, closed and convex subset C of H,

(a) there exists a unique a minimizer u* of() over C; i.e. ()(u*) = min()(x).
xEC

(b) u* E C is a minimizer of () over C if and only if u* satisfies (Au* - b, x - u*) ~ 0

for all x E C.

The following result exhibits a sequence that converges to the unique minimizer

described above. It is a generalization of a result by Browder [6] and it is proved by

Yamada, et al ([39]; Theorem 1). They make the assumption that 111 - All < 1, but

in our proof we avoid use of this assumption. In the statement of parts (a) and (b),

1
we make an additional assumption that A :S IIAII' but this is not restrictive, since in

part (c) we take A -----+ 0 and so A can be chosen as small as possible. In the proof of

part(b), Yamada et al [39] make use of a projection, but our proof for part (b) avoids

the use of a projection, and hence the result will be valid in any Banach space.

Theorem 6.4. Let H be a Hilbert space andT : H -+ H nonexpansive with Fix(T) #- 0.

Suppose that u* is the unique minimizer of the quadratic function () over Fix(T) where

() is defined by equation (6.5) . Let

Cf := { x EH: IIx - fll :S lib -a
Afll

} for all f E Fix(T)
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and

TA(x) = (1 - AA)Tx + Ab for all A E [0,1] and x E H.

Then

1
(a) TA(Cf ) ~ Cl for all f E Fix(T) and A E [0,1], with A < IIAII' In particular,

T(Cf ) ~ Cf for all f E Fix(T).

(b) TA : H --+ H is a contraction with its unique fixed point 6 E n Cf for all
fEFix(T)

. 1
A E (0,1], wzth A < IIAII'

(c) lim 6 = u*.
A-+O

Proof. The existence of the unique minimizer is guaranteed by Lemma 6.3.

(a) For x E H,

allxl1 2 < (Ax, x)

< IIAllllxll2.

Hence

Also, for x E H, x -# 0,

IIAII ~a.

((1 - AA)x, x) - IIxll2 - A(Ax, x)

> IIxl12- AIIAllllxl12

- (1 - AIIAII)IIxl12

> 0,

(6.6)



1
since A < IIAII·
Hence, by Lemma 6.2 , for x, y E H,

IITAx - TAyl1 - II(I - AA)(Tx - Ty)11

< 111 - AAlIllTx - Tyll

< 111 - AAllllx - yll

- ( sup «(I - AA)u, u) ) Ilx - yll
Ilull=l

- sup (lIu11 2
- A(Au, u) ) Ilx - yll

Ilull=l

< sup (11u11 2
- Aallul1 2)llx - yll

lIull=l

- (1 - Aa)llx - yll·

Let f E Fix(T). Then

TAf - (I - AA)Tf + Ab

- (I-AA)f+Ab,

and so

TA f - f = -A(Af - b).

Therefore for x E Cf' we have

IITAx - fll < IITAx - TA fll + IITAf - fll

< (1 - Aa) IIx - fll + AllAf - bll
< (1 _ Aa) lib - Afll + Aa IIAf - bll

a a
Ilb- Afll

proving that TA(Cf ) ~ Cf.

In particular, if A = 0, then T(Cf ) ~ Cf.

105

(6.7)

(6.8)
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(b) Since A, a> 0, then Aa > O. Also from inequality (6.6) and our assumption on A,

1
Aa < IIAII"AI1 = 1.

So inequality (6.7) implies that TA is a contraction with constant 1- Aa for A E (0,1]

and A < _1_ By Banach's contraction mapping principle (Theorem 2.6.2 ), TA has
IIAII'

a unique fixed point, 6·

For any 1 E Fix(T), we need to show that 6 E Cf· Now

116 - 111 IITA6 - 111

< IITA6 - TA 111 + IITA1- 111

< (1 - Aa)116 - 111 + AIIAI - bll

by inequality (6.7) and equation (6.8). So

116 - 111 :::; AIIA{ - bll = IIAI - bll.
a a

Thus 6 E Cf for each 1 E Fix(T). Hence 6 E n Cf·
fEFix(T)

(c) By Lemma 2.0.2 , it suffices to show that every subsequence (~n) of (6) has a

subsequence that converges to u*, where ~n := 6n' and An ~ O.

Now Cf is actually the closed ball centered at 1 with radius lib - AIII. Hence Cfa
is weakly compact by Fact 2.0.8 . Since (~n) is bounded, there exists a subsequence

(~nj) that converges weakly to a point v E Cf for all 1 E Fix(T). We will write

Vj = ~nj to simplify the notation. Hence Vj --->. V.

Claim 1: T(v)=v. Since (T(vj)) is bounded, there exists r > 0 such that

IIT (Vj) II < r for all j > 1. Now Tnjvj := TAnjvj = Vj and lim An = 0 give
n-+oo
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us

< Anj (IIAIIIIT(Vj) 11 + Ilbll)

< Anj (11Allr + Ilb!l)

-----7 0 as j -----7 00. (6.9)

By the Demiclosedness Principle, Tv = v, as was claimed.

Claim 2:

IIVj - u*W ~ .!. (b - Au*, Vj - v).
a

(6.10)

1
In the proof of inequality (6.7), we have shown that for those A with A < IIAII'

III - AAII ~ (1 - Aa). We may choose j large enough so that Anj < II~II' Then it

follows that

IIVj - u*11 - (V' - u* v· - u*)J 'J

- ((1 - AnjA)(Tvj - Tu*) + Anj (b - Au*), Vj - u*)

< III - AnjAllllTvj - Tu*llllvj - u*11 + Anj (b - Au*, Vj - u*)

< (1 - Anja)llvj - u*11 2 + Anj(b - Au*, Vj - u*).

1
Hence Ilvj - u* 11

2 ~ - (b - Au*, Vj - u*), which proves claim 2.
a

Since Vj ~ v E Fix(T) we have by Lemma 6.3 that

- 2 1
lim !lVj - u*11 ~ -(b - Au*, v - u*) ~ O.

a

Thus Vj -----7 u* as j -----7 00. o
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Again, for finitely many maps Tl , T2 , ... , TN , and for any n 2 1, we will define Tn

by Tn := T mod N·

The following theorem is an extension of Theorem 2 of [39] with N = 1, since a

sequence of parameters (An) with lim An = 0 that satisfies Lions' condition
n-t(X>

lim An ~ An+l = 0 will also satisfy [N3].
n-too An+1

We also note that in Theorem 2 of [39] we can leave out the condition that

111 - All < 1. Example 6.17 shows that Theorem 6.14 is a generalization of Theorem 1

of [39] if 111 - All < 1.

Theorem 6.5. Let H be a Hilbert space) T i : H -7 H (i = 1,2, ... , N) are nonex-

pansive maps with
N

F := nFix(Ti ) =I- 0
i=l

and

Assume that a sequence (An) ~ (0, 1] satisfies

[Ni ] lim An = O.
n-too

00

[N2] LAn = 00.

n=l

[NB] hm~ = 1.
n-too An+N

Then for any Xo E H) the sequence generated by
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converges to u*, the unique minimizer of the quadratic function (), defined in equa-

tion (6.5) over F.

Proof. The existence of u* E F is guamnteed by Lemma 6.3 .

Case 1. We will first assume that Xo E Cu* = { x EH: Ilx - u* 1I :::; lib - a
Au

*11 }.

The general case will be reduced to this case. The proof follows the following steps.

(1) (xn) and (Tnxn-r) are bounded:

If TAnx = Anb+ (I - AnA)Tnx, then Xn = TAnxn_l' From Theorem 6.4 (a), (xn) ~ Cu*

and (TnXn-l) ~ Cu*. So, (xn) and (TnXn-l) are bounded.

since A E B(H). (Tn+lxn) bounded, and An ----+ 0 imply that xn+l - Tn+lxn ----+ O.

(3) Xn+l - Xn ----+ 0:
1

Choose n large enough so that An+N < IIAII'
Since A E B(H) and (TnXn-l) is bounded, we can find L > 0 such that

lib - ATnxn-lll :::; La.
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We also have Tn+N = Tn . Therefore by the proof of inequality (6.7) of Theorem 6.4 ,

IIAn+Nb + (I - An+NA)Tn+Nxn+N-l - [Anb + (I - AnA)Tnxn-dll

1I (An+N - An)(b - ATnxn-l) + (I - An+NA)(Tnxn+N-l - TnXn-l) 11

< LaIAn+N - Ani + Ilf - An+NAllllxn+N-l - xn-lll

< LaIAn+N - Ani + (1 - An+Na)llxn+N-l - xn-lll

Now lim LaIAn+N - Ani = 0 by [N3]. So by Lemma 2.1.2 , Xn+N - Xn --t O.
n--+oo An+Na

In view of (3), it suffices to show that

By (2),

and

Xn+N-l - Tn+N- 1Xn+N-2 --t O.

Tn+N nonexpansive, implies that

Similarly,
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Adding these N sequences yields

(5) hm (Tn+1xn - u*, b - Au*) :s 0:

((Tn+1xn - u*, b - Au*)) is bounded since (Tn+1xn) is bounded. Also, Cu* is a closed

ball centered at u*, hence it is weakly compact by Fact 2.0.8. Thus we can find a

subsequence (nj) such that

for some i E {I, 2, ... ,N}

and

By (4) we get

By the Demiclosedness Principle, i; E Fix(Ti+N ... Ti+d = F. Therefore

hm (Tnj+lXnj - u*, b - Au*)
J

lim (Tixnj - u*, b - Au*)
J

(i; - u*, b - Au*)

< 0

by Lemma 6.3 (b).
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(6) X n --+ u*:

Since (Tn+1xn) is bounded, A E B(H) and An --+ 0 , for any E > 0, we can find
1

MEN such that for all n ~ M we have An+l < IIAII and,

and

( * *) Ea2 b - Au ,Tn+lxn - u < 3'

Now

IIAn+l(b - Au*) + (I - An+l A)(Tn+lxn - u*)11 2

A~+lllb - Au*11 2+ 2An+l(b - Au*, (1 - An+l A )(Tn+1xn - u*))

+11 (I - An+lA)(Tn+1xn - u*) 11
2

< A~+lllb - Au* 11 2 + 2An+l (b - Au*, Tn+1xn - u*)

-2A~+l(b - Au*,ATn+1xn - Au*) + III - An+lAI12I1Tn+lXn - u*11 2

Ea Ea Ea )11 *112< An+13 + An+13 + An+l 3 + (1 - An+1a Xn - U

EAn+la + (1 - An+la )IIXn - u*1I2.

By Lemma 2.1.2 , X n --+ u*.

Case 2. We now consider the general case where Xo is an arbitrary element of

H. Let (xn) be generated by Xo and let (sn) be generated by starting at So E Cu*.

Then by Case 1, Sn --+ So. Therefore it suffices to show that IIxn - snll --+ O. Since

An --+ 0 we may assume that there exists N E N such that n 2 N implies An < II~II'
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Now

and

Therefore it follows that for n ~ N

11(1 - AnA)(Tnxn-l - Tnsn- 1) 11

< III - AnAllllxn-l - sn-lll

< (1 - Ana) Ilxn-l - sn-lll

n

< IT (1 - Aka) IlxN-l - SN-111 -t 0
k=N

by [N2] and Lemma 2.1.2 . Hence Ilxn - snll -t O.

For A = 1 we obtain the iteration

Hence Theorem 6.5 becomes an extension of Theorem 3.7

o

By Theorem 3.7 ,

X n -t PFb where PF is the projection of H onto F. In this case, therefore, the

unique minimizer of the minimization problem [P]' is PFb.

For the remainder of this chapter, the iteration scheme proposed by Deutsch and

Yamada [13] is considered and it is shown to converge to the solution of the optimiza­

tion problem. The main result of their paper, Theorem 3.7, shows the convergence

of the iterates to the unique minimizer of some function e over F. We provide a

complementary result to their main result where we replace Bauschke's condition
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00

[B3 ] L IAn+N - Ani < 00

n=l

on the parameters by our new condition

[N3 ] lim \ An = 1.
n-too An+N

We first define those functions that will be considered in the problem [P].

Definition 6.6. Let S be a subset of a Hilbert space H, and let a function () : H --7 .lR

be twice differentiable on some open set U 2 S. Then ()II : U --7 B(H) is said to be

uniformly strongly positive and uniformly bounded (or USPUB) over S if

()II (x) is self-adjoint for all x E S, and there exist scalars M 2: m > 0 such that

mllvl1 2
::; (()"(X)V, v) ::; Mllvl1 2 for all x E S and v E H.

Definition 6.7. Let f : H --7 R Then f is said to be lower semicontinuous at

Xo E H if

f (xo) = lim inf f (x) = sup inf f (x) ,
X-tXo VEN",o vEV

where Nxo is the set of all neighbourhoods of the point xo.

The following result was proved by Deutsch and Yamada [13] and it gives a char-

acterization of a minimizer of a convex function.

Lemma 6.8 ([13]; Lemma 2.1). (Characterization of minimizers of a convex dif­

ferentiable function.) Let () : H --7 i be lower semicontinuous over H, convex over

a nonempty, closed and convex subset C of H, and differentiable over some open set

U 2 C. Then u* is a minimizer of () over C if and only if (()'(u*), x - u*) 2: 0 for all

x E C.
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The following result guarantees the existence of the unique minimizer and its proof

can be found in [13].

Theorem 6.9 ([13]; Theorem 3.4). (Existence and Uniqueness of Optimal Solu­

tions) Let C be a nonempty, closed and convex subset of a Hilbert space H, and let

U ~ H be an open subset containing C. Assume that () : H ---+ i is twice differentiable

on U, and there exists some m > 0 such that

mllvl1 2 :S (BI/(x)v, v) for all x E C and v E H.

Then there exists a unique point u* E C such that

B(u*) = inf B(u).
uEC

The following three results are needed for the proof of the main result, the first of

which is proved in [13]. The second result is well-known.

Lemma 6.10 ([13]). Let S be a subset of a Hilbert space H, and let B : H ---+ i be

twice differentiable on some open set U ;2 S. Suppose that BI/ : U ---+ B(H) satisfies the
2

condition USPUB over S. Then for each 0 < f.1 < M' the function W = Wit : H ---+ ~

defined by

is twice differentiable and wl/ : U ---+ B(H) satisfies

In particular,

I(wl/(x)v, v)1 :S Lllvl1 2 for all x E S and v E H.

Ilw'(x) - w'(y)11 :S Lllx - yll for all x,y E S, (6.11)

where L := max{lf.1m - 11, If.1M - 11} < 1.
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Lemma 6.11. Let H be a Hilbert space. If h(x) = ~llxl12, then h'(x) = x.

Proof. For all v E V,

(h'(x), v)

Hence h'(x) = x.

_ lim h(x + tv) - h(x)
t--+O t

. 1.1Ix + tvl1 2
- 1.1Ixl1 2

_ hm 2 2
t--+O t

_ lim IIxl12+ t211vl12+ 2t(x, v) - IIxl12
HO 2t
. t

- ~~ 211vll + (x, v)

- (x,v).

o

Lemma 6.12 ([13]). Let T : H --t H be a nonexpansive mapping with Fix(T) =I­

0. Suppose that a function 0 : H --t i is twice differentiable on some open set

U 2 co(T(H)), and Oil : U --t B(H) satisfies the condition USPUB over co(T(H)).

For an arbitrarily fixed fJ with 0 < fJ < ~, let

1
'lJ(x) := fJO(x) - 211xl12 for all x E H,

T),(x) .- T(x) - AfJO'(T(x))

- (1 - A)T(x) - A\lJ'(T(x)) for all A E [0,1] and x E H

and for f E Fix(T), let

Cf := {x EH: Ilx - fll :s IIf ~~ij)lI} ,
where L := max{lfJm -11, IfJM - 11} < 1. Then

IIT),(x) - T),(y) II :S [1- A(1- L)]Jlx - yll f or all x, y E H (6.12)
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and for all f E Fix(T),

for all A E [0,1].

We are able to deduce from inequality (6.12) that T>' is a contraction for all

A E (0,1], and so by Banach's Contraction Mapping Principle (Theorem 2.6.2 ), T>'

has a unique fixed point u>.. Before we show the convergence of the iterates defined by

equation (6.4) we will first show the convergence of these fixed points to the solution

of [P]. This result is new as the behaviour of these fixed points was not studied by

Deutsch and Yamada [13].

Theorem 6.13. Let u>. be the unique fixed point ofT>' for A E (0,1] as is defined in

equation (6.3). Then lim u>. exists and solves the minimization problem [P).
>'-to

Proof. Let u* E F(T) be the unique solution of the minimization problem. Its exis­

tence is guaranteed by Theorem 6.9 . Since u>. is the fixed point of TA, we have

Hence

It is evident that

(1 - A)(U* - Tu*) + A(U* + W'(Tx*)) = A(U* + W'(Tu*)).

Subtract these two equalities to get

(1 - A)[(U>. - u*) - (Tu>. - Tu*)] + A[U>. - u* + W'(Tu>.) - w'(Tu*)]

-A(U* + W'(Tu*)).
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Noting that u* +w'(Tu*) = p,e'(Tu*) and using u>- - u* to make the the inner product

we obtain,

(1 - A)((U,\ - u*) - (Tu,\ - Tu*), u,\ - u*)

+A[llu,\ - u* 11 2 + (w' (Tu,\ - W' (Tu*), u>- - u*)]

- -AJL(()'(U*), u,\ - u*). (6.13)

Now

((u,\ - u*) - (Tu>- - Tu*), u,\ - u*) - Ilu>- - u* 11 2
- (Tu,\ - Tu*, u>- - u*)

> Ilu,\ - u*11 2 -IITu,\ - Tu*llllu,\ - u*11

> Ilu,\ - u* 11 2
- Ilu>- - u* 11 2

and by Lemma 6.10 ,

- 0, (6.14)

l(w'(Tu>-) - w'(Tu*), u,\ - u*)1 < Ilw'(Tu,\) - w'(Tu*)llllu,\ - u*11

< LIITu>- - Tu*llllu>- - u*11

< Lllu,\ - u*11 2
. (6.15)

Thus we obtain from equation (6.13), and inequalities (6.14) and (6.15), that

and we may deduce that

Ilu>- - u*11 2 :S -1 ~ L (()'(u*), u,\ - u*).

Since (()'(Tu,\)) is bounded,

(6.16)
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Hence we have by the Demiclosedness Principle that every weak cluster point of (u>.)

is a fixed point of T.

Take any weak cluster point x of (u>.); i.e. Un := u>'n --" X. Therefore i E Fix(T) and

hence (O/(u*), U - u*) 2 0 by Lemma 6.8. Therefore by inequality (6.16), we have

lim Ilun - u*11 2 < -1 ~ L (O/(u*), i - u*)

< O.

This implies that Un ---+ u*, and hence i = u*. So u* is the only weak and norm

cluster point of (u>.) and therefore u>. ---+ u*.

We will now prove the main result of this section.

Theorem 6.14. Let Ti : H -+ H (i = 1,2, ... ,N) be nonexpansive mappings with

N

F := nFix(Ti ) f. 0
i=l

and

o

N

Let.6. := Uco(Ti(H)) and suppose that a function 0: H ---+ IR is twice differentiable
i=l

on some open set U "2 .6., and Oil : U ---+ B(H) satisfies the condition USPUB over

.6.. Assume that (An) is a sequence of parameters in (0,1] that satisfies

[N1 ] lim An = O.
n-too

[N2] LAn = 00.

n>l

[N3] lim~ = 1.
n-too An+N



120

2
Then for any arbitrary fixed f-l, 0 < f-l < M' and any Xo E H, the sequence (xn)

generated by

converges to the unique minimizer u* of the function B over F.

Proof. Case 1. We will assume that

Xo E Cu* := { x EH: Ilx - u*11 ~. Ilu* ; ~lu*)1I }

where L := max{lf-lm - 11, If-lM - 11} < 1. The general case will be reduced to this

case. We follow the following steps.

(1) (xn ) and (Txn ) are bounded:

By Lemma 6.12 , T).,(Cu*) ~ Cu* for all A E [0,1]. So Xn+l E Cu* and Tn+1xn E Cu*

(using A = 0). Hence (xn) and (TnXn-l) are bounded.

(2) Xn+l - Tn+1xn -----+ 0:

Define w(x) := f-lB(x) - ~1!x!12. By Lemma 6.10 , the nonexpansivity of Tn+1 and the

fact that X n E Cu*, we have for all n 2: 0,

Ilw'(Tn+lXn) - w'(u*)11 < LI!Tn+1xn - u*11

< Lllxn - u*11

< 1 ~ L Ilu* + w'(u*)11

This implies that (w'(Tn+1xn)) and hence (B'(Tn+1xn)) are bounded. Noting that

w'(x) = MB'(x) - x, we have

Since An -----+ 0, we have Xn+l - Tn+lxn -----+ O.
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(3) Xn+N - Xn -----t 0:

By Lemma 6.12 , the definition of the iterates and the fact that Tn +N = Tn , we have

< IITAn+N TAn+N 11 + IITAn+N TAn 11n+N Xn+N-l - n+N Xn-l n+N Xn-l - n Xn-l

[1- (1- L)An+N] Ilxn+N-l - xn-lll + IAn+N - Ani 11/·dl'(Tnxn-l) 11

[1 - (1 - L)An+N] Ilxn+N-l - xn-lll + IAn+N - AnlllTnxn-l + \lJ'(Tnxn-dll.

Since (\lJ'(TnXn-l)) and (TnXn-l) are bounded, there exists c> 0 such that

for all n 2 1.

Hence

Ilxn+N - xnll :; [1 - (1 - L)An+N] Ilxn+N-l - xn-lll + c(1 - L)IAn+N - Ani.

B [ ] . ( ) IAn+N - An Iy N3, hm c 1 - L A = 0, and so Xn+N - Xn -----t 0 by Lemma 2.1.2 .
n-too n+N

(4) Xn - Tn+N ··· Tn+1xn -----t 0:

In view of (3), it suffices to show that

By (2),

and

Xn+N-l - Tn+N- 1Xn+N-2 -----t O.



Tn+N nonexpansive implies that

Similarly,

Adding these N sequences yields

(5) lim (Tn+lxn - u*, -e'(u*)) ~ 0:

Since (xn) and (Tn+lxn) are bounded, we can find a subsequence (nj) such that
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for some i E {I, 2, ... , N} and for all j ~ 1,

and

By (4) we obtain

for some x E Cu "
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By the Demiclosedness Principle, x E Fix(Ti+N ... Ti +1) = F. Therefore

lim (Tn+1xn - u*, -0' (u*)) lim (Tn·+1xn - u*, -O'(u*))
j-+oo J J

lim (Tixn· - u*, -O'(u*))
j-+oo J

(Tix - u*, -0' (u*))

(x - u*, -0' (u*))

< 0

by Lemma 6.8 .

(6) X n ---+ u*:

Noting that T:.+t1U* = TnHu* - An+1P,O'(Tn+1u*) = u* - AnHP,O'(U*),

IIT:.+txn - u*11 2

IITAn+l TAn+l * \ 0'( *) 11 2
n+l Xn - n+l U - /\n+lp' U

+2p,AnH(T:.+txn - T:.+tu*, -O'(U*)) + A~+1p,2110'(u*)112

IIT:+txn - T:.+t u*II 2+ A~Hp,2110'(u*)112

+2P,AnH(TnHxn - An+1J-lO'(Tn+1xn) - U* + AnHP,O'(U*), -O'(U*))

IIT:.+txn - T:.+t1U*112 + A~+1p,2110'(u*)112 + 2p,An+l(Tn+1xn - U*, -O'(U*))

_2p,2A~+l (O'(Tn+1xn) - O'(U*), O'(U*))

By the boundedness of (O'(Tn+1(xn))), by (5) and the fact that An ---+ 0, for any
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E > 0, we can find MEN such that for all n ~ M,

E
< 2(1 - L),

E
< -(1 - L).

2

Using these and Lemma 6.12 , we have for all n ~ M,

Ilxn+l - u*11 2 < [1 - An+l(1- L)]2I1xn - u*1I2+ An+l ~(1- L) + An+l ~(1- L)

< [1 - An+l(l - L)] Ilxn - u*1I 2 + An+l(1- L)E.

By Lemma 2.1.2 , X n ------t u*. This completes the proof for Case 1.

Case 2. We now consider the general case where Xo is an arbitrary element of

H (xo may not belong to Cu*). Let (xn) be generated by Xo and (sn) be generated

by So E Cu*' Then by Case 1, sn ------t u*. Therefore, it suffices to show that

IIxn - Sn 11 ------t O.

Now by Lemma 6.12 , we have

n

< Il[l - Ak(l - L)] II xo - soli
k=l

------t 0

by [N2] and Lemma 2.1.1 .

Hence IIxn - snll ------t 0, proving the general case. o
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Even though the next result follows as a Corollary to Theorem 6.14 , we never­

theless include the proof, because of its simplicity. We replace [N3] in Theorem 6.14

by [L3] lim IAn; An+11 = 0, and clearly [L3] implies [N3] if lim An = 0.
n---+oo n+1 n---+oo

Corollary 6.15. Let H be a Hilbert space. Assume that T : H --t H is nonexpansive

with Fix(T) =I- 0. Assume that a sequence (An) ~ (0,1] satisfies

[N1 ] lim An = 0.
n---+oo

00

If (Xn ) is defined as follows

then (xn ) converges to u*, the solution of the problem [P).

Proof. If Un := uAn is the unique fixed point of TAn, then Theorem 6.13 shows that

Un --7 u*. Therefore, it suffices to show that Xn - Un --7 °as n --7 00.

We have, by Lemma 6.12 , that

IITAn(Xn-I) - TAn (un) 11

< [1 - An(1- L)] Ilxn-1 - unll

< [1 - An(l - L)] Ilxn-1 - Un-Ill

+[ 1 - An(l - L)] I/Un-I - unll (6.17)
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Now by Lemma 6.10 ,

IIUn - un-Ill - 11 (1 - An)Tun - AnW' (Tun) - (1 - An-I)Tun-1 + An-IW' (TUn-I) 11

- I1 (1 - An)(Tun - TUn-I) - (An - An-I)Tun-1

-(An - An-dW'(Tun-l) + An(W'(Tun-l) - w'(Tun)) 11

< (1- An)llun - un-Ill + IAn - An-IIIITun-1 + W'(Tun-I)11

+AnLIITun - TUn-Ill

< [1 - An(1- L) lllun - un-Ill + IAn - An-IIIlTun-1 + W'(Tun-dll·

Hence it follows that

< IAn(- An-;IIITUn + W'(TUn-I)11
An 1- L

clAn - An-Il<
An (l - L)

since (Tun-d and (w'(T(un-d)) are bounded. By inequality (6.17),

)1
clAn - An-Il

IIxn - unll < [1 - An(1- L) lllxn-I - Un-Ill + [1 - An(1- L A
n
(l _ L)

- [1 - An(1- L)lllxn-I - Un-Ill

A ( _ L) c[l- An(l- L)] !An - An-Il
+ n 1 (1 - L)2 A~

- [1 - An(1- L)lllxn-I - Un-Ill + An(1- L)c5n

h l: - c[l - An(1- L)] [An - An-Il [1 [1 B
were Un - (1 _ L)2 A~ ~ 0 as n ~ 00, by L1 and L3. y

Lemma 2.1.2 , X n - Un ~ O. 0

We will now show in Example 6.16 that the () defined by ()(x) := ~llx - yl12 is

a special case of Theorem 6.14 and turns out to be the scheme proposed in Theo-

rem 3.7. We will also show in Example 6.17 that Theorem 2 of [39] with () defined by

()(x):= ~(Ax, x) - (b, x) is a special case of Theorem 6.14.
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Example 6.16. ForO(x) = ~llx-yI12) Theorem 6.14 is an extension of Theorem 3.7.

(0' (x), v)
. O(x+vt)-O(x)

hm --'----'---'--'-
t-+O t

1
. ~llx + vt - yI1 2

- ~llx - yI1 2

lm
t-+O t

. Ilx - yI1 2 + t211vl1 2+ 2t(x - Y, v) - Ilx _ yI1 2
hm ~-----"::~-~~_--':'-_~---:'-'----:":-_-'---'-'-

HO 2t

hm !llvll + (x - y, v)
t-+O 2

(x-y,v).

Thus O'(x) = x - y. Also,

(0" (x), v) 1
. O'(x + vt) - O'(x)lm ~_-"':'_-----'--'-

t-+O t
. (x + vt - y) - (x - y)

hm -.:----=...:.--:..------=-'-
t-+O t

v.

2
So 0" = I. Now (O"(x)v, v) = (v, v) = Ilv11 2

. So M = 1. Choose p, = 1 < M' Also

which is the iteration scheme of Theorem 3.7, and hence converges to PFy.

By Theorem 6.14, (xn ) converges to u*, the unique minimizer of problem [Plo There­

fore PFy = u*. This can be verified by the following:

(PFy - Y, u - PFy) 2 0 for all u E F

by Lemma 2.4.3, and by the Lemma 6.8, PFy = u*.
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Example 6.17. For e(x) = ~(Ax, x) - (b, x) where A E B(H) is self-adjoint and

strongly positive, and III - All S; 1, Theorem 6.14 is an extension of Theorem 3

of [39].

Since A is linear,

(e' (x), v) 1
. e(x+vt)-e(x)
lm-.:---..-...:.----.:......:...

t-tO t

. [~(A(x + vt), x + vt) - (b, x + vt)] - [~(Ax, x) - (b, x)]hm --=- ---C..-----'--"'--- .;......:.

t-tO t

1
. ~[(Ax, vt) + (A(vt), x) + (A(vt), vt)] - (b, vt)
lm -"----------------'-----'-----'-.::.-----'-~

t-tO t

. ~[t(Ax, v) + t(Av, x) + t2 (A(vt), vt)] - t(b, v)
hm -"---------------'------'-----'-.::.-----'-~
t-tO t
12[2(Ax, v)] - (b, v)

(Ax, v) - (b, v)

(Ax - b, v).

Thus e'(x) = Ax - b,

and so e"(x) = A.

Now A is strongly positive, so there exists a > 0 such that (Ax, x) ~ allxll 2 for all

x EH. Therefore

allvl1 2
S; (Av, v) S; IIAllllvl12

.

2
Choose M = IIAII < 2 and choose f.l, = 1 < M' Then

which is the iteration scheme of [39].



Bibliography

[1] S. Atsushiba and W. Takahashi, Approximating common fixed points of two non­

expansive mappings in Banach spaces, Bull. Austral. Math. Soc. 57 (1998), 117­

127.

[2] H. Bauschke, The appoximation of fixed points of compositions of nonexpansive

mappings in Hilbert space, J. Math. Anal. Appl. 202 (1996), 150-159.

[3] H.H. Bauschke, A norm convergence result on random products of relaxed pro­

jections in Hilbert space, Trans. Amer. Math. Soc. 347 (1995), no. 4, 1365-1373.

[4] H.H. Bauschke and J.M. Borwein, On projection algorithms for solving convex

feasibility problems, Siam Review 38 (1996), 367-426.

.'
[5] H.H. Bauschke, J.M. Borwein, and A.S. Lewis, On the method of cyclic projec-

tions for convex sets in Hilbert space, Proc. of the Special Session on Optimizaton

and Nonlinear Analysis (Y. Censor and R. Reich, eds.), 1995.

[6] F.E. Browder, Fixed point theorems for noncompact mappings in Hilbert space,

Proc. Nat. Acad. Sci. D.S.A. 53 (1965), 1272-1276..
[7] R.E. Bruck, Random products of contractions in metric and banach spaces, J.

Math. Anal. and Appl. 88 (1982), 319-332.

[8] 1. Cioranescu, Geometry of banach spaces, duality mappings and nonlinear prob­

lems, Kluwer Academic Publishers, 1990.

129



130

[9] P.L. Combettes, Hilbertian convex feasibility problem: Convergence of projection

methods, Appl. Math. Optim. 35 (1997), 311-330.

[10] P.L. Combettes and H. Puh, A fast parallel projection algorithm for set theo­

retic image recovery, Actes Internat. Conf. Ac oust., Speech, Signal Processing

5 (1994), 473-476.

[11] G. Crombez, Image recovery by convex combinations of projections, J. Math.

Anal. Appl. 155 (1991), 413-419.

[12] F. Deutsch, The method of alternating orthogonal projections, Approximation

Theory, Spline Functions and Applications (S. Singh, ed.), 1992.

[13] F. Deutsch and 1. Yamada, Minimizing certain convex functions over the inter­

section of the fixed point sets of nonexpansive mappings, Numer. Funct. Anal.

and Optim. 19 (1998), no. 1 and 2, 33-56.

[14] J.M. Dye, T. Kuczumow, P.K. Lin, and S. Reich, Random products of nonex­

pansive mappings in spaces with the Opial property, Contemporary Mathematics

144 (1993), 87-93.

[15] J.M. Dye and S. Reich, Unrestricted iterations of nonexpansive mappings in Ba­

nach spaces, Nonlinear Analysis 19 (1992), no. 10, 983-992.

[16] , Unrestricted iterations of nonexpansive mappings in Hilbert spaces, Non-

linear Analysis 18 (1992), 199-207.

[17] K. Goebel and W.A. Kirk, Topics in metric fixed point theory, Cambridge Studies

in Advanced Mathematics, vol. 28, Cambridge University Press, 1990.

[18] K. Goebel and S. Reich, Uniform convexity, hyperbolic geometry, and nonexpan­

sive mappings, Marcel Dekker Inc., 1984.



131

[19] B. Halpern, Fixed points of nonexpanding maps, Bull. Amer. Math. Soc. 73

(1967), 957-961.

[20] M.A. Khamsi J. Dye and S. Reich, Random products of contractions in Banach

spaces, Trans. Amer. Math. Soc. 325 (1991), no. 1, 87-99.

[21] S. Kitahara and W. Takahashi, Image recovery by convex combinations of sunny

nonexpansive retractions. topological methods in nonlinear analysis, Journal of

the Juliusz Schauder Center 2 (1993), 333-342.

[22] E. Kreyszig, Introductory functional analysis with applications, John Wiley and

sons, 1978.

[23] P. Lions, Approximation de points fixes de contractions, C.R Acad. Sci. Ser. A-B

Paris 284 (1977), 1357-1359.

[24] W.R Mann, Mean value methods in iteration, Proc. Amer. Math. Soc. 4 (1953),

506-510.

[25] Z. Opial, Weak convergence of the sequence of successive approximations for

nonexpansive mappings, Bull. Amer. Math. Soc. 73 (1967), 591-597.

[26] RE.Bruck, Asymptotic behaviour of nonexpansive mappings, American Mathe­

matical Society, Providence, RI (RC. Sine, ed.), 1983.

[27] S. Reich, Asymptotic behavior of contractions in Banach spaces, J. Math. Anal.

and Appl. 44 (1973), 57-70.

[28] , Weak convergence theorems for nonexpansive mappmgs m Banach

spaces, J. Math. Anal. and Appl. 67 (1979), 274-276.

[29] , Strong convergence theorems for resolvents of accretive operators in Ba-

nach spaces, J. Math. Anal. and Appl. 75 (1980), 287-292.



132

[30] , Some problems and results in fixed point theory, Contemp. Math. 21

(1983), 179-187.

[31] , Approximating fixed points of nonexpansive mappings, Panam. M. J. 4

(1994), no. 2, 23-28.

[32] M.I. Sezan, An overview of convex projections theory and its application to image

recovery problems, Ultramicroscopy 40 (1992), 55-67.

[33] T. Shimizu and W. Takahashi, Strong convergence to common fixed points of

families of nonexpansive mappings, J. Math. Anal. Appl. 211 (1997), 71-83.

[34] N. Shioji and W. Takahashi, Strong convergence of approximated sequences for

nonexpansive mappings in Banach spaces, Proc. of the Amer. Math. Soc. 125

(1997), no. 12, 3641-3645.

[35] W. Takahashi and T. Tamura, Image recovery by convex combinations of nonex­

pansive retractions in Banach spaces, Publ. Res. Inst. Math. Sci. (Kokyuroku)

939 (1996), 198-207.

[36] P. Tseng, On the convergence of the products of firmly nonexpansive mappings,

Siam. J. Optimization 2 (1992), no. 3, 425-434.

[37] P. Tseng and D.P. Bertsekas, Relaxation methods for problems with strictly con­

vex separable costs and linear constraints, Math. Programming 38 (1987), 303­

321.

[38] R. Wittmann, Approximation of fixed points of nonexpansive mappings, Arch.

Math. 58 (1992), 486-491.

[39] I. Yamada, N. Ogura, Y. Yamashita, and K. Sakaniwa, Quadratic approximation

of fixed points of nonexpansive mappings in Hilbert spaces, Numer. Funct. Anal.

and Optimiz. 19 (1998), no. 1, 165-190.



133

[40] D.e. Youla, Mathematical theory of image restoration by the method of convex

projections, Image Recovery: Theory and Application (H. Stark, ed.), 1987.

[41] D.e. Youla and H. Webb, Image reconstruction by the method of convex projec­

tions : Part 1, IEEE Trans. Medical Imaging MI-l (1982),81-94.

[42] E. Zeidler, Nonlinear functional analysis and its applications III : Variational

methods and optimization, Springer-Verlag, 1985.


	Pillay_Paranjothi_2001.front.p001
	Pillay_Paranjothi_2001.front.p002
	Pillay_Paranjothi_2001.front.p003
	Pillay_Paranjothi_2001.front.p004
	Pillay_Paranjothi_2001.front.p005
	Pillay_Paranjothi_2001.front.p006
	Pillay_Paranjothi_2001.front.p007
	Pillay_Paranjothi_2001.front.p008
	Pillay_Paranjothi_2001.p001
	Pillay_Paranjothi_2001.p002
	Pillay_Paranjothi_2001.p003
	Pillay_Paranjothi_2001.p004
	Pillay_Paranjothi_2001.p005
	Pillay_Paranjothi_2001.p006
	Pillay_Paranjothi_2001.p007
	Pillay_Paranjothi_2001.p008
	Pillay_Paranjothi_2001.p009
	Pillay_Paranjothi_2001.p010
	Pillay_Paranjothi_2001.p011
	Pillay_Paranjothi_2001.p012
	Pillay_Paranjothi_2001.p013
	Pillay_Paranjothi_2001.p014
	Pillay_Paranjothi_2001.p015
	Pillay_Paranjothi_2001.p016
	Pillay_Paranjothi_2001.p017
	Pillay_Paranjothi_2001.p018
	Pillay_Paranjothi_2001.p019
	Pillay_Paranjothi_2001.p020
	Pillay_Paranjothi_2001.p021
	Pillay_Paranjothi_2001.p022
	Pillay_Paranjothi_2001.p023
	Pillay_Paranjothi_2001.p024
	Pillay_Paranjothi_2001.p025
	Pillay_Paranjothi_2001.p026
	Pillay_Paranjothi_2001.p027
	Pillay_Paranjothi_2001.p028
	Pillay_Paranjothi_2001.p029
	Pillay_Paranjothi_2001.p030
	Pillay_Paranjothi_2001.p031
	Pillay_Paranjothi_2001.p032
	Pillay_Paranjothi_2001.p033
	Pillay_Paranjothi_2001.p034
	Pillay_Paranjothi_2001.p035
	Pillay_Paranjothi_2001.p036
	Pillay_Paranjothi_2001.p037
	Pillay_Paranjothi_2001.p038
	Pillay_Paranjothi_2001.p039
	Pillay_Paranjothi_2001.p040
	Pillay_Paranjothi_2001.p041
	Pillay_Paranjothi_2001.p042
	Pillay_Paranjothi_2001.p043
	Pillay_Paranjothi_2001.p044
	Pillay_Paranjothi_2001.p045
	Pillay_Paranjothi_2001.p046
	Pillay_Paranjothi_2001.p047
	Pillay_Paranjothi_2001.p048
	Pillay_Paranjothi_2001.p049
	Pillay_Paranjothi_2001.p050
	Pillay_Paranjothi_2001.p051
	Pillay_Paranjothi_2001.p052
	Pillay_Paranjothi_2001.p053
	Pillay_Paranjothi_2001.p054
	Pillay_Paranjothi_2001.p055
	Pillay_Paranjothi_2001.p056
	Pillay_Paranjothi_2001.p057
	Pillay_Paranjothi_2001.p058
	Pillay_Paranjothi_2001.p059
	Pillay_Paranjothi_2001.p060
	Pillay_Paranjothi_2001.p061
	Pillay_Paranjothi_2001.p062
	Pillay_Paranjothi_2001.p063
	Pillay_Paranjothi_2001.p064
	Pillay_Paranjothi_2001.p065
	Pillay_Paranjothi_2001.p066
	Pillay_Paranjothi_2001.p067
	Pillay_Paranjothi_2001.p068
	Pillay_Paranjothi_2001.p069
	Pillay_Paranjothi_2001.p070
	Pillay_Paranjothi_2001.p071
	Pillay_Paranjothi_2001.p072
	Pillay_Paranjothi_2001.p073
	Pillay_Paranjothi_2001.p074
	Pillay_Paranjothi_2001.p075
	Pillay_Paranjothi_2001.p076
	Pillay_Paranjothi_2001.p077
	Pillay_Paranjothi_2001.p078
	Pillay_Paranjothi_2001.p079
	Pillay_Paranjothi_2001.p080
	Pillay_Paranjothi_2001.p081
	Pillay_Paranjothi_2001.p082
	Pillay_Paranjothi_2001.p083
	Pillay_Paranjothi_2001.p084
	Pillay_Paranjothi_2001.p085
	Pillay_Paranjothi_2001.p086
	Pillay_Paranjothi_2001.p087
	Pillay_Paranjothi_2001.p088
	Pillay_Paranjothi_2001.p089
	Pillay_Paranjothi_2001.p090
	Pillay_Paranjothi_2001.p091
	Pillay_Paranjothi_2001.p092
	Pillay_Paranjothi_2001.p093
	Pillay_Paranjothi_2001.p094
	Pillay_Paranjothi_2001.p095
	Pillay_Paranjothi_2001.p096
	Pillay_Paranjothi_2001.p097
	Pillay_Paranjothi_2001.p098
	Pillay_Paranjothi_2001.p099
	Pillay_Paranjothi_2001.p100
	Pillay_Paranjothi_2001.p101
	Pillay_Paranjothi_2001.p102
	Pillay_Paranjothi_2001.p103
	Pillay_Paranjothi_2001.p104
	Pillay_Paranjothi_2001.p105
	Pillay_Paranjothi_2001.p106
	Pillay_Paranjothi_2001.p107
	Pillay_Paranjothi_2001.p108
	Pillay_Paranjothi_2001.p109
	Pillay_Paranjothi_2001.p110
	Pillay_Paranjothi_2001.p111
	Pillay_Paranjothi_2001.p112
	Pillay_Paranjothi_2001.p113
	Pillay_Paranjothi_2001.p114
	Pillay_Paranjothi_2001.p115
	Pillay_Paranjothi_2001.p116
	Pillay_Paranjothi_2001.p117
	Pillay_Paranjothi_2001.p118
	Pillay_Paranjothi_2001.p119
	Pillay_Paranjothi_2001.p120
	Pillay_Paranjothi_2001.p121
	Pillay_Paranjothi_2001.p122
	Pillay_Paranjothi_2001.p123
	Pillay_Paranjothi_2001.p124
	Pillay_Paranjothi_2001.p125
	Pillay_Paranjothi_2001.p126
	Pillay_Paranjothi_2001.p127
	Pillay_Paranjothi_2001.p128
	Pillay_Paranjothi_2001.p129
	Pillay_Paranjothi_2001.p130
	Pillay_Paranjothi_2001.p131
	Pillay_Paranjothi_2001.p132
	Pillay_Paranjothi_2001.p133

