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ABSTRACT

Frequency Stability Study of Interconnected Power Systems with High Penetration of Renewable
Energy in the Restructured Environment: Emulation and Control of

Virtual Inertia Using Intelligent Techniques

Anuoluwapo Oluwatobiloba Aluko
School of Engineering
Doctor of Philosophy

The main aim of power system operations and control is to ensure reliability and quality of power
supply, a key action that helps in achieving this aim is frequency control. Frequency control in
power systems is the ability to maintain the system frequency within specified operating limits,
i.e., proper coordination between generation and load. The task of frequency control, more im-
portantly, load frequency control (LFC) is becoming a complex control problem in the design and
operation of modern electric power systems due to its growing size, changing market structure,
newly emerging distributed renewable energy sources with little or no inertia support, evolving
regulatory requirements and the increasing interconnectedness of power systems. These devel-
opments can lead to a reduction in the active overall inertia in the power system which reduces
its frequency response capability by increasing the amplitude of frequency deviation, continuous
frequency oscillations and increased settling time after a power mismatch in the system. The po-
tential role of virtual inertia in the task of frequency control has been identified as an integral
part of modern power systems. Therefore, in this thesis, novel methods for implementing virtual
inertia using intelligent control techniques are proposed in the LFC framework of a multi-area in-
terconnected system with high penetration of renewable energy in the deregulated environment.
The first method proposes the novel application of the artificial bee colony (ABC) optimization
algorithm in the design of the virtual inertial control in a grid-connected wind energy conversion
system (WECS). The WECS operates below the maximum power point to reserve a fraction of
active power for frequency response. The proposed ABC-based control method minimizes the first
frequency undershoot and active power transients compared to the classical optimization method.
Due to the non-storable and variable nature of renewable energy sources, the first method may not
be accessible when needed. To tackle this challenge, the second method proposes the application
of an energy storage system (ESS) and the type-II fuzzy logic control (FLC) in the development
of the virtual inertia control strategy. The proposed type-II FLC method gives a better perfor-
mance than the type-I FLC and derivative-based control methods with adaptive inertia gain, faster
response time for active power injection/discharge, and damped frequency oscillations. Lastly, a
novel hybrid LFC scheme is developed to further improve the dynamic response and stability of
the system. The hybrid LFC scheme consists of a robust unknown input observer (UIO) for state
estimation of the system in the presence of unknown inputs/disturbances, and the interval type-II
FLC for the LFC loop. The robust UIO relays the true state of the system frequency to the LFC
block in each control area to maintain its frequency and net tie line power flow at scheduled values.
The proposed methods are designed and implemented using the MATLAB/Simulink Software.



Keywords: Artificial intelligence, dynamic state estimation, frequency control, fuzzy logic con-
trol, heuristic optimization, power system deregulation, power system stability, renewable energy,
virtual inertia
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Chapter 1

Introduction

1.1 Background

Power system stability as defined in [14] is “the ability of an electric power system, for a given

initial operating condition, to regain a state of operating equilibrium after being subjected to a

physical disturbance, with most system variables bounded so that practically the entire system re-

mains intact”. The primary objective of power system operation and control is to supply quality

and reliable power to consumers while maintaining the system’s stability. Traditionally, the major

operations and controls of generation, transmission, and distribution are monitored by a central

utility. Under this regulated environment, conventional plants (power producers) such as coal,

steam, and gas-powered plants use synchronous generators that are resilient during and after sig-

nificant transient faults, the power flow is scheduled and the uncertainties in load fluctuations are

minimal. Therefore, classical controllers are efficient in maintaining the stability of the system.
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The increasing demand for electrical power, depletion of fossil fuels, need to reduce environmen-

tal pollution from greenhouse gases emission, and changing government policies, has led to the

exploitation of renewable energy sources such as wind, solar, and hydro, for the generation of

electricity and rapid development of renewable energy industry [15]. Globally, renewable energy

sources make up about 26% of electricity generation as of 2019, this is expected to rise to 30% in

2024, with wind and solar projects playing a significant part [16]. This presents new technical chal-

lenges in the operation and control of the power system because their dynamic behavior is different

from the convention generating system. Also, the changing market framework (deregulation) of

the power system brought about by the decentralized ownership of generation, transmission, and

distribution utilities have introduced new challenges to the operation and control of the power sys-

tem. This has been characterized with several blackouts that have occurred in different parts of the

world in recent years [17–20]; Iran (Spring 2001 and 2002), USA/Canada (August 2003), Swe-

den/Denmark (September 2003), Italy (September 2003), Russia (May 2005), India (July 2012),

Thailand (May 2013) and UK (August 2019); these blackouts reiterated the need to redesign and

improve the existing control systems to guarantee a more secure and reliable power system.

From the frequency control viewpoint, frequency instability is the failure of the power system to

restore the system’s frequency to its nominal operating limits after a mismatch between power

generated and load demanded [21]. In today’s power system, the problem of frequency control

is becoming more complex and prevalent because of the active power fluctuation associated with

renewable energy sources, reduction of inertia caused by increased grid-interfaced power elec-

tronic devices, demand stochasticity, and improper coordination of the deregulated power system

environment. Traditionally, frequency control is classified as primary, secondary, tertiary, and

emergency control, depending on the amplitudes and duration of the deviation [22]. The primary

frequency control is deployed locally in the speed governing mechanism of the individual gener-

ating unit, the secondary frequency control is utilized as a central control technique for generating
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units within a control area to restore the system to its nominal frequency (e.g 50Hz for South

Africa) and maintain tie line power flow between interconnected control areas, the tertiary and

emergency frequency control are the slowest levels of control usually triggered for economic dis-

patch and unit commitment [23]. It is imperative to mention that the phrase ’frequency control’

used in this thesis is focused on the secondary frequency control level whose boundary of opera-

tion can be studied using small-signal models. The classical frequency control schemes may be

difficult to use in the modern power system, which includes separate power producers, renewable

energy sources, distribution utilities, and in a deregulated environment, as compared to the verti-

cally integrated utility of the traditional power system environment. Laden with these new tasks,

novel control schemes is needed to provide virtual or synthetic inertia, carry out frequency control

tasks, maintain efficiency and robustness, and assert reliability.

This thesis analyses the impacts of adopting intelligent control techniques for virtual inertia and

frequency controls, and the combined effect of both on the frequency response of a multi-area

power system with high penetration of renewable energy systems in the restructured power system

environment.

1.2 Problem Statement

The technical issues, specifically active power and frequency control, associated with the increas-

ing penetration level of renewable energy and power system deregulation in the modern power

system sector are the underlying factors that motivated this research work.

The ongoing restructuring or deregulation in the power system sector has changed the mode

of planning, operation, and control of the electrical power system. It has provided the free-

dom for market participants to transact without involving the grid operators, thereby increasing
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the number of inter-area power contracts. This has led to a rise in the unpredictability of load

changes/fluctuations, poor coordination between control areas, and other disturbances that create

large frequency deviations affecting the steady-state operation of the power system.

Furthermore, the reduction of traditional synchronous generators and increasing penetration of re-

newable energy is contributing to the frequency control problem in today’s power system. The

renewable energy sources, mainly wind and solar, are intermittent, thus, their contribution to elec-

tricity needs cannot be accurately predicted. Also, the absence of rotating parts in solar plants

and the application of power electronics for interfacing in wind energy conversion systems elec-

tronically decouple the renewable energy systems from the grid. Hence, the inertia per unit of

active(online) generation in the power system is reducing. It is therefore acknowledged that, in

the area of frequency control, the non-despatchable nature of renewable sources and shortage of

inertia are regarded among the most technical issues that introduce serious problems of instability

in a power system with high renewable energy penetration.

These technical challenges created by power system deregulation, as well as the increasing pene-

tration of renewable energy system, therefore pose great challenges to the safe, stable and reliable

operation of the grid, and become difficult for classical controllers to perform optimally outside the

operating conditions for which they are designed. Consequently, there is a need to develop novel

frequency control techniques and new methods to add virtual inertia, that are robust to handle

uncertainties and improve the dynamic performance of the power system in the new environment.

1.3 Aim and objectives

This thesis aims to investigate the application of intelligent control schemes in the frequency con-

trol problem to improve the stability of interconnected multi-area power systems with high pen-
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etration of renewable energy in the new(restructured) power system environment. The proposed

control schemes are adopted in the design of virtual inertia controllers to increase the nadir of

the system frequency deviations and improve the response of the load frequency controller during

contingencies that trigger frequency events. Based on the aforementioned concepts, the objectives

of this thesis are:

1. To model and simulate the small-signal model of a two-area network interconnected via

HVAC and HVDC transmission lines in the restructured power system environment.

2. To design a virtual inertia control strategies that improve the frequency response of the sys-

tem during contingencies such as load variations and renewable energy fluctuations by devel-

oping advanced and intelligent control strategies for inertia emulation in renewable energy

systems and energy storage systems.

3. To design a dynamic state estimation method to provide real-time information on system

states, and detect the presence of unknown inputs.

4. To evaluate the robustness of the proposed control strategies under varying operating con-

ditions by investigating the response time, settling time, damping oscillation characteristics

and reduction in frequency deviation amplitude.

1.4 Contributions of Thesis

• Developing a derivative-based virtual inertial controller for a grid-connected wind energy

conversion system to provide short-term active power during frequency events. The parame-

ters of the proposed virtual inertia controller are heuristically determined using the artificial

bee colony optimization algorithm. This contribution has been published in [1].
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• Adopting an energy storage system for the inertia emulation due to the variable nature of

renewable energy sources. The interval type-2 fuzzy logic control is used to design the

virtual inertia control loop, to improve the frequency response of a power system with a high

penetration of renewable energy sources. The scaling factors of the interval type-2 fuzzy

logic control are tuned using the artificial bee colony algorithm. The proposed virtual inertia

control strategy can handle uncertainties in model parameters, renewable energy fluctuation,

and demand variation that pose challenges to the power industry. This contribution has been

presented in [2].

• Developing a novel robust state estimation method based on an unknown input observer for

online state estimation of the power system without prior knowledge of a disturbance to

generate an appropriate input control signal to the load frequency controller. The interval

type-2 fuzzy logic control strategy is used to design the load frequency control loop. The

virtual inertia control is considered in the system modeling, the proposed hybrid control

scheme is robust to handle unknown inputs that pose a threat to the frequency stability of the

system and provide real-time information on the system state. This contribution has been

published in [3].

• The proposed intelligent control strategies are independent of the system parameters and

easy to implement; therefore, they can be effectively used in different system configurations.

The proposed framework is beneficial to large and complex power systems because of the in-

creasing renewable energy penetration where traditional load frequency control frameworks

and control schemes cannot provide efficient performance over a wide range of unknown

operating conditions.
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1.5 Thesis structure

The remainder of this thesis comprises of five chapters that are structured as:

• Chapter 2 provides the theoretical background of the thesis. It covers the mathematical mod-

eling of power system elements for small-signal analysis in the traditional and restructured

power system environment, presents the issues affecting frequency stability in modern power

systems considering inertia and renewable energy integration.

• Chapter 3, which has appeared in [1], deals with the design of a heuristically-tuned virtual

inertia controller for grid-connected wind energy systems in the restructured environment. It

presents the mathematical model of the artificial bee colony optimization algorithm as a tool

to tune the design parameters of the virtual inertia controller.

• Chapter 4, which has appeared in [2], provides the details in the design of a novel virtual

inertia controller using an intelligent control strategy–interval type-2 fuzzy logic control–

and heuristically tuning the design parameters of the controller as above. It presents the

mathematical modeling of the fuzzy logic control and its application to frequency control

problem in the restructured power system environment with high penetration of renewable

energy.

• Chapter 5, which has appeared in [3], presents the design of a dynamic state estimation

scheme using the unknown input observer method. It also presents the modeling of a type-

2 fuzzy logic load frequency controller. The hybrid control scheme is implemented and

validated under various operating conditions in a restructured power system environment.

• Chapter 6 is the concluding chapter. It gives the conclusion from the work carried out in this

thesis and highlights recommendations for future works.
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Chapter 2

Frequency Response Modeling of an

Interconnected Power System
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2.1 Chapter Introduction

The electrical power system consists of a diverse range of parts systematically interconnected

together to form a large-scale, intricate, nonlinear, and high-order multivariate system capable of

generating, transmitting, and distributing electricity across a wide area [24]. Load variability and

other types of disruption in power system operations lead to a variety of complex anomalies that

manifest themselves at various time frames due to the differences in the dynamics of the elements

that make up the power system. In real-world power systems, there is usually an interlink between

these time frames since one disturbance may lead to another. However, distinguishing between

these time frames is relevant in understanding disturbance and developing appropriate control and

safety procedures.

Power system analyses have revealed that an instantaneous variance between the combined me-

chanical input power and the combined electrical output power of grid-synchronized generators

causes their rotors to accelerate or decelerate and thus deviating from the system nominal fre-

quency. That is, the reduction in their angular speed (excess electrical output power) or increment

(deficiency in the electrical output power) that results in a decrease or increase in frequency is due

to the direct proportionality between angular speed and frequency. Conventionally, in a generating

unit, the input power (mechanical) is synonymous with active power production, and the output

power (electrical) is basically what system loads absorb. Therefore, the frequency control problem

is traditionally interpreted as the speed control problem of the generating units. To ensure stable

and reliable operation of the power system, and supply quality power, the power generated must

accurately meet the load demand at every instant of time. Depending on the duration of the fre-

quency deviation, more than one control loop may be required to restore the system frequency of

the power system to its nominal value [25].

Real-time frequency control systems should be simple, robust, and reliable, however, the empiri-
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cal method to determine the control parameters is by software simulation. The magnitude of the

disturbance involved is a cardinal factor in the design of control systems (to improve system stabil-

ity and reliability), particularly with regard to modeling details. In general, disturbances affecting

power systems are categorized into small-signal disturbance and large-signal disturbance. The

severity of system disturbances studied in the small-signal analysis is one in which the phenomena

of interest can be investigated through linearization of the system’s mathematical models, whilst in

the large-signal analysis (mainly extreme disturbance whose impact may prompt protections), the

system’s nonlinear properties must be taken into consideration in the system equations [26]. The

work in this thesis, frequency response, and control is based on the small-signal analysis in which

linearized models are applicable and the nonlinear dynamics/coupling effects are neglected.

2.2 Traditional power system

In the traditional power system, the operations of the utilities are specifically supervised by the

government. It is a regulated environment that maintains a vertical structure, taking into account

the generating units, transmission systems, and distribution utilities. The vertical utility sells power

to customers at regulated prices. The generating units mostly use conventional sources (fossil fuel,

coal, nuclear, etc.) as a primary source for base power generation. The generated power is usually

transmitted to the load centers via high voltage overhead(underground) transmission lines [27].

The Figure 2.1 represents the typical example of a thermal-powered conventional power system.

In the traditional power system environment, ancillary services, which are defined as individual

elements of electrical services that are needed to provide adequate support for optimal power sup-

ply, reliable distribution of high-quality power, satisfactory and secure operation of the system, are

supervised by the state-owned utility [28]. The major elements of the ancillary services are voltage
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Figure 2.1 A typical conventional power system [10].

control, frequency control, active and reactive power control, and reserve capacities [29]. In this

thesis, the main focus is the active power and frequency control.

2.2.1 Frequency control

A mismatch between the aggregated electrical loads and the total power supplied by the generating

units causes the electrical power system to deviate from the nominal operating frequency. Continu-

ous frequency deviations affect the power system stability, security, reliability, and efficiency [30].

In a generating unit, since the frequency is directly proportional to the rotational speed of the gen-

erator, the task of frequency control can be directly linked to the speed control of the generator.

This is traditionally achieved by using a speed governing mechanism that modifies the position

of the valve to change the mechanical power to track the load offset and return the frequency to

nominal value [31]. There are various classifications of frequency control that are dependent on

the frequency deviation range and duration of frequency deviation as shown in Figure 2.2. During

steady-state or normal operation, the primary frequency control can attenuate small frequency de-
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viations but cannot restore the system frequency to the nominal value, rather, a new steady-state

operating point is reached. For larger and prolonged deviations, the secondary frequency control

can restore the system to nominal operating conditions depending on the available power reserve.

However, for much more large deviations, the tertiary and emergency frequency controls are acti-

vated to protect the system from cascaded faults, loss of synchronization, and blackouts through

under-frequency load shedding (UFLS) and reserve power from large scale energy storage systems.

In power system operations, demand fluctuations occur mostly throughout the day due to demand

prediction errors, and because electricity cannot be easily stored in large quantities, therefore, an

active and continuous frequency regulatory scheme is needed to maintain system balance on an

ongoing basis.

Figure 2.2 Frequency control classification.

2.2.2 Primary frequency control

The primary frequency control is the first response of the conventional generators to a frequency

deviation. It also known as a droop control mechanism, usually working within seconds to tens of
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seconds, it is the local operation of turbine control systems in power generating plants and its role

is to rapidly reject unwanted load disturbances and maintain the frequency close to the nominal

value by changing the set-point of the speed governor as shown in Figure 2.3. This droop method

enables the active generators to automatically change their outputs (increase/decrease) and to share

the load deviation collectively at a common frequency [32]. Since the primary frequency control

is a proportional control technique, it leaves some frequency offset. Therefore, supplementary

control action is necessary to return the frequency to its nominal value which is the purpose of the

secondary control of frequency as shown in Figure 2.4.

Figure 2.3 Primary frequency control (Droop control).

2.2.3 Secondary frequency control

The primary frequency control cannot restore the system frequency to its nominal value, there-

fore a secondary control is employed to complement the droop control by providing additional

feedback [33]. The control strategy is mostly an integral-type control strategy, it is usually suf-

ficient to generate the appropriate signal that tracks the load change/power imbalance and drives

the system to nominal frequency or zero steady-state frequency error [34]. For multi-area power

systems interconnected together, the secondary frequency control must regulate the tie line power
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at scheduled values, this would be formulated in the later section of this chapter.

Figure 2.4 Comparison of primary and secondary frequency control.

2.3 Conventional generation system

The conventional generation system is an arrangement of various subsystems working together

to generate electric power at specified frequency and voltage from conventional energy sources

such as coal, oil, gas, etc. The subsystems usually consist of a generator, turbine, governing unit,

cooling units, transformers, and protective devices. However, for frequency response analysis,

only the small-signal model of the speed governor and turbine subsystems are necessary [35].

2.3.1 Speed governor model

For frequency response analysis, the slow boiler dynamics are neglected when representing the

speed governor model of a steam-based power generation system. The block diagram in Figure 2.5
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shows the schematic of the speed governing system of a steam turbine generating unit. Based on

the speed deviation, the valve position is adjusted to allow steam flow into the steam turbine.

Figure 2.5 Schematic diagram of a speed governor system.

The small-signal model of the speed governor of can be represented with a first-order transfer

function as shown in Figure 2.6 based on the dynamic equation which can be given by

∆Pg =
1

sT g+1

(
−1
R

∆ f +∆Ps
)

(2.1)

where Tg is the time constant of the governor, R is the droop parameter of the primary frequency

controller, and ∆Ps is the control set point from the secondary frequency control mechanism.

Figure 2.6 Small-signal model of a speed governor.
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2.3.2 Turbine model

When there is a change in valve position of the speed governor system, the turbine translates the

changes in steam flow (for a steam turbine generating unit) to a mechanical power that drives the

generating units (synchronous generators) and changes their output (electrical power) as shown

in Figure 2.7. In the small-signal analysis, the rapid generator dynamics can be neglected when

representing the turbine model of a generating unit. The block diagram of the non-reheat steam

turbine model is shown in Figure 2.8, the different kinds of turbines and their models can be found

in [36] as recommended by the IEEE committee. The dynamic equation for small-signal analysis

can be written as [37]

∆Pm =
1

sTt +1
∆Pg (2.2)

where ∆Pm is the change in mechanical output power of the turbine and Tt is the time constant of

the turbine. It is worth noting that the primary interest is the corresponding change in the electrical

power output of the synchronous generator.

Figure 2.7 Schematic diagram of a steam turbine.

Figure 2.8 Small-signal model of turbine.
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2.3.3 Power grid model

For the frequency response study, a linearized small-signal model is sufficient to analyze the behav-

ior of the system with a slower response when compared to voltage control dynamics. Furthermore,

it is presumed that the various generating units synchronized to the network within a control area

form a homogeneous group, that is, in response to any mismatch, the generators will swing in si-

multaneously; this presumption is typical in frequency control analysis [38]. Therefore, a common

frequency can be specified for a control area. Using the swing equation, the dynamic relationship

between the change in frequency and the power imbalance can be expressed by [11]

2H
d∆ f (t)

dt
+D∆ f (t) = ∆Pm(t)−∆PL(t) (2.3)

where H is the combined inertia of the system, ∆ f is the frequency deviation, D is the damping

coefficient or load sensitivity, ∆Pm is the total change in mechanical power (output of the turbine),

and ∆PL is the total change in load/demand (electrical power output). Taking the Laplace transform

of (2.3):

2Hs∆ f (s)+D∆ f (s) = ∆Pm(s)−∆PL(s) (2.4)

∆ f (s) =
1

2Hs+D
(∆Pm(s)−∆PL(s)) (2.5)

Representing (2.5) in a block diagram as shown in Figure 2.9. This simplified power system model

is sufficient to represent the closed loop response of a generating unit, as will be present later in

this chapter.

2.4 Multi-area interconnected power system

For an isolated or single power system, the control of power flow in other parts is not a control

objective, the secondary frequency control is limited to regulate the frequency to its nominal value.
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Figure 2.9 Small-signal model of a power system [11].

For frequency response studies, an isolated power system can be represented with its overall per-

formance by an identical generating unit model. This equivalent model ignores the inter-machine

oscillations with the assumption that individual generators are in synchronization with common

frequency, this is the concept of a ’control area’. A control area essentially describes a territory

where the strength of electrical interconnections within that area is greater than the tie-lines con-

necting it to neighboring control areas, and thus that area is distinguished by a single frequency;

a control area may be a whole country or region within a country. The frequency deviation in a

control area is a result of a power imbalance in the interconnected control areas and not in a par-

ticular area. It is also worth to note that the secondary frequency control in each interconnected

control area must consider the inter-area power exchange. To develop the small-signal model of

an interconnected power system, it is important to study the dynamics of the transmission lines, a

hybrid transmission network comprising of the HVAC and HVDC transmission lines is considered

in this thesis.

2.4.1 Frequency response modeling of HVAC transmission line

To determine the flow of power through HVAC transmission lines from one control area to another,

the following assumptions are made which are peculiar to frequency response modeling [39]:
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1. The power flow on the tie line is lossless, that is, the tie line between any two control area is

strictly inductive.

2. The voltage control loops are considered to be faster than the frequency control loop and can

keep the nodal voltages at unity for a per-unit system.

3. Lastly, to consider linearization, a small-signal disturbance is considered.

We consider a two-area power system interconnected by an HVAC transmission line as shown in

Figure 2.10. The power flow from Area 1 to Area 2 can be calculated from [11]

Figure 2.10 Representation of HVAC interconnected power system.

∆Pac12 =
Vt1Vt2

X
sin
(
δ

1−δ
2) (2.6)

where Vt1 and Vt2 are the terminal voltages in area 1 and 2 respectively, δ 1 and δ 2 are the power

angles of the equivalent machines in area 1 and 2 respectively, and X is the line reactance between

areas 1 and 2.

Using Taylor’s series to linearize (2.6) about an initial operating point
(
δ 01−δ 02), then

∆Pac12 = T12
(
∆δ

1−∆δ
2) (2.7)

where T12 is the synchronising torque coefficient between control areas 1 and 2 which is expressed

as

T12 =
Vt1Vt2

X
cos
(
δ

01−δ
02) (2.8)
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From the relationship between power angle and frequency, 2.7 can be rewritten as

∆Pac12 = 2πT12

∫
(∆ f1(t)−∆ f2(t))dt (2.9)

Taking the Laplace transform of (2.9) yields

∆Pac12(s) =
2πT12

s
(∆ f1(s)−∆ f2(s)) (2.10)

For N interconnected areas, the tie line power flow can be deduced by

∆Paci =
N

∑
j=1
j 6=i

∆Paci j =
2π

s

 N

∑
j=1
j 6=i

∆Ti j∆ fi−
N

∑
j=1
j 6=i

∆Tji∆ f j

 (2.11)

The block diagram representation of (2.11) is shown in Figure 2.11.

2.4.2 Frequency response model of the HVDC transmission line

The power system industry also incorporates high voltage DC (HVDC) transmission lines for long-

distance power transfer because of the need for lower losses, damping of large oscillations associ-

ated with HVAC lines, and improved stability [40]. Furthermore, the technological improvements

in power electronics have enabled the efficient use of HVDC lines. To develop the model of an

HVDC transmission line based on a back-to-back voltage source converter (VSC) topology as

shown in Figure 2.12 for frequency response analysis, a dynamic canonical steady-state model can

be used with the following assumptions [12]:

1. The DC line is lossless.

2. The two AC sides operate at unity voltage in per unit representation.

3. There is a bi-directional flow of power between the interconnected areas based on the active

power reference command.
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Figure 2.11 Frequency response model of an interconnected power system via the AC
transmission line.

4. The reactive power is assumed constant at a pre-specified value during operation.

5. The DC bus voltage is usually regulated at the pre-specified values.

The model of the HVDC transmission system includes faster dynamics than those associated with

AC systems because of the control of the power electronics converter; however, these dynamics

are neglected because they are insignificant when compared to the time frame of the frequency
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Figure 2.12 Two-area HVDC interconnected power system.

response analysis as considered in this thesis. In the HVDC transmission system, there are two

essential control loops; the first loop is dedicated to the control of active power/DC voltage, while

the second loop is dedicated to the control of reactive power/AC voltage. For the frequency control

problem, the active power loop is of utmost importance, thus, it is of interest in this thesis. The

VSC-based HVDC systems can rapidly regulate the power flow from one end to another with bi-

directional capability, the active power controller is implemented using the current-mode control

strategy, this control strategy is used for controlling the active power that the AC side of a VSC

exchange with the AC side of the other VSC.

For frequency response analysis, the HVDC system could be modeled as a first-order system as

shown in Figure 2.13. The active power tracks its reference based on a first-order transfer function

G(s) with a time constant Tdc which is usually determined according to the design specification [41,

42]. This controller modifies the active power by processing the frequency signal obtained from

the AC side of the converters. The objective is to flatten/dampen the critical low-frequency inter-

area oscillations that can affect the stability during load deviations. The frequency deviation in

each area is used as an input signal to the control system to generate the references for the HVDC

link between interconnected control areas [43].

∆Pdcre f −∆Pdc = Tdc
d∆Pdc

dt
(2.12)

Considering the relationship between change in active power and frequency deviation, the active

power reference for the HVDC link during frequency deviation between control areas i and j as
22



Figure 2.13 Block diagram of first-order HVDC system.

shown in Figure 2.14 can be written as [44]

∆Pdc,i =
1

sTdc +1
(
∆ fi−∆ f j

)
(2.13)

where Tdc is the time constant of the HVDC converter.

Figure 2.14 Small-signal model of HVDC system [12].

As earlier mentioned, in this thesis, a hybrid interconnection using HVAC and HVDC transmission

lines will be considered. The net tie line power flow deviation resulting from the HVAC and HVDC

interconnection can be written as

∆Ptie,i = ∆Pac,i +∆Pdc,i (2.14)

For a two-area interconnected power system, a positive ∆Ptie12 means an increase in power transfer

from area 1 to area 2, that is, an increased ∆PL load change in area 1 would result in a decrease in

frequency in both areas and tie line power flow of ∆Ptie12 . The next important thing to consider is

the secondary frequency control loop in the presence of transmission lines.
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2.5 Load frequency control

Since the primary frequency control cannot restore the system frequency to its nominal value after

a load deviation, the secondary frequency control, commonly known as load frequency control

(LFC), is deployed to offset the frequency deviation of a control area. For an interconnected power

system consisting of two or more control areas, while preserving the system frequency in its control

area, the LFC is also tasked to maintain the tie line power flow between the control areas at sched-

uled values [45]. In practical terms, the load demand fluctuates perpetually, even without forecast

anomalies, so that continuous secondary frequency control is required in real-time. Contrary to

an isolated control area, the LFC signal for an interconnected system is computed using a new

control signal, known as area control error (ACE), the ACE is a linear summation of the weighted

frequency deviation and the tie line power flow measurements. The ACE estimation provides the

amount of active power mismatch (shortage or excess), and in response, the LFC sends signal

to the speed governor of the generating units in its control area for appropriate action [46]. For

the ith control area in a multi-area interconnected power system, the ACE can be mathematically

expressed as [37]

ACE, i = βi∆ fi +∆Ptie,i (2.15)

and

βi =
1
Ri

+Di (2.16)

where βi is a weighting factor known as the frequency bias factor of the ith control area. The LFC

control signal for the ith control area can expressed as

∆Ps
i = hi(ACE) (2.17)

where hi(·) is the load(secondary) frequency controller, which is conventionally based on the inte-

gral control strategy.
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When more than one generating unit in a control area participate in frequency control, the LFC

signal ∆Ps is distributed among the generating units using a participation index known as “area

participation factor (ap f )”, it is usually determined using an economic dispatch method. The sum

of participation factors in a control area must be equal to 1. For example, in the ith control area,

the control signal sent to the speed governor of the nth generating unit by the LFC system can be

expressed as [11]

∆Ps
i,n = ap fi,n ∆Ps

i (2.18)

Given that
n

∑
j=1

ap fi j = 1 | ∈ {0,1} (2.19)

The tertiary frequency control and other higher level frequency controls are not considered in

this thesis; this is because they are usually not automated and require offline economic dispatch

decisions outside the time-frame for digital control action. The complete frequency control block

diagram of a the ith control area in a large power system in shown in Figure 2.15.

Figure 2.15 A hybrid AC/DC frequency response model.
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2.6 Modern power system

With the tremendous advancement in technology, more specifically with power electronics, chang-

ing government regulations, and growing environmental concerns, the power system industry is

experiencing a paradigm shift with increasing exploitation of renewable sources for power gen-

eration. Power system deregulation and renewable-based generation such as wind and solar, are

the major participants in modern power systems. They affect the dynamic operation the power

system differently from the traditional power system, therefore, the modern power system presents

new technical issues in terms of frequency control, voltage control, power quality, and economic

dispatch; therefore, the conventional controls are inefficient to provide consistent power system

stability and reliability.

2.6.1 Power system deregulation

In the early stages of the electric power system industry, its operation is based on a vertically

integrated utility (VIU) framework. Here, the utility holds a government-issued monopolistic fran-

chise, granting it the protected right to perform principal power system operations of generation,

transmission, and distribution within its control area. Due to the absence of competition, the utility

has to supply electricity to all customers within its control area, rather than to those it might con-

sider as fiscally rewarding. In this regulated environment, electricity tariffs are usually regulated by

the government. The utility also provides the frequency regulation within a control area, and also

other ancillary services, because it owns and supervises all the system facilities within its region.

Many countries have begun to restructure and deregulate their power system sectors to reduce gov-

ernment participation with the aim of providing affordable and reliable electricity to consumers.
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The main steps in the transition are the disintegration and transfer of the operations performed by

the vertical utility in the traditional/regulated environment to private entities or independent com-

panies; this allows for transparent and open-access operation. The major players within a control

area in the restructured environment are the power producers (generating companies), transmis-

sion company, and the distribution companies [47]. The power producers in a control area can

compete or make an offer to sell power to distribution companies within and outside its control

area borders, and each distribution company has the discretion to negotiate with power producers

within and outside their control areas to meet their demands; competition is a driving force in the

deregulated environment. Also, an unbiased entity known as an independent system operator (ISO)

has emerged in each control area, whose functions include ensuring non-discriminatory access by

all power producers to the grid, ensuring the reliability and security of its control area, managing

transmission overloading, and coordinating power contractual agreements between power produc-

ers and consumers. The ISO oversees the operation of the grid and provides all ancillary services

in the newly deregulated environment.

Unlike the vertical utility in the traditional environment that owns and supervises the generation

utility, and provides frequency regulation service from its unloaded reserve capacity, the ISO that

offers frequency regulation does not own any generation utility in the new power system environ-

ment. Therefore, ISOs providing frequency regulation services must buy reserve capacity from

power producer(s); however, the power producer is not legally bound to sell to the ISO. This new

development modifies the frequency response framework of the traditional power system environ-

ment.

Globally, there are several market scenarios for electricity transactions, and thus frequency regula-

tion [48]. However, three main market scenarios will be addressed in this thesis:

27



1. Poolco scenario: In this scenario, the power producers have the autonomy to change their

power outputs, submit bids to ISO, and indicate ancillary service information. This scenario

is similar to the traditional environment since the ISO controls the operation of the utilities

in its control area [49].

2. Bilateral scenario: In this scenario, the distribution utilities can choose to enter a contract

with power producers within or outside their control areas depending on the predicted de-

mand variation. However, this contractual agreement must be submitted to the ISO for real-

time coordination [50].

3. Contract violation scenario: In this scenario, it is assumed that the distribution utilities de-

mand more power than contractually agreed upon. The ISO secures reserves from the power

producers for LFC purposes, this usually from the power producers within its control area to

preserve the net tie line power flow at scheduled values [51].

2.6.2 Integration of renewable energy

The exponential increase in demand for electrical power, depletion of fossil fuels, rise in envi-

ronmental and global policies for the reduction of greenhouse gases emission, has led to the rapid

development of renewable energy (RE) technology. Amongst the natural renewable energy sources

available, wind and solar have found the most application in the power system industry [52]. As

the growth of RE continues, there is an increasing interest in its effect on the operation, control,

and stability of the power system. Several studies have shown that the impacts of the integration of

renewable energy sources (RESs) into the power system are non-negligible and cannot be consid-

ered insignificant because of the increasing penetration level and size [53]. While the aggregation

of RES units reduces the effects of random power outputs, the RES needs to meet some technical
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requirements specified by the grid code. However, with the increasing penetration of RES into

large power systems, there is a need to update the grid codes to mitigate the effect of high RES

penetration [54]. The framework of the modern power system that integrates RES is different from

the traditional power system framework.

The RESs have a different impact on the transient behavior and response of power systems, differ-

ent from typical synchronous generators used in conventional power plants. The major technical

issues that affect RES penetration relates to their inability to perform efficiently as conventional

power plants [55]. When a considerable amount of RE generation is tripped or reduced due to

fault, the operation of the system, including frequency, may be affected. High penetration of RES

increases the uncertainties during off-normal operations and presents various technical complica-

tions. The integration of RESs has impacts on power flow, frequency control, voltage control,

transmission line congestion, network augmentation, economic load dispatch, power quality, and

reactive power requirement. Despite the considerable advancement in RE technology, there is still

the challenge of frequency regulation and this contributes to the limitation of increasing RES pen-

etration in large interconnected power systems [56]. For example, When a substantial amount of

power generation from wind during off-peak periods in a power system with high wind power

penetration may cause some units of the conventional power plants to be shut down to preserve

the generation-demand balance, this decreases the overall system inertia and has a negative effect

on the performance of the system during frequency events. The power variation resulting from the

renewable energy plants in a control area consists of fast components (from independent renewable

energy unit) and slow components (from composite renewable energy unit) within the control area.

Unlike the fast components, studies have shown that the slow components contribute adversely to

power imbalance and consequentially unacceptable frequency fluctuations, this must be taken into

account in the frequency response model of the system.
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2.6.3 Impact of inertia on frequency response

Traditionally, the frequency stability of the power system is dependent on the conventional syn-

chronous generators connected to the grid. In a control area, when there is an instantaneous in-

crease in load, there should be a corresponding increase in the output of mechanical power from

the turbine to balance the load. This does not automatically increase the electrical power output of

the generator, however, there is a rapid extraction of kinetic energy stored in the rotating part of

the generating unit to augment the power imbalance. The kinetic energy is a function of the inertia

present in the rotating masses directly coupled together in the power system [57]. The inertia is

considered as an important system upon which governs the instantaneous frequency response of

the power system to the power imbalance. Conventionally, the two major sources of inertia in

power system generation are turbines and synchronous generators whose kinetic energy is rapidly

extracted counteract power imbalance. Also, some industrial loads, motor-driven compressors,

and pumps that are directly coupled to the grid can contribute to the inertia response of the system

because their rotational speed is a function of the system frequency [58].

In modern power systems, the fleet of power system generation is briskly shifting from conven-

tional generation to RE generation. Besides the intermittence of RE generation, they are decoupled

from the grid through the power electronics converters. Consequently, as the conventional genera-

tion is displaced by RE generation, the overall inertia of the grid is decreased, impacting the power

system reliability and stability [59]. This consequence has been considered a major downside to

the integration of a high share of RE generation into the grid. Additionally, it is projected that

future power systems will experience an increase in the use of HVDC technology to transport bulk

power from RE plants to load centers and inherently improve the existing HVAC network. Since

the HVDC links electrically decouple the interconnected control areas, the inertia of a control area

is not directly accessible to the other control areas. In the actual sense, a system with low inertia is

30



characterized by the following [60, 61]:

1. Increased frequency deviation (deeper nadirs) within a short timespan

2. Faster rate of change of frequency

It is straightforward that any technique of incorporating virtual inertia to the grid can greatly en-

hance the dynamic response and reliability of the system [62]. Virtual inertia can be emulated by

dedicated control of power electronics converter in RE systems. Also, the rotating devices present

in wind energy conversion systems (WECSs) have led to the enactment of wind farms participa-

tion in frequency regulation and provision inertia response; this is mainly achieved by operating

the WECS below maximum power and devising a control strategy for the reserve active power with

respect to frequency. The paper [63] investigates the capability of WECS to provide inertia support

and primary frequency control in the Rhode Island power system. A supplementary controller is

included in the control system of directly-driven WECS to render frequency control as an ancillary

service [64]. Reference [65] introduced a dynamic droop-inertia control to improve the frequency

nadir and ascertain the reliable operation of a doubly-fed induction generator WECS. In [66], a

coordinated control strategy to enable grid-connected wind farms to participate in LFC is imple-

mented. For future power systems with high penetration of RE and absence of rotating masses,

dedicated ESSs can be used to emulate spinning reserves and virtual inertia to maintain the relia-

bility and stability of the power system [67]. Due to the considerable technological advancement

in the wind energy industry, the impacts of wind power on frequency regulation is considered in

this thesis.
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2.6.4 Frequency response of wind energy conversion systems

The wind energy conversion system is a collection of mechanical and electrical subsystems op-

erated and controlled together to harness the power from wind and convert it to useful electrical

power within specified voltage and frequency. Depending on the type of wind turbine (fixed-speed

or variable-speed), the generator converts the mechanical power harvested by the blades of the

turbine and converts it to electrical power and transfers it to the grid through a back-to-back power

electronics converter and a power transformer. Recently, the variable speed wind turbine (VSWT)

based on permanent magnet synchronous generator (PMSG) as shown in Figure 2.16, has gained

tremendous attention due to their high efficiency, absence of gearbox, etc, compared to VSWT

based on doubly fed induction generator (DFIG) [68, 69]. The back-to-back converters, consisting

of the machine side converter (MSC) and grid side converter (GSC), are used to decouple the gen-

erator from the grid, therefore, its inertia cannot be immediately extracted during frequency events.

The control scheme of the MSC is used to regulate active and reactive powers from the PMSG;

the active power control loop is used to obtain maximum power from the wind turbine through

maximum power point tracking (MPPT) and the reactive power control loop is used to keep the

net reactive power at zero. The GSC control scheme keeps the dc-link voltage at a constant value

to enable maximum power transfer from the MSC to the grid at specified voltage and frequency, it

can also be used to provide independent protection during abnormal voltage conditions.

To develop a simplified small-signal model of the PMSG-based WECS for frequency response

analysis, the switching of the MSC is considered; the voltage equations in the d − q reference

frame used for pulse width modulation (PWM) switching of the MSC is given by [13]

vd(t) = Rdid(t)+L
did
dt

(2.20)

vq(t) = Rqiq(t)+L
diq
dt

(2.21)
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Figure 2.16 PMSG-based wind energy conversion system [13].

where v, i, R and L are the output voltage, output current, resistance and inductance of the PMSG

respectively. Taking the Laplace transform of (2.20) and (2.21) gives

vd(s) = Rdid(s)+ sLid(s) (2.22)

vq(t) = Rqiq(s)+ sLiq(s) (2.23)

The open loop transfer functions of (2.22) and (2.23) can be deduced as

Gd(s) =
id(s)
vd

=
1

Rd + sLd
(2.24)

Gq(s) =
iq(s)
vq

=
1

Rq + sLq
(2.25)

For a surface-mounted PMSG, id(s) = 0, therefore Gd(s) = 0, rewriting (2.25) in standard form

gives
iq(s)
vq(s)

=
Kw

sTw +1
(2.26)

where Kw = 1
Rq

and Tw =
Lq
Rq

are the gain and time constant of the MSC respectively. It can be

interpreted that a change in vq would cause a change in iq, and by convention, a change in wind

speed ∆vw would cause a change in wind power output ∆Pw. Therefore, the small-signal model

shown in Figure 2.17 is used for frequency response analysis.
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Figure 2.17 Small-signal model of WECS

To update the frequency response model of the traditional environment with the additional dynam-

ics of the power system and wind power penetration, the following parameters will be modified:

change in speed governor setting ∆Pg, ACE computation, and change in net tie lie deviation ∆Ptie,

while the change in wind power ∆Pw will be added to the updated model. To circumvent repetition,

these modifications will be presented in the models of the subsequent chapters of this thesis.
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Chapter 3

Heuristic Optimization of Virtual Inertia

Control in Grid-Connected Wind Energy

Conversion Systems for Frequency Support

in a Restructured Environment

This chapter is based on the work reported in [1].
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3.1 Chapter Overview

In the work reported in this chapter, a novel application of the artificial bee colony (ABC) algo-

rithm is used to implement a virtual inertia control strategy for grid-connected wind energy conver-

sion systems. The proposed control strategy introduces a new heuristic optimization technique that

uses the ABC optimization algorithm to calculate the optimal gain value of an additional derivative

control loop added to the control scheme of the machine side converter (MSC) in a wind energy

system to enable wind farms to participate in frequency control as specified by recent grid codes.

This helps to minimize the frequency deviations, reduce active power deviation in the system, and

increase the penetration level of wind energy in power systems. The study was performed in a

restructured power system environment. The robustness of the proposed control scheme is first

validated with eigenvalue analysis and then evaluated using load–frequency analysis by consider-

ing three real-life transaction scenarios that can occur in an interconnected open-energy market.

The results in this study show that the optimal gain of the proposed controller reduces the frequency

deviations and improves stability and overall performance of the system.

3.2 Chapter Introduction

To meet increasing load demand and reduce environmental pollution caused by fossil-fuelled

power plants, power generation from renewable sources has become a viable solution in many

instances. Modern power systems consist of many control areas with different sources of gener-

ation [70]. Any variance between the generated power and required load demand results in the

deviation of the system frequency from its nominal value. This also creates an inadvertent ex-

change of power between interconnected control areas. The intrinsic characteristic of conventional
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generators that make them applicable for frequency control is “inertia”. The large moment of in-

ertia present in synchronous generators allows conventional/traditional power systems to maintain

stability during disturbance as a result of frequency regulation action. In the past, the impacts

of renewable energy plants (REPs) in large power systems were considered negligible because of

low-level penetration. With the increasing penetration of REPs, most countries have developed

renewable energy grid codes that REPs seeking connection to the grid must comply with [71–73].

In a similar manner to codes for conventional plants, REPs grid codes specifies that some ancillary

services must be provided during transient conditions [74]. One of these ancillary services is fre-

quency control. Depending on the amplitude and duration of the frequency deviation, frequency

control can be classified into primary, secondary, tertiary, and emergency frequency control [11].

This study is concerned with the impacts of inertia on primary and secondary frequency control

because the efficiency of these controls can mitigate against the need for a higher level of frequency

control. Primary frequency control is able to attenuate small frequency deviation but is not able

to restore the system to the nominal frequency; thus, secondary frequency control is activated by

harnessing the available power reserve to restore the system to the nominal operating frequency.

Secondary frequency control is also known as automatic generation control (AGC) or load fre-

quency control (LFC). This is now becoming a complex control problem in power system design,

operation, and control because of the emerging complexities such as renewable energy penetration,

deregulation, new standards, environmental constraints, and various uncertainties [75]. Early stud-

ies on LFC problems focused on a single-area power systems with conventional power plant gener-

ation [76–78]; LFC models for hydropower plants were introduced in [79–81]. By interconnecting

power systems, reliability and resilience are improved because there is inter-area support during

deviating conditions. High voltage AC (HVAC) tie lines are used for interconnection in traditional

power systems; the effects of HVAC tie line models were investigated in [82, 83]. Studies for a

two-area power system considering conventional multi-source plants were presented in [84–88]
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and higher-order interconnected areas were studied in [89–94]. The application of HVAC lines for

long-distance transmission is associated with several drawbacks such as effect of capacitance for

underground transmission [95], line inductance [96], Ferranti effect [97], asynchronous intercon-

nection [98], and reduce active power transmission-to-length ratio [99]. Modern power systems

have adopted the application of high voltage DC (HVDC) transmission link for long-distance trans-

mission to provide solutions to inherent HVAC transmission problems. This leads to economic and

technical advantages [98, 100, 101].

In the traditional power system environment, the vertically integrated utility (VIU) solely owns the

generation companies (GENCOs), transmission companies (TRANSCOs), and distribution com-

panies (DISCOs), which supply power to clients at regulated prices [102, 103]. The physical

boundaries of a VIU define the control areas which are interconnected via tie lines. In a restruc-

tured or deregulated environment, GENCOs may choose to participate in frequency regulation,

and independent power producers (IPPs) or REPs seeking connection to the grid must meet the

grid code requirements by providing frequency support to the system during disturbances. DIS-

COs have the freedom to individually contract power from GENCOs and IPPs in different areas.

The transactions among the GENCOs, IPPs, and DISCOs are supervised by an independent sys-

tem operator (ISO) or any other transparent organization [11]. Provision of ancillary services such

as frequency control is optional and usually based on competitive pricing, thus it is regarded as

an open energy market [104]. Frequency response models for power systems in a deregulated

environment must consider the contracts between DISCOs and GENCOs; Reference [105] inves-

tigated LFC models for hydro plants. Thermal plants were considered in [106] and multi-sources

were studied in [107].

In modern power systems, the impacts of REPs can no longer be considered negligible because of

the increased level of penetration. The increasing integration of renewable energy plants (almost
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zero-inertia) reduces the overall inertia of the system, which makes the system more susceptible

to high transient frequency deviations, thus making LFC problems more complex [108]. The re-

duction in inertia causes some problems in the deregulated environment for the ISO, such as a

reduction in frequency and system oscillation. Due to the rotational parts present in wind energy

conversion systems, recent grid codes require that they participate in frequency regulation within

a specified range [109]. Authors in [110] investigated the capability of doubly-fed induction gen-

erators for providing short term frequency regulation through rotor flux manipulation. The kinetic

energy in a WECS turbine and dc-link capacitor energy were extracted to provide extra inertia

in [111]. A comparative evaluation of short term frequency response between fixed-speed and

doubly-fed induction generators (FSIG and DFIG) was done in [112]. The results show that the

DFIG can provide more kinetic energy than the FSIG. Several studies have proposed primary

and secondary frequency control strategies for grid-connected WECS from the generator point of

view; however, they failed to address the limitations of the power electronics devices that con-

nect the generator to the grid [113]. For the power electronics-based devices, the emulation of

inertia for frequency response can be achieved by the control of the power that is proportional to

the first-order derivative of the system frequency [5, 10]. This control scheme is termed “virtual

inertia control” because it imitates the inertia characteristics of a conventional synchronous gen-

erator. The concept of a virtual synchronous generator (VSG) or a virtual synchronous machine

(VSM) was originally proposed by Project VSYNC [114]. The VSG consists of an energy stor-

age device interfaced with a power electronics device (mostly VSCs) and a control algorithm to

make it behave as a synchronous generator for intermediate energy requirements. This mimics

the damping and inertia characteristics of a synchronous generator by injecting active power when

the frequency deviation is negative and vice versa. In this work, a virtual inertia control strategy is

proposed. A grid-connected PMSG is considered as an intermediate frequency controller for short-

term inertia response, which is highlighted in the red box in Figure 3.1, given that the time constant
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of the power electronics devices is smaller when compared to conventional devices. However, for

long-term frequency regulation, the use of ESS can be adopted.

Figure 3.1 Classification of frequency control techniques in wind energy systems.

In frequency control studies, the control strategies that are applied in traditional power systems

cannot be extended to modern power systems with renewable energy penetration and power system

deregulation. This makes it necessary to search for new and efficient control strategies [115].

Early designs of load frequency controllers used classical PI, PID, robust and optimal control

theory, a dual-mode PI control [116], and decentralized PI control [117]. These were proposed for

LFC studies. The hydro-powered plant was investigated in [118]; the PI control strategy was used

to design the LFC scheme. By analyzing the small-signal stability of a hybrid power system—

diesel engine generator, wind turbine, PV, and ESSs in [119]—a PI-based scheme was proposed

to mitigate frequency deviations during load and RES variations. In [120, 121], optimal linear

control theory was used to model linear regulators for AGC studies. To improve the robustness

of the frequency control, the authors of [122, 123] used linear matrix inequalities. The Ricatti

equation was used in [124] and the authors of [107, 125–127] adopted optimal feedback theory
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in traditional and deregulated power system environments. The drawbacks of these approaches

such as non-robustness to parametric variations, fault intolerance, and inaccurate estimation of

state variables have led to the research in intelligent control approaches [128]. Recently, modern

intelligent control methods such as artificial neural networks (ANNs), fuzzy logic, evolutionary

algorithms (genetic algorithms (GAs) and differential evolution (DE) algorithms), and heuristic

algorithms (ant colony optimization (ACO) algorithms, particle swarm algorithms (PSOs), and

artificial bee colony (ABC) algorithms) have been utilized as efficient tools for solving complex

and nonlinear engineering problems. In [129], a combination of fuzzy logic, genetic algorithm,

and neural network was used to design a load frequency control for a single area power system.

The flatness-based approach was applied to a three-area power system with a high penetration of

wind energy to reduce frequency deviations [130]. With the penetration of electric vehicles, a PSO-

based ANN technique [131] and model-free control, based on the sliding mode technique [132],

were used for the secondary frequency control. An adaptive-VSG was used in [133] to improve

the frequency response of a permanent magnet synchronous generator-based WECS. AGC of a

DFIG-based WECS using the least square support vector machine approach was proposed in [134].

Authors in [103] used the gradient newton algorithm (GNA) for trajectory sensitivity analysis to

determine the optimal parameters of the system for LFC studies. A differential evolution algorithm

was applied to a fuzzy-PID controller to optimize the control parameter for ACE signals in a

deregulated environment [135].

From the literature survey, the following omissions were observed: no study considered the com-

bination of integration of renewable energy and deregulation; most reported research studies have

focused on the demerits and limitations of increasing renewable energy penetration in terms of

intermittent operation and variability [136]. However, since deregulation and grid codes require

IPPs to participate in electricity pricing [11] and frequency support [137], respectively, this study

investigated how renewable energy plants can perform frequency support operation in a deregu-
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lated environment given that modern wind energy conversion systems (WECS) are equipped with

synchronous generators and power electronic converters that can produce virtual inertia control in

a restructured power system environment.

Because the power system industry is conservative and reluctant to replace well-known classical

controllers with modern control technologies, heuristic optimization techniques have been used to

optimally tune the controller to adapt to the revolving power system environment. The artificial

bee colony (ABC) algorithm is a relatively new member of the heuristic optimization techniques.

It is based on the foraging behavior, learning, memorizing, and information sharing characteristics

of honeybees. Several research papers have already evaluated and established the performance

of the ABC algorithm against other algorithms such as PSO, ACO, and other optimization tech-

niques [138–141]. Based on these investigations, it was established that the ABC algorithm has less

computational complexity, high solution accuracy, simplicity, and independent convergence. The

authors of [142–144] used the ABC algorithm in the maximum power point tracking (MPPT) con-

trol of a PV farm. The proposed controller provides a better tracking reference than the PSO-based

MPPT. For optimal allocation and sizing of DGs in a distributed system, the ABC algorithm was

employed in [145]. Due to its advantages, the ABC algorithm has found application in this work.

To the best of the authors’ knowledge, the ABC optimization algorithm has not been applied to

frequency control problems in a deregulated environment. The major contributions of this chapter

are development of a small-signal frequency response model for HVAC/DC interconnected power

systems with high integration of renewable energy in a restructured power system environment;

development of a short-term virtual inertia control strategy for wind energy conversion systems

in the restructured power system environment; and novel application of the ABC algorithm to

determine the optimal gain value of the virtual inertia controller.
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3.3 Small-Signal Model of Interconnected Power System in a

Restructured Environment

The modern power system is a multi-area, highly complex, nonlinear, and the time-variant en-

vironment because there exist various dynamics with varying response times that need complex

numerical computations to simultaneously handle various time steps. For the frequency response

study, a linearized first-order model is sufficient to analyze the dynamic behavior of the system.

The model used in this study is presented in Figure 3.2; it represents a two-area power system that

is interconnected by HVAC and HVDC lines (modified Kundur model) [37, 146]. Each area has

two conventional power plants and a wind farm; there are industrial and domestic loads in both

areas. Each area has to operate at the same frequency within the area. In the frequency response,

primary frequency control is provided locally by each generating plant (pink label), secondary fre-

quency control is achieved by each area (blue label), and the wind farms are equipped with the

proposed virtual inertia control for frequency support (red label).

The power–frequency response of the system has to be demonstrated as being suitable for modeling

the system in the frequency domain (Laplace domain). In this section, the small-signal model of the

two-area power system in a deregulated environment is developed, as shown in Figure 3.3 [147].

There are four GENCOs, two IPPs, and four DISCOs in the model. The DISCOs in Areas 1 and

2 have an aggregated load of PL1 and PL2, respectively, and all GENCOs participate in secondary

frequency control.

In the open energy market, DISCOs can purchase power from GENCOs and IPPs at competitive

prices. DISCOs have the autonomy to choose which GENCOs to negotiate prices with; i.e., they

may or may not have contracts with GENCOs in the same area. To allow for different types of
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Figure 3.2 System model.

contracts such as Poolco (Power pool company), bilateral, and combinations of both, the concept

of the contract participation matrix (CPM) is introduced [148]. The CPM is a matrix with m rows

and n columns, where m corresponds to the number of GENCOs and n corresponds to the number

of DISCOs in the system. The i jth element of the CPM is a fraction of the total load contracted by

the jth DISCO to the ith GENCO. The sum of all the elements in a column of the CPM must be

equal to 1 as given by [102]:
n

∑
i

cp fi j = 1 (3.1)

In this study, there are four GENCOs and four DISCOs that participate in the deregulation contract.

The two wind farms participate in the frequency response control to reduce the power deviation
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caused by the load demand variations from the DISCOs. Hence,

CPM =



cp f11 cp f12 cp f13 cp f14

cp f21 cp f22 cp f23 cp f24

cp f31 cp f32 cp f33 cp f34

cp f41 cp f42 cp f43 cp f44


(3.2)

Since the load demand variations from the DISCOs must be reflected in the dynamics of the

GENCO model, the GENCOs must follow the information signals sent by the DISCOs in con-

tract with them. Figure 3.4 shows the typical schematic representation of a four GENCO–DISCO

contract.

Figure 3.3 Frequency response model of a two area power system in a deregulated envi-
ronment.

The change in frequency as result of mismatch between the generated power and load de-
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Figure 3.4 Dynamics of deregulation contract.

manded in the interconnected system can be defined by:

∆ f1 =
1

2H1s+D1
(∆Pm1 +∆Pm2 +∆Pw1−∆PTie12−∆PL1) (3.3)

∆ f2 =
1

2H2s+D2
(∆Pm3 +∆Pm4 +∆Pw2−α12∆PTie12−∆PL2) (3.4)

where Hi and Di are the inertia and damping constant in area i, respectively; ∆Pmi is the change in

mechanical power of GENCO i; ∆Pwi is the change in wind power output; α12 is the area capacity

ratio ∆PTie12 is the tie line power deviation between Areas 1 and 2; and ∆PLi is the lumped demand

in area i.

To formulate the frequency response in a deregulated environment, the absent information from

the traditional environment is introduced [149]. Firstly, the area control error (ACE) signals sent

to the speed governor of the GENCOs are modified to include the scheduled demand from the

DISCOs. For the model considered in this chapter, the equations for the governor dynamics can be

expressed as:

∆Pg1 =
1

sTg1 +1

(
C1−

1
R1

∆ f1−ap f1K1

∫
ACE1

)
(3.5)

∆Pg2 =
1

sTg2 +1

(
C2−

1
R2

∆ f1−ap f2K1

∫
ACE1

)
(3.6)
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∆Pg3 =
1

sTg3 +1

(
C3−

1
R3

∆ f2−ap f3K2

∫
ACE2

)
(3.7)

∆Pg4 =
1

sTg4 +1

(
C4−

1
R4

∆ f2−ap f4K2

∫
ACE2

)
(3.8)

and

Ci =
4

∑
j=1

cp fi j∆PLi (3.9)

The scheduled steady-state power flow in the tie line can be defined as ∆Ptiesch = (load demand

variation of DISCOs in Area 1 to GENCOs in Area 2) − (load demand variation of DISCOs in

Area 2 to GENCOs in Area 1). It can be mathematically expressed using

∆Ptiesch =
2

∑
i=1

4

∑
j=3

cp fi j∆PL j−
4

∑
i=3

2

∑
j=1

cp fi j∆PL j (3.10)

The net tie line power flow can be expressed as:

∆PTie12 = ∆Ptieact−∆Ptiesch (3.11)

Where ∆Ptieact is the total power flow of the ac tie line and the HVDC link which is

∆Ptieact = ∆PTieAc +∆Pdc (3.12)

Following on from this:

∆PTieAc =
2πT12

s
(∆ f1−∆ f2) (3.13)

∆Pdc =
1

(sTdc +1)
(∆ f1−∆ f2) (3.14)

The impact of adding an HVDC link in parallel with the HVAC line is shown in the frequency

deviation plot in Figure 3.5. It can be observed that the parallel AC/DC system suppresses the

oscillations associated with the AC system and settles more quickly with zero steady-state error.

To generate the ACE signal by the secondary controller for each area of the interconnected systems,

the net tie line power deviation must be included, which can be by deduced using:

ACE1 = β1∆ f1 +∆PTie12 (3.15)
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ACE2 = β2∆ f2 +α12∆PTie12 (3.16)

In the steady-state, the power generated by the GENCOs must match the demand of DISCOs in

contract with them. This can be expressed as:

∆Pmi =
4

∑
j=1

cp fi j∆PL j (3.17)

The load demand variation for the DISCOs in each area is given by:

∆PL1 = ∆PD1 +∆PD2 (3.18)

∆PL2 = ∆PD3 +∆PD4 (3.19)

Figure 3.5 Frequency deviation comparison of AC and AC/DC systems.

3.4 Derivative Control Strategy in Grid-connected Wind En-

ergy Systems for Frequency Support

The main configuration of a grid-connected WECS is depicted in Figure 3.6. It consists of a wind

turbine directly coupled to the generator (PMSG); the generator is connected to the grid through
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the bidirectional converter topology and a transformer. Traditionally, WECS are not considered in

frequency regulation and therefore do not alter their power production during frequency deviations.

More recently, due to the increasing penetration of the full power converter-based wind energy

systems to the grid, most wind farms are expected to respond to frequency changes in the system by

changing their active power set-points. For example, the South Africa renewable energy grid codes

specify that grid-connected wind farms of category C (20 MVA and above) are required to regulate

active power at 50 Hz and respond to frequency changes by regulating active power generation

within its limits [150]. An active power reserve margin known as Pdelta, usually 3% above the

available wind power, is used for primary control. For grid-connected wind energy systems to

Figure 3.6 Grid-connected PMSG WECS.

suppress the frequency perturbations during load demand variations, the machine side converters

(MSCs) should be able to imitate the characteristics of the prime mover used in conventional

synchronous generators [151]. To achieve this aim, an extra control loop is added to the MSC

control scheme, as shown in Figure 3.7. The modified control scheme of the MSC includes the

conventional active and reactive power control loops, and a virtual inertia control loop. The control

scheme has d-q voltage controllers, in which the output powers (active and reactive) of the PMSG

are controlled using the d and q components of the voltage references. The voltage references are

obtained from the PI controllers used to regulate the d and q reference currents. The grid side
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converter (GSC) control scheme is usually used to regulate the dc-link voltage by considering the

power balance between the grid and the generator; the GSC control architecture is described in

reference [13]. The additional control loop in the MSC control scheme forms the basis for virtual

Figure 3.7 Modified control scheme of MSC.

inertia power that can contribute to the increase of the overall inertia response of the system by

injecting/absorbing active power during frequency dips/spikes. This work proposes a derivative

control strategy to implement the control loop for virtual inertia emulation. The proposed control

strategy is capable of reducing the transient frequency deviation by injecting short-term active

power into the system. In this work, the wind farms in both areas are equipped with the proposed

control scheme to mitigate frequency deviation in both areas. It is assumed that the wind farms are

operating at a de-loading point, i.e., below the maximum power that can be extracted at the current

wind speed.

To represent the proposed derivative control strategy in the frequency domain, the control law can

be evaluated from [5]

∆Pwi =
Kwi

(sTwi +1)
d∆ fi

dt
(3.20)

where Twi is the time constant for imitating the dynamic response of the MSC in area i and Kwi

is the derivative virtual inertia control gain in area i. From (3.20), it is clear that the gain of the
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controller will modify the active power set point of the MSC based on the rate of change of the

frequency and this can be illustrated by the control diagram in Figure 3.8. To effectively support the

Figure 3.8 Derivative control loop for WECS.

system during disturbances, the control gain parameter must be tuned properly. As stated above,

the ABC optimization algorithm is used to tune the control gain. To ascertain the robustness

of this optimized control strategy, a comparative evaluation with the conventional tuning method

(interior-point algorithm), as presented in [10], is designed.

Using the generalized state-space equation, (3.3)–(3.20) can be written as

∆ẋ = A∆x+B∆u

∆ẏ =C∆x
(3.21)

where ∆x is the state vector, A is the state or plant matrix, B is the input matrix, ∆u is the input

vector, ∆y is the output vector, and C is the output matrix. The elements of the state, input, and

output vectors are given by

∆x =

 ∆ f1 ∆ f2 ∆Pm1 ∆Pm2 ∆Pm3 ∆Pm4 ∆Pg1 ∆Pg2

∆Pg3 ∆Pg4 ∆PACE1 ∆PACE2 ∆PTieAc ∆PDC ∆Pw1 ∆Pw2


T

∆u =

[
∆PD1 ∆PD2 ∆PD3 ∆PD4

]

∆y =

∆ f1

∆ f2



(3.22)
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3.5 Artificial Bee Colony Optimization Algorithm

The ABC optimization algorithm is a nature-inspired optimization approach proposed by Karaboga

in 2005 [152]. It is a computational intelligence method that mathematically mimics the behavior

of bees in search of food. The bee colony consists of three classes of bees. The first class is known

as the employed bees (Bem); they randomly explore the search area for nectar positions (possible

solutions). After finding a nectar position (NP), they memorize the details of this position (nectar

amount) and share the information of the NP with the colony by dancing to the other bees in the

hive. The duration of the dance denotes the quality of nectar (fitness value). The second class of

bees is known as the onlooker bees (Bon); this set of bees watch the dance of the employed bees

before choosing an NP. A rich NP attracts more onlooker bees than a poor NP. The third class of

bees is called the scout bees; these are employed bees whose NP are abandoned because of poor

quality after a certain number of trials. Onlooker bees can become employed bees if they discover

a new NP. In this search process, exploration, and exploitation are simultaneous processes [153].

In the ABC optimization algorithm, the number of employed bees is equal to the number of on-

looker bees. The number of possible NPs is equal to the number of employed bees. The ini-

tialization of the scouting process is done by scout bees and each iteration involves three major

steps:

1. Search for various NPs and information on the quality of each NPs.

2. Selection of NP by the onlooker bees through the information shared by the employed bees.

3. Employed bees with poor NPs become scout bees and are then sent to new NPs.

For the initialization stage, a random distribution of initial population of solutions xi (i = 1,2, . . . ,Bem)
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is generated, where i is the size of the population and Bem is the number of employed bees. For

each solution, dimension Dn is the number of parameters to be optimized. After initialization,

the population of the solutions is subjected to repeated cycles (C = 1,2, . . . ,MCN) of the search

process for the three classes of bees, where MCN is the maximum number of cycles of the search

process. For each cycle, the employed bees modify the NP based on the local information (visible

content) and the amount of nectar. If the amount of nectar in the new position is greater than the

previous one, the bee memorizes it and discards the previous solution; otherwise, it retains the

previous position. When all the employed bees have finished the exploration process, they share

the information with the onlooker bees in the hive. The onlooker bees select an NP by evaluating

the nectar information shared. The probability of selecting an NP is related to the nectar amount.

For this study, the roulette wheel selection method is adopted. Thus, the probability of selecting

an NP can be evaluated using

Pi =
fitnessi

∑
Bem
i=1 fitnessi

(3.23)

where f itnessi is the fitness value of the solution i.

It can be deduced from (3.23) that a rich NP will attract more onlooker bees than a poor NP. Before

the onlooker bees select another NP, they compare the fitness value of position i to i+1. This cycle

is repeated until all onlooker bees are dispersed. If the fitness of the solution does not improve for

a predetermined limit, the employed bees abandon this solution and become scout bees. When a

new position is selected, the cycle starts again until the final conditions are met. To determine the

surrounding NP relative to the current NP, the ABC algorithm uses:

xi jnew = xi jold + rand [0,1]
(
xi jold − xk j

)
(3.24)

where k 6= i, j ∈ (1,2, . . . ,Dn) and k ∈ (1,2, . . . ,Bem). For each cycle, the scout bees produce a new

solution, which is given by

x j
inew

= x j
imin

+ rand [0,1]
(

x j
imax
− x j

imin

)
(3.25)
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In summary, the ABC algorithm has three control parameters: the size of the colony, the limit

value, and the maximum cycle number [154]. To apply the ABC optimization algorithm to the

frequency response problem of the model described in Section 3.3, an objective function needs

to be defined. The objective of this study is to minimize the frequency deviations in both areas.

The integral of the squared error (ISE) function is used to define our objective function J, which is

obtained from

min J =
∫ t

0

(
|∆ f1|2 + |∆ f2|2

)
dt (3.26)

subject to

Kwimin ≤ Kw1,Kw2 ≤ Kwimax

After the definition of the objective function, the following sequence must be followed to apply the

ABC algorithm to the model. The flowchart for the algorithm is shown in Figure 3.9.

Step 1: Generate initial population of solution xi (i = 1,2, . . . ,Bem) from (3.19)

Step 2: Evaluate the fitness of the population using f itnessi =
1

1+ J2

Step 3: Using (3.24), generate new NPs for the employed bees and evaluate the fitness

Step 4: Apply the roulette wheel selection process to choose an NP

Step 5: For the onlooker bees, calculate the probability Pi for the solutions

Step 6: If all onlooker bees are dispersed, go to Step 9; else, go to the next step

Step 7: Generate new NP for the onlooker bees and evaluate their fitness

Step 8: Apply the roulette wheel selection process

Step 9: If there is an abandoned solution for the scout bees, replace it with a new solution and

evaluate its fitness
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Step 10: Memorize the best solution reached so far

Step 11: Repeat Steps 1–10 for another cycle until C = MCN

Figure 3.9 Flowchart of ABC optimization algorithm.
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The initialization parameters of the ABC algorithm are provided in Table 3.1:

Table 3.1 ABC Algorithm Parameters.

Parameter Value

Maximum cycle number (MCN) 300

Colony size (CS) 200

Number of employed bees 100

Number of design variables (V) 2

Limit 0.6∗CS∗V

3.6 Results and Discussions

Two analyses are performed with the system model and the results are presented with discussion

in this section. The first analysis is the eigenvalue analysis, which is used evaluate and validate

the stability of the system model and proposed control strategy. The second analysis is the load–

frequency study, which is used to analyze the frequency response of the system in order to demon-

strate the robustness of the proposed strategy with respect to different realistic market transaction

scenarios. The performance is compared without wind farm support and with the wind farm provid-

ing conventional frequency support (classical interior-point algorithm), as described in [10]. The

simulations are done in the MATLAB/Simulink environment. The system is modeled in Simulink

and the ABC algorithm is written as a script file in the MATLAB environment. The parameters

used for the simulation are documented in Table A.1 of Appendix A.
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3.6.1 Eigenvalue Analysis

The state-space model described in Section 3.3 is used to analyze the stability of the study system

by considering the location of the eigenvalues. To obtain the eigenvalues of the system, the char-

acteristic equation is defined from the state matrix A as:

det(A−λ I) = 0 (3.27)

where λ is the eigenvalues which can be real or complex and I is an identity matrix. The elements

of state matrix A are given in Appendix B. The locations of λ in the s-plane determine the stability

of the system. From Lyapunov’s first method of stability [155], the following stability criteria

apply:

1. If all of the eigenvalues have a negative real part, the system is asymptotically stable.

2. If one or more of the eigenvalues have a positive real part, the system is unstable.

The complex conjugates of eigenvalues can be defined by:

λ = σ ± jω (3.28)

where σ is the damping and ω is the frequency of oscillation. A positive σ corresponds to an

increasing oscillation while a negative σ corresponds to a damped oscillation.

The location of the eigenvalues of the study system used are shown in Table 3.2. The Table 3.3

shows the total amount of system oscillation damping. It can be deduced that the addition of

the wind farm adds two extra modes to the system. The total damping increased and a significant

improvement is noticed using the proposed optimization method. In Figure 3.10, the positive effect

of the proposed strategy is observed by the shifting of the eigenvalues to the left side of the s-plane.
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Table 3.2 Comparison of Eigenvalues.

Mode No WF Support Conventional WF Support Optimized WF Support

λ1 −17.1457 −17.1558 −17.2131

λ2 −17.0903 −17.0886 −17.1309

λ3 −13.0917 −13.0257 −13.0843

λ4 −14.6662 −14.6012 −14.6278

λ5 −0.1780 + j4.7456 −0.7186 + j5.2526 −1.6315 + j5.2273

λ6 −0.1780 − j4.7456 −0.7186 − j5.2526 −1.6315 − j5.2273

λ7 −0.9682 + j3.0929 −1.3347 + j3.0070 −2.2055 + j3.2540

λ8 −0.9682 − j3.0929 −1.3347−j3.0070 −2.2055 − j3.2540

λ9 −0.4172 −0.9282 + j0.6974 −0.8046 + j0.8489

λ10 −1.2326 + j0.4645 −0.9282 − j0.6974 −0.8046 − j0.8489

λ11 −1.2326 − j0.4645 −0.4723 + j0.1527 −0.3370 + j0.2541

λ12 −2.9151 −0.4723 − j0.1527 −0.3370 − j0.2541

λ13 −3.2156 −0.6382 −0.5834

λ14 −3.2314 −3.0310 −3.0355

λ15 ———- −3.2264 + j0.0034 −3.2258 + j0.0033

λ16 ———- −3.2264 − j0.0034 −3.2258 − j0.0033

From the presented results, it can be concluded that the participation of renewable energy sources

in frequency control can improve system performance through proper control. The improvement

in the dampening of oscillation is largely reflected when the control parameters are obtained using

the ABC algorithm.
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Table 3.3 Comparison of Total Damping.

Parameter No WF support conventional WF support Optimized WF support

Total Damping 76.4590 78. 9008 82.0837

Figure 3.10 Eigenvalue plot of two systems.

3.6.2 Load–Frequency Analysis

In this subsection, the robustness of the proposed control strategy is investigated using LFC anal-

ysis, the active power and frequency responses of the system in Figure 3.2 over varying operating

conditions are simulated and the results are discussed. For the initial execution of the ABC algo-

rithm, a wide search space is allotted to observe the convergence of the solution, this is reduced

afterward. In a restructured environment, the proposed control strategy should be efficient for all

possible power system transactions. Three market/transaction scenarios are considered for this

analysis.
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Scenario 1: Poolco Transaction

In a Poolco based transaction, the GENCOs participate in the frequency response control of their

control area only. In this scenario, the load demand variations of DISCO1 and DISCO2 are pro-

vided by GENCO1 and GENCO2, while the load demand variations of DISCO3 and DISCO4

are provided by GENCO3 and GENCO4. For a total load demand variation of 0.2 pu in each

area, DISCO1 and DISCO2 demands are equal from GENCO1 and GENCO2, while DISCO3 and

DISCO4 demands are equal from GENCO3 and GENCO4. The CPM for a Poolco based contract

between the GENCOs and DISCOs used in this study is given by:

CPM =



0.5 0.5 0 0

0.5 0.5 0 0

0 0 0.5 0.5

0 0 0.5 0.5


The Figures 3.11–3.13 show the response of the system following a Poolco transaction. Figure 3.11

represents the plot of frequency deviations in both areas. It can be observed that the amplitudes of

the first undershoot and overshoot are highest when there is no frequency support provided by the

wind farm. With the wind farm providing support using a conventional strategy, the undershoots

and overshoots are reduced by 15% and 24%, respectively, for Area 1. Using the proposed control

strategy, the deviations are quickly reduced to zero steady-state with minimal oscillations in both

areas.

In the steady-state operation, the power generated by the GENCOs must match the demand of

the DISCOs in contract with them. From (3.17), the power generated by each GENCO for the

respective DISCOs in contract with it can be calculated from

∆Pm1 = ∆Pm2 = ∆Pm3 = ∆Pm4 = 0.5×0.1+0.5×0.1+0+0 = 0.1 pu
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Figure 3.11 Frequency deviation in a Poolco transaction.

Figure 3.12 shows the changes in active power generated by the GENCOs due to the load demand

variations. The new steady-state value of each GENCO is the amount of contracted demand from

the DISCOs in its area. It can be observed that the participation of wind farms in frequency control

can reduce the amount of transient power needed by the GENCOs to reach the new steady-state

values. By using the ABC algorithm for optimal control, the wind farm is capable of providing

active power, thereby reducing the amplitude of the transient power provided by the GENCOs. It

can be observed that overshoots were reduced by 16%, 14.3%, 16%, and 13.3% in the GENCOs

when compared to the conventional control strategy. Since there is no exchange of power between

the areas, the scheduled tie line power flow will be zero as defined by (3.10), so that

∆Ptiesch = 0 pu

However, tie line perturbations will occur when there is load demand variation due to interconnec-

tion, as shown in Figure 3.13. It is generally observed that the proposed optimized controller helps

the system to reach a faster settling time, with the system experiencing damping, which suppresses
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Figure 3.12 Change in power generation of GENCOs in a Poolco transaction.

the oscillation, thereby providing a better dynamic response.

Scenario 2: Bilateral Transaction

In the bilateral transaction, DISCOs can be in contract with any GENCO within or outside their

own areas; i.e., GENCOs in Area 1 can transfer power to DISCOs in Area 2 and vice versa.
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Figure 3.13 Tie line power flow in a Poolco transaction.

Therefore, inter-area exchange of power via the tie lines is scheduled at a non-zero steady-state

value. In this study, each DISCO demands 0.1 pu power from the GENCOs in both areas, as

defined by the CPM below

CPM =



0.5 0.4 0.5 0

0.2 0.1 0 0.5

0.15 0.3 0.4 0

0.15 0.2 0.1 0.5


The non-diagonal elements of the CPM correspond to the contract of a DISCO in one area with

a GENCO in another area. The Figures 3.14–3.16 show the response of the system as a result of

the bilateral transaction. Figure 3.14 shows the frequency deviation in Areas 1 and 2. It can be

seen that the peak undershoot and overshoot are the highest when there is no support from the

wind farms. When the wind farms participate in frequency control using conventional control, the
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undershoot and overshoot are reduced by 15% and 18% in Area 1 and 13% and 50% in Area 2,

respectively. A further reduction is noticed when the gain of the controller is optimized using the

ABC algorithm. The oscillations are suppressed and the system frequency deviation settles faster

to zero in the steady-state condition.

Figure 3.14 Frequency deviation in bilateral transaction.

From (3.17), the change power generated by each GENCO in the bilateral transaction scenario can

be calculated from

∆Pm1 = 0.5×0.1+0.4×0.1+0.5×0.1+0 = 0.14 pu

∆Pm2 = 0.2×0.1+0.1×0.1+0+0.5×0.1 = 0.08 pu

∆Pm3 = 0.15×0.1+0.3×0.1+0.4×0.1+0 = 0.085 pu

∆Pm4 = 0.15×0.1+0.2×0.1+0.1×0.1+0.5×0.1 = 0.095 pu

The change in power generated by each GENCO is presented in Figure 3.15. It can be observed

that, without the wind farm support, there is increased transient power generation by the GENCOs;,

this deviation is reduced when there is support from the wind farm by providing active power for

a short time. The effect of wind farm participation is largely noticed when the optimized deriva-
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tive control is applied. This results in over 20% reduction in transient power from the GENCOs

when the proposed strategy is implemented. The scheduled tie line power flow is shown in Fig-

Figure 3.15 Change in power generation of GENCOs in bilateral transaction.

ure 3.16. This illustrates the exchange of power between both areas at steady-state operation, it

65



can be calculated as

∆Ptiesch =[0.5×0.1+0+0+0.5×0.1]

− [0.15×0.1+0.3×0.1+0.15×0.1+0.2×0.1]

=0.1−0.08

=0.02 pu

Figure 3.16 Tie line power flow in a bilateral transaction.

Scenario 3: Contract Violation

At times, DISCOs may demand more power than that specified in the contract. This extra variation

is usually not contracted to any GENCO. When this happens, only GENCOs in the affected area

can respond to the excess demand variations from the DISCO. The excess demand variation is

always regarded as a local load demand variation. Modifying Scenario 2 (bilateral transaction)

with an extra demand variation of 0.1 pu from DISCOs in Area 2 at 15s, the CPM in Scenario 2

remains the same.

Starting the analysis from 15s in Figures 3.17–3.19, the effect of the uncontracted load demand

variation in Area 2 can be observed. From the frequency deviation plots shown in Figure 3.17, it
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can be seen that the extra load demand variation in Area 2 causes frequency dips in Areas 1 and 2

due to interconnection. The oscillations associated with the system without wind farm support are

damped when the wind farms participate in frequency control; however, the proposed optimized

controller has a better damping response than the conventional control strategy.

Figure 3.17 Frequency deviation in contract violation.

In this transaction, the change in power generation due to un-contracted variation is the responsibil-

ity of the GENCOs in that area; that is, the GENCOs in other areas return to the initial steady-state

values after participating in the frequency control. In Figure 3.18, the change in power generated

by GENCO1 and GENCO2 remains the same; i.e., ∆Pm1 = 0.14 pu and ∆Pm2 = 0.08 pu. How-

ever, there are new steady-state values for GENCO3 and GENCO4. The changes after 15s can be

calculated using:

∆Pm3 = 0.085+0.5∗0.1 = 0.135 pu

∆Pm4 = 0.095+0.5∗0.1 = 0.145 pu

67



Figure 3.18 Active power generation of GENCOs in contract violation.

The scheduled tie-line power flow remains unchanged because only the GENCOs in Area 2 supply

the extra demand, as shown in Figure 3.19.
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Figure 3.19 Tie line power flow in contract violation.

Scenario 4: Wind Power Fluctuation

Since wind power is largely dependent on wind speed, which is usually intermittent, it is expected

that the contribution of wind farms in frequency response control will be limited. In this work, it

is assumed that the de-loading margin is available in all range of wind speeds and the short-term

support lasts for a fraction of second to a few seconds. To test the robustness of the proposed

control strategy, during wind power fluctuation, as shown in Figure 3.20, a change in load demand

of 0.15 pu in Area 1 is simulated at 5s.

In Figure 3.21, the frequency deviations in both areas of the system are presented for cases where

the wind farms support in frequency stability using the conventional tuning method (dashed blue)

and ABC tuning method (red). It is observed that the proposed tuning method provides better

damping characteristics and reduced frequency excursions. It is pertinent to point out that the

control approach proposed in this work can be extended to energy storage systems to provide mid-
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Figure 3.20 Wind power fluctuation.

and long-term frequency support to power systems.

Figure 3.21 Frequency deviation during wind power fluctuation.
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3.7 Summary

In this study, the artificial bee colony algorithm was used in the implementation of a virtual inertia

control strategy. This involves the formulation, development, and simulation of a system model

that can be used in traditional power systems and can be extended to modern power systems with

renewable energy penetration and power system deregulation. This optimization algorithm was

used to investigate the positive impact that renewable energy has on the network with respect to

frequency control. The heuristic method is used to optimally tune the gain of the virtual inertia

control scheme that is proposed to reduce the frequency transient deviations in a restructured power

system environment. The control strategy was tested in a two-area system having conventional

generation, wind power plants, and parallel ac/dc links to model a simple modern power system.

Three transaction scenarios (Poolco, bilateral, and contract violation) were implemented to show

the robustness of the proposed control strategy. It is generally observed that peak overshoots

and undershoots, settling time, and oscillations of the system were greatly reduced. In addition,

the overall dynamic performance and stability of the system are improved. The proposed strategy

can be applied to expanded power systems that include more interconnected areas with additional

generating plants such as solar, geothermal, ocean, and tidal power plants.
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Chapter 4

A Virtual Inertia Control Method for High

Renewable Energy-Integrated

Interconnected Power Systems

This chapter is based on the work reported in [2].
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4.1 Chapter Overview

With the growing penetration level of renewable energy (RE) systems, the overall inertia of the

power system is expected to reduce to values that expose the system to inadvertent frequency

eventuality that can threaten the stability, security, and resilience of the system. To tackle this is-

sue, this paper proposes a new intelligent virtual inertia control strategy in an interconnected power

system which considers high renewable energy penetration and power system deregulation. The

virtual inertia control is capable of providing dynamic inertia support by adjusting the active power

reference of the power electronic converter of an energy storage system (ESS). This improves the

response and stability of the system during frequency events. The proposed virtual inertia control

strategy is based on the type-II fuzzy logic control scheme. This is because of the extra degree of

freedom it gives which can handle uncertainty. To improve the accuracy and performance of the

proposed controller, the artificial bee colony algorithm is used for optimal tuning of the input and

output weights of the type-II fuzzy-based virtual inertia control. The proposed control strategy is

designed to competently perform during load variation, RE fluctuations, and other power system

dynamic disturbances. The simulation results show its robustness in minimizing the frequency

deviation and maintaining system frequency within specified operating limits. This is while effi-

ciently operating over a wide range of operating conditions in the new restructured power system

environment.

4.2 Chapter Introduction

Major changes have been introduced in the structure of electric power utilities around the world

to improve the efficiency and reliability of power systems. These new developments require inno-
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vations in various parts of the system and reliability plays a critical role in the newly restructured

environment [156]. Power system deregulation and increased renewable energy (RE) integration

and penetration are the major factors in the restructured power system environment. In this envi-

ronment, control is greatly decentralized and Independent System Operators (ISOs) are responsible

for maintaining the system frequency and tie-line power flow amongst other ancillary services [?].

The load demand from distribution utilities requires a different control procedure from the tra-

ditional environment; however, this procedure must be coordinated to retain the nominal system

frequency and scheduled tie line power flow. Generation utilities may or may not take part in

automatic generation control (AGC) or load frequency control (LFC); these make the task of fre-

quency control more complicated to achieve. Several works have reported various approaches for

LFC design when considering power system deregulation to improve the frequency response of

the system [103, 107, 135, 136, 157].

In a similar way to power system deregulation, the structure of the emerging power system that

incorporates RE systems, such as wind and solar plants, is different from the conventional power

system structure. The key technical concern that affects the increasing penetration level of RE

systems is associated with their capability in performing as efficiently and consistently as conven-

tional generation systems. This is because they affect the dynamic behavior and response of large

power systems differently from their conventional counterparts [158]. While the aggregation of

RE systems can dampen the effects of fluctuating power outputs from individual RE units, there

is a need for RE systems to meet some technical requirements known as "grid code" to achieve

reliable operation of the grid. However, with the growing penetration of RE systems, there is a

need to update the grid codes to continuously mitigate the impacts of RE system integration.

Despite the rapid technological advancements in the RE industry, the task of frequency regulation

remains a challenge, and this constitutes the limitation of increasing RE share in modern power
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systems. Grid codes such as the South Africa Renewable Energy Grid Code (SAREGC) require

that wind farms seeking connection to the grid must participate in active power-frequency response

to support the grid during short-term frequency events [159]. A dynamic demand control scheme

was proposed in the control loop of a doubly-fed induction generator-based wind farm for fast

frequency support [160]. A rapid active power control was designed for photovoltaic (PV) systems

to mitigate frequency contingency scenarios [161]. However, this study predicted that with the

current growth rate of RE penetration, the total system inertia would reduce significantly to values

that threaten system frequency recovery and stability during power imbalance and other power

system contingencies [162]. Therefore, technical methods for providing or emulating inertia need

to be developed.

The virtual inertia control strategy is a promising solution in emulating the inertia characteristics of

a prime mover by deploying an appropriate control algorithm in the power electronics converter of

a dedicated energy storage system (ESS) [115]. Several control strategies have been adopted in the

design of a virtual inertia control: the authors in proposed a coefficient diagram method [163]; a

dynamic equation and adaptive fuzzy technique were proposed [164]; a linear-quadratic regulator

approach was adopted [165]; the H-robust control method was used [166]; a derivative-controlled

solar and ESS was proposed [167], and a model predictive control (MPC) approach was designed to

improve the frequency regulation capability of low-inertia microgrid systems [168]. Small-signal

modelling and analysis of a virtual inertia system was presented in [169].

While the classical control strategies used for inertia emulation provide good frequency response,

they perform poorly outside the operating range for which they are designed. This is because they

have a fixed inertia gain for a wide range of operating points. The optimization of conventional

control techniques using heuristic optimization algorithms can improve the performance of the

virtual inertia control. The artificial bee colony (ABC) algorithm was used to tune the derivative-
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virtual inertia control for wind energy systems [1]. The chicken swarm optimization algorithm

was adopted in tuning the parameters of an adaptive virtual inertia controller [170], and the parti-

cle swarm optimization (PSO) was used in [171]. The performance of the optimized controller is

usually trapped within the operating points for which the controller is tuned, therefore cannot ef-

ficiently handle a wide range of operating conditions. Some artificial intelligence techniques have

found application in the design of virtual inertia systems [172–174]. A reinforcement learning-

based approach [172, 173] to design a virtual inertia controller for low-inertia power systems. A

radial basis function neural network [174] was trained to implement a virtual synchronous gen-

erator. A virtual inertia controller using the wavelet fuzzy neural network [175]. These control

methods that apply artificial neural networks are largely dependent on the availability of data to

sufficiently train the model, therefore, such control methods might result in over-fitting if the train-

ing data is insufficient, thereby compromising the performance of the control system. The fuzzy

logic control is an intelligent control technique that has been used to improve performance in terms

of virtual inertia control because of its high computational efficiency in handling nonlinear com-

plexities that are characterized with modern power systems [176]. The type-I fuzzy logic [5] was

proposed for virtual inertia control of an interconnected microgrid with high RE penetration. The

low-inertia wind farm was augmented with a type-I fuzzy-based ESS to improve the primary fre-

quency response of the system [177]. A type-I fuzzy and particle swarm algorithm was combined

to design a frequency controller for an AC microgrid [178]. A dynamic virtual inertia using type-I

fuzzy logic was proposed for interconnected microgrids [179]. While the type-I fuzzy system has

been successfully implemented, it is less efficient in handling different power quality threshold

requirements and uncertainties. Uncertainty is a property of information that can be vague, contain

prediction errors, obtained from inaccurate system models, and time-variant system models, some

of which can be attributed to RE systems [180]. Based on this limitation, the type-II fuzzy sys-

tem was introduced. It uses a three-dimensional membership function (MF) to represent its fuzzy
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sets. This offers an extra degree of freedom to model the uncertainties that cannot be quantified by

two-dimensional MFs of the type-I fuzzy system [181]. A type-II fuzzy control was used to design

the converter control of a DFIG system to reduce power overshoots and increase voltage recovery

during parameter variation [182]. The type-II fuzzy logic system to mitigate LFC problems in

RE-integrated power systems [183–186].

Based on the literature, the authors have focused on the design of several virtual inertia con-

trol methods for microgrid systems. No previous work has been reported on the development of

type-II fuzzy logic control strategies for virtual inertia emulation; there has been no report on the

investigation of inertia emulation for large power systems with high penetration of RE systems in

the deregulated environment. These gaps form the basis of the major contributions of this paper

which can be highlighted as:

• Design of a new type-II fuzzy-based virtual inertia control strategy to improve the frequency

response and stability of power systems.

• The performance of the proposed type-II fuzzy-based virtual inertia controller is improved

by tuning its weights with the ABC optimization algorithm. The choice of ABC is due

to its less computational complexity, high solution accuracy, simplicity, and independent

convergence when compared to other heuristic algorithms [187]. The cost function used in

the optimization process is formulated to be model-dependent such that the proposed virtual

inertia system does not behave as a continuous infinite energy source.

• The proposed optimal type-II fuzzy-based virtual inertia control strategy is implemented in

the emerging power system environment which considers high RE penetration, deregulation,

hybrid transmission between interconnected control areas, and unequal control areas.

• The robustness of the proposed control strategy is validated with practical power systems
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scenarios such as load variation, high RE fluctuation, and parameter variation.

• The proposed control strategy can be adapted to different system models by simply re-tuning

the weights of the type-II fuzzy control and proper selection of cost function used in the

optimization/tuning process.

The remainder of this chapter is structured as follows: Section 4.3 presents the small-signal mod-

elling of power system for frequency response analysis in the restructured environment, Section

4.4 presents the concept of inertia and introduces the virtual inertia control strategy, Section 4.5

presents the proposed optimized type-II fuzzy logic for inertia emulation, Section 4.6 discusses the

simulation results of the proposed control strategy and Section 4.7 presents the conclusion.

4.3 System Modelling

In this section, the small-signal model of the interconnected power system is presented. The system

model takes into account the emerging complexities such as power system deregulation, high re-

newable energy integration, and hybrid power transmission that exist in the modern power system

environment.

4.3.1 Dynamics of Power System Deregulation

In the formulation of the frequency response model of the interconnected power system in the re-

structured environment, it is important to include the dynamics of the open-energy market scenar-

ios that occur between power vendors–generating companies (GENCOs) and vendees–distribution
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companies (DISCOs). For an interconnected power system with N control areas, the contract

participation matrix (CPM) between GENCOs and DISCOs can be defined as

CPM =



cp f11 cp f12 · · · cp f1N

cp f21 cp f22 · · · cp f2N

...
... . . . ...

cp fn1 cp fn2 · · · cp fnN


(4.1)

where cp fnN is the contract participation factor of the nth GENCO of the Nth area. The sum of the

elements in each column of the CPM must be equal to 1. Furthermore, there could exist a scenario

where there is exchange of power between interconnected areas via tie lines at scheduled values

during steady-state operation. In this scenario, the GENCOs in Area i are in a power purchase

contract with the DISCOs is Area j; therefore, the non-diagonal elements of the CPM are non-

zero. The scheduled tie line power flow to Area i for N interconnected control areas can be written

as

∆Psch
tie,i =

N

∑
j=1
j 6=i

(
n

∑
k=1

cp fk j

)
∆PDc, j

−
n

∑
k=1

 N

∑
j=1
j 6=i

cp f jk

∆PDc,i

(4.2)

where ∆PDc,i and ∆PDc, j are the total power demand (contracted) of DISCOs in Areas i and j re-

spectively, given that {i, j ∈ N}.

4.3.2 Small-Signal Modelling of Modern Power System

In this subsection, the canonical frequency response model of a modern power system is presented

using small-signal derivations. The system model takes into account the deductions from the pre-

vious subsection, frequency response of RE systems as specified by different grid codes. The
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frequency response model shown in Figure 4.1 represents the small signal derivation of the ith con-

trol area of an interconnected power system in the restructured power system environment. The

frequency response of Area i resulting from the net active power generation and demand is

∆ fi =
1

2His+Di
(∆Pmi +∆Presi−∆Ptie,i−∆PDi) (4.3)

Figure 4.1 Frequency response model of a power system in the restructured environment.

where H is the total inertia constant of the synchronized rotating masses, D is the damping pa-

rameter, ∆Pm is the total change in mechanical power of the GENCOs, ∆Pres is the total change

in power of the RE systems, ∆Ptie is the change in tie line power flow, and ∆PD is the total load

change in Area i.

The change in output mechanical power of the GENCOs in the ith area is given by

∆Pmi =
n

∑
j=1

∆Pm j =
n

∑
j=1

1
sTt j +1

∆Pg j (4.4)

where Tt is the time constant of the turbine and ∆Pg is the change in input set point to the turbine,

i.e., adjustment of speed governor set point. It is important to note that unlike the traditional power
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system environment, the dynamics of the speed governor must include a set point resulting from

power system deregulation (contracted power). [6] Therefore, the response of the speed governor

of the GENCO in the restructured system can be obtained from

∆Pg =
1

sTg +1

(
−1
R

∆ f +σ∆Pl f c +∆Pc

)
(4.5)

where Tg is the time constant of the governor, R is droop parameter for primary frequency control,

σ is the generator participation index (σ ∈ {0,1} and ∑σ = 1) for the GENCOs in Area i partic-

ipating in LFC while ∆Pl f c is the change in control signal from the secondary frequency controller

and ∆Pc is the change in the set point due to deregulation. The ∆Pc for the nth GENCO in the Area

i can be expressed as

∆Pci,n =
N

∑
i=1

cp fn,i∆PDi (4.6)

The LFC action for the restructured power system is different from the conventional power system

because it takes into formulation the scheduled inter-area power flow, ∆Psch
tie . The LFC action for

Area i can be deduced from

∆Pl f c,i =
−Ki

s
(βi∆ fi +∆Ptie,i) (4.7)

where Ki and βi are the integral gain of the LFC and frequency bias of Area i respectively, and

∆Perr
tie,i = ∆Psch

tie,i +∆Ptie,i (4.8)

For the hybrid tie line interconnection considered in this study, inter area power flow to Area i from

Area j is given

∆Ptie,i =

(
2πTi j

s
+

Kdc

1+ sTdc

)
(∆ fi−∆ f j) (4.9)

where Ti j is the synchronizing coefficient of the ac tie line between Areas i and j, and Kdc and Tdc

are the gain and time constant of the dc line between Areas i and j respectively [188].

With the growing share of RE systems in the modern energy mix, it is becoming expedient for RE

plants to contribute to frequency control to a certain level depending on the grid code specifica-
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tions. For example, the South Africa renewable energy grid code requires that grid-connected wind

energy plants above 20 MW capacity reserve a fraction of their available power for primary fre-

quency control. [?] This reserve power can be harnessed by adding a droop (proportional) control

to the control loop of the machine-side converter of the wind energy conversion system (WECS),

and it is only available for a short time. It is worth noting that this droop control strategy does

not imitate the droop control in conventional generating systems but rather exploits the faster re-

sponse of the WECS in providing transient power before the conventional systems respond to the

frequency. [189] Also, it is important to note that the fluctuation in the RE sources can affect the

frequency stability of the system when the penetration is high. To prevent digression from the

scope of this work, the detailed modelling of RE systems can be found in [190]. For the ith area in

N interconnected control areas, the change in total output power of the RE system resulting from

droop variation and source fluctuation can be derived using

∆Pres,i =
n

∑
j=1

∆Pres j

=
1

1+ sTres j

(
1

Kres j

∆ fi +∆Pvar
res

) (4.10)

where Tres j is the time constant, Kres j is the droop parameter and ∆Pvar
res is the variation in output

of the RE system. Finally, the change in demand in Area i that impacts the frequency response

of the system is the summation of contracted and non-contracted demand can be mathematically

expressed as

∆PDi = ∆PDc,i +∆PDuc,i (4.11)

The equations derived in (??) to (4.11) can be used to obtain the state space model for small signal

stability analysis. For the ith control area, we can write the state-space model as

Ẋi = AiXi +BiUi

Yi =CiXi

(4.12)
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where A, B, and C are the system, input, and output matrices respectively with appropriate dimen-

sions while X , U are state and input vectors respectively that are given as

Xi = [∆ fi ∆Pmi ∆Pgi ∆Ptie,i ∆Pres,i]
T

Ui = [∆Pl f c,i ∆PDi]
T

(4.13)

4.4 Inertia Control

4.4.1 Concept of Inertia

In the traditional power system, the synchronous generators and turbines used in conventional

power plants play a vital role in reducing the rate-of-change-of-frequency (RoCoF) during power

imbalance because of the presence of a large amount of inertia and direct synchronous operation.

During power imbalance, the total inertia is harnessed through the kinetic energy present in the

rotating mass of the generating units which can be expressed as

J =
2Eke

ω2 (4.14)

where Eke is the kinetic energy stored in the rotating mass in kg.m2/s2 and ω is the angular fre-

quency of the machine in rad/s. The rate of change of angular speed as a result of torque imbalance

between the turbine and generator is expressed as

dω

dt
=

Tm−Te

J
=

1
J

[
Pm−Pe

ω

]
(4.15)

where Tm and Te are the mechanical and electrical torque respectively while Pm and Pe are the

mechanical and electrical active power respectively. The inertia constant H of the system can

be defined as the ratio of the system kinetic energy and its power rating S in VA that can be
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mathematically represented by

H =
Eke

S
(4.16)

By substitution and rearrangement of (??) and (4.15), we can write (4.16) as:

dω

dt
=

ω(Pm−Pe)

2HS
(4.17)

From (4.17), it clear that the rate of change of angular frequency is inversely proportional to the

system inertia, i.e., with high system inertia, the rate of change of angular frequency is reduced

during power imbalance and vice versa. As a consequence, the decommissioning of conventional

generating systems due to global environmental concern and the continuous addition of RE systems

(implicitly zero-inertia systems) will decrease the overall inertia of the power system, thereby

making it susceptible to high-frequency deviation during power imbalance. It can be noted that

the angular frequency is directly proportional to the linear frequency ( f = ω

2π
) and the operating

frequency for all GENCOs in a control area is the same as a result of synchronization, therefore,

the overall inertia in a control area is a combination of all inertia present in each generating unit. It

is also important to point out that the action of inertia response is the natural response of the system

to frequency deviations before the activation of primary and secondary frequency control actions.

To mitigate the risk of frequency instability and improve the resilience of power systems with a

high penetration level of RE systems during various power system contingencies, it is important to

supplement the shortage of inertia. Therefore, the concept of a virtual inertia in an RE system is

introduced.

4.4.2 Virtual Inertial Control

In this subsection, the principle of inertia emulation is presented. The virtual inertia concept is pro-

posed to emulate the damping and inertia characteristics of conventional synchronous generators,
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therefore maintaining or increasing the overall inertia of the system. This facilitates the increased

penetration of RE systems into the energy mix without compromising the frequency stability of the

system. In this work, virtual inertia control as a new ancillary service in which inertia emulation

is achieved using the combination of an ESS, power electronic converter, and an appropriate con-

trol strategy, is presented. The ESS acts as an inertia unit that injects instantaneous active power

into the system to reduce the RoCoF and amplitude of frequency deviation. The derivative control

strategy is the kernel of the virtual inertia control, it can modify the output of the ESS depending

on the RoCoF during a frequency event or disturbance. Due to the sensitivity of the derivative of

the control-to-noise present in the frequency measurement (phase-locked loop of the power elec-

tronic devices), a low pass filter (LPF) is added to the control strategy. For small-signal analysis

such as frequency response, the response of the LPF can be used to emulate the dynamics of the

power electronics converter. [166, 191] The block diagram of the derivative-based virtual inertia

control is presented in Figure 4.2. The output of the ESS is constricted between the minimum and

maximum active power rating of the ESS which gives the practical operating condition of the ESS

and ensure it does not behave as an infinite energy source. The equation for the dynamic inertia

emulation using the derivative control strategy can be derived:

Figure 4.2 Small signal model of virtual inertia strategy.

∆Pvi = Hvi

(
1

1+ sTess

)
· d(∆ f )

dt
(4.18)

where ∆Pvi is the virtual power that contributes to the inertia response of the system, Tess is the

time constant of the low pass filter acting as an ESS, and Hvi is the virtual inertia gain. The choice
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of Hvi is very important because it significantly affects the response of the virtual inertia controller.

Large values of Hvi will repress the frequency deviation with smaller overshoot and undershoot

but increase the settling time of the frequency while smaller values of Hvi will quickly restore

the frequency of the system but with high oscillation and amplitude of deviation. This makes the

conventional virtual inertia control strategy with fixed inertia gain perform poorly under dynamic

frequency events. Therefore, this work proposes the application of the type-II fuzzy logic system

to calculate the appropriate inertia gain, thus developing an adaptive virtual inertia controller that

can perform efficiently and optimally under various operating conditions.

4.4.3 Type-II Fuzzy Logic System

The basic structure of the type-II fuzzy logic control scheme is shown in Figure 4.3. The control

structure has three basic stages: input processing (fuzzification) that converts the crisp input to

fuzzy input; an inference engine that determines the fuzzy output based on some complex calcu-

lations and rule base; and output processing (type-reduction and defuzzification) that reduces and

converts the type-II fuzzy output to crisp output. The complete control strategy can be summarised

as the mapping of crisp input x into a corresponding crisp output y which can be quantitatively

expressed as y = f (x). The type-II fuzzy set (FS) F̃ where l ∈ L and can be characterised as

Figure 4.3 Block diagram of type-II fuzzy logic system.
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F̃ = {((l,m),µF̃(l,m)) |∀ l ∈ L,∀m ∈ Jl ⊆ [0,1]} (4.19)

where µF̃(l,m) is a type-II membership function (MF), l is a primary variable, m is the secondary

variable in which 0≤ µF̃(l,m)≤ 1 and Jl is the primary membership of l. [192]

F̃ can also be expressed as

F̃ =
∫

l∈L

∫
m∈Jl

µF̃(l,m)/(l,m) Jl ⊆ [0,1] (4.20)

where
∫ ∫

denotes union over all possible l and m. When there are no uncertainties, the type-II FS

reduces to a type-I FS such that the secondary variable becomes µF(l) and 0 ≤ µF(l) ≤ 1. As a

corollary, the boundary of the type-II FS should correspond with the fact that the vertical slices of

a MF should be between 0 and 1.

When all µF̃(l,m) = 1, F̃ is said to be an interval type-II FS [193]. The interval type-II FS

reduces (4.20) to

F̃ =
∫

l∈L

∫
m∈Jl

1/(l,m) Jl ⊆ [0,1] (4.21)

or alternatively, to

F̃ =
∫

l∈L
µF̃(l)/l

=
∫

l∈L

[∫
m∈Jl

1/m
]
/l, Jl ⊆ [0,1]

(4.22)

Due to the uncertainty associated with the interval type-II FS, the boundary of uncertainty in the

type-II MF is defined as the footprint of uncertainty (FOU). The outer boundary (µ) of the FOU

is the upper membership function (UMF) and the inner boundary (µ) is the lower membership

function (LMF) so that

FOU(F̃) =
⋃
l∈L

Jl (4.23)

µ F̃(l)≡ FOU(F̃) ∀ l ∈ L (4.24)

µ
F̃
(l)≡ FOU(F̃) ∀ l ∈ L (4.25)
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To determine the boundaries of the FOU, i.e., the UMF and LMF, the symmetrical triangular

membership shown in Figure 4.4 is considered. The UMF and LMF of F̃ can be deduced from

Figure 4.4 Symmetrical triangular type-II fuzzy set.

µ̄F̃(l) =



0, l ≤ m−b

l−m+b
b , m−b < l ≤ m

1, l = m

m+b−l
b , m < l ≤ m+b

(4.26)

µ
F̃
(l) =



0, l ≤ m−a

h l−m+a
a , m−a < l ≤ m

h, l = m

hm+a−l
a , m < l ≤ m+a

(4.27)

Using the proof provided in [194], the uncertainty degree of the symmetrical triangular member-

ship function can be calculated from

ρF̃ = 1−
[

a(2−h)
b

+2
2ah(1−h)

b
ln(1−h)

]
(4.28)

For the type-II FS, the constraint of the uncertainty degree is 0 ≤ ρF̃ ≤ 1. In the type-I FS where

a = b and h = 1, then ρF̃ = 0. This points out the inability of the type-I FS to model uncertainties.
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The rule structure for the type-II fuzzy logic is similar to the type-I fuzzy, for a fuzzy logic structure

with a K number of rules, the nth rule can be expressed in the form:

Rn : If l1 is F̃1,n and . . . li is F̃i,n . . . and lI is F̃I,n

Then y is Ỹn

(4.29)

where n = (1, 2, ..., K). This type reduction block maps the type-II FLC into a type-I FLC by

computing the centroid of the interval type-II FLC associated with each fired by using

YF̃ = 1/
{

yp, . . . ,yq
}

(4.30)

where yp and yq can be calculated using

yp =
∑

Q
i=1 yiµ̄F̃ (yi)+∑

N
i=P+1 yiµ F̃

(yi)

∑
P
i=1 µ̄F̃ (yi)+∑

N
i=P+1 µ

F̃
(yi)

(4.31)

yq =
∑

Q
i=1 yiµ F̄

(yi)+∑
N
i=Q+1 yiµ̄F̃ (yi)

∑
Q
i=1 µ

F̄
(yi)+∑

N
i=Q+1 µ̄F̄ (yi)

(4.32)

The switching point P and Q in (4.4.3) and (4.32) are iteratively determined using the Karnik-

Mendel (KM) algorithm [195] The crisp output y is computed by the defuzzifier using

y(x) =
1
2
[
yp(l)+ yq(l)

]
(4.33)

4.4.4 Artificial Bee Colony Algorithm

The ABC algorithm is a heuristic optimization technique that is based on the behavior of a colony

of honey bees in search of a food source position. It involves the exploration and exploitation of the

available nectar positions (NPs) [152]. The colony is divided into three groups. The first group is

the employed bees–they search for NPs, memorize the nectar quality of these positions, and share

them with the other bees in the hive area by dancing (waggle dance), the length of dance provides
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the nectar quality. The second group is the onlooker bees–they wait in the hive and watch the

employed bee dance, they choose the NPs based on the information shared by the employed bees;

the last group is the scout bees–they are employed bees whose NPs have been neglected because

of poor or low quality. Details can be found in [1, 6, 152]; the flowchart of the ABC algorithm

is shown in Figure 4.5. In this paper, the ABC algorithm is used to determine the weights of the

type-II fuzzy logic system.

Figure 4.5 Flowchart of ABC optimization algorithm.
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4.5 Adaptive Virtual Inertia Based on Type-II Fuzzy Logic Con-

trol

In this section, the proposed virtual inertia control method is developed as shown in Figure 4.6.

The inputs to the type-II fuzzy logic system are the frequency deviation, ∆ f and its derivative, ∆̇ f .

These inputs are firstly normalized with the weights W1 and W2 respectively so that the final inputs

to the type-II fuzzy logic system are

Input 1 =W1 ·∆ f (4.34)

Input 2 =W2 · ∆̇ f (4.35)

Figure 4.6 Proposed virtual inertia control strategy.

The normalized inputs are then fuzzified using the membership functions. In this work, the

triangular membership function is used because of its ease of computation, few design parameters,
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Figure 4.7 Type-II Fuzzy membership functions.

and less complexity in practical realization when compared to other types of membership func-

tions. Due to these reasons, seven triangular membership functions are arbitrarily chosen to define

the universe of discourse of the type-II fuzzy system. They are defined using the linguistic vari-

ables: Negative Big (NB), Negative Medium (NM), Negative Small (NS), Zero (Z), Positive Small

(PS), Positive Medium (PM), and Positive Big (PB) as shown in Figure 4.7. The corresponding

membership parameters of the seven linguistic variables are determined from (4.26) and (4.27).

The fuzzified inputs which are the embedded fuzzy sets within the FOU are processed in the infer-

ence engine to generate appropriate fuzzy outputs with the aid of the fuzzy rules given in Table 4.1.

The inference engine uses the min and max methods for the Meet and Join operations respectively.

The Meet and Join operations map the fuzzified inputs into fuzzy outputs with the strength of the

fired rule(s). The output of the inference engine is a type-II fuzzy set that cannot be directly con-

verted to the crisp output, that is, virtual inertia gain. The type-reducer is used to convert the type-II

fuzzy set to type-I fuzzy set using the KM algorithm, the smallest and largest centroids are com-

puted using (4.4.3) and (4.32). The type-I fuzzy output is then converted to the normalized virtual
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Table 4.1 Fuzzy Rule Table

∆ f

∆̇ f

PB PM PS Z NS NM NB

PB NB NB NB NB NM NS Z

PM NB NB NB NM NS Z PS

PS NB NB NM NS Z PS PM

Z NB NB NM Z PM PB PB

NS NM NS Z PS PM PB PB

PM NS Z PS PM PB PB PB

NB Z PS PM PB PB PB PB

inertia gain using (4.33). The normalized virtual inertia gain is scaled with weight W3 to generate

the actual inertia gain, Hvi. The values of the input and output weights (W1,W2,W3) are critical in

the design and performance of the fuzzy logic system for the proposed application; therefore, the

ABC optimization algorithm is employed to determine their values. The cost function used in the

optimization (cost function minimization) process is a two-fold objective function that computes

the derivative of the frequency deviation and absolute frequency deviation. For the ith control area

with virtual inertia capability, the cost function can be formulated as

C fi =
T

∑
n=1

(
|∆ fi(n)|2 +

|∆ fi(n)−∆ fi(n−1)|
t

)
(4.36)

where t is the time between the actual present and previous frequency measurement. It is specified

as the sample time of the controller. The values of the weights for the type-II fuzzy controller are

presented in Table 4.2. The proposed optimized type-II fuzzy-based virtual inertia control system

can recalculate the inertia gain to track the frequency to a zero steady-state value. Therefore,
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frequency deviation in Area i given in (4.3) can be written as

∆ fi =
1

2His+Di
(∆Pmi +∆Presi−∆Ptie,i−∆PDi +∆Pvi) (4.37)

Table 4.2 Optimal weights of the proposed strategy

Parameter W1 W2 W3

Value 11.124 0.0049 -9.562

4.6 Simulation and Discussion

In this section, the efficiency of the proposed type-II fuzzy-based virtual inertia controller is vali-

dated through extensive simulation in MATLAB. The test system for the simulation is the conven-

tional two-area power system model that is used for frequency stability studies. [37] The model

is updated to include the dynamics of modern power systems such as hybrid tie line connection,

power system deregulation, and unequal area capacities. In Area 2 of the test system, one of the

conventional plants has been replaced with a RE system to simulate high penetration of RE and

reduced equivalent inertia; therefore, the proposed virtual inertia strategy is implemented in this

area and its robustness is evaluated against the conventional and type-I fuzzy-based virtual inertia

methods proposed in [41] and [5] respectively, it is important to mention that the two methods in

the literature were redeveloped to satisfactorily fit the system used in this work.
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Figure 4.8 Two-area test system model.

4.6.1 Stability Analysis

In this section, the stability of the test system is analyzed by inspecting the properties of its eigen-

values. The stability analysis provides information on the model properties at initial conditions

and how the model will react to small-signal disturbances outside the initial condition. Similarly,

the investigation of the eigenvalue properties of the system can interpret its stability; the sign of

the real parts of the eigenvalues provides sufficient information about the system stability. For a

system to be stable, all the real parts of its eigenvalues have to be negative (on the left half of the

complex s-plane). In Table 4.3, the eigenvalues of the closed-loop system shown in Figure 4.8 in

steady-state condition (unperturbed) are presented, it can be observed that all the eigenvalues have

a negative real part, therefore, indicating an asymptotically stable system. Furthermore, in small-

signal analysis, a stable system will return to its equilibrium point when perturbed by small-signal
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disturbance. It can be seen that the modes λ1 and λ2 which corresponds to ∆ f1 and ∆ f2 respectively

are in a better region of stability with high magnitudes in the real parts of their eigenvalues. The

complex modes of the eigenvalues (λ4−7 and λ10,11) indicate that the system will oscillate before

reaching steady-state during small perturbations.

Table 4.3 Eigenvalues of System Model

Mode Eigenvalue

λ1 -17.2118

λ2 -17.7078

λ3 -13.0658

λ4 -1.3063+j7.0956

λ5 -1.3063-j7.0956

λ6 -1.1801+j3.8124

λ7 -1.1801-j3.8124

λ8 -3.9736

λ9 -3.2251

λ10 -0.9941+j0.5724

λ11 -0.9941+j0.5724

λ12 -0.7513

λ13 -0.4281

λ14 -0.1033
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4.6.2 Load variation

In this scenario, the effectiveness of the proposed virtual inertia control strategy is demonstrated.

A step load change of ∆PDuc = 0.1p.u in Area 2 at 10 s is simulated to illustrate the frequency re-

sponse of the system during load variation. Figure 4.9(a) and (b) show the frequency deviation and

derivative of frequency deviation in Area 2 under this contingency. Generally, it can be observed

that the frequency response of Area 2 is improved when the virtual inertia control is incorporated

into the system compared to the absence of virtual inertia in the system. More specifically, the

proposed type-II fuzzy-based virtual inertia control method outperforms the type-I fuzzy-based

and conventional virtual inertia control methods with the least amplitude of frequency deviation,

transient excursions, and fastest recovery of the derivative of frequency deviation with damped

oscillations and minimal overshoots. The performance of the proposed type-II fuzzy virtual inertia

control strategy can be demonstrated by observing the change in active power of the ESS ∆Pvi, as

shown in Figure 4.11. It can be seen that with the proposed virtual inertia strategy, the ESS is capa-

ble of injecting high instantaneous active power needed to suppress the frequency deviation when

compared to other virtual inertia control methods. It is important to mention that virtual inertia el-

ements are zero net energy devices during steady-state operation, this criteria must the considered

in the design of the intelligent control systems to implement virtual inertia devices such that they

do not become an infinite energy source. Due to the interconnection that exists between Areas 1

and 2, it is consequential that the perturbations in Area 2 affect Area 1 and vice versa. Therefore, it

is important to observe the frequency response of Area 1 due to the contingency in Area 2 for this

scenario as shown in Figure 4.10. It can be observed while the presence of virtual inertia in Area

2 helps to reduce the frequency deviation amplitudes and oscillations, the proposed type-II fuzzy-

based virtual inertia achieved the least amplitude of frequency deviation with a smooth transition

to zero steady-state deviation.
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Figure 4.9 (a) Frequency deviation in Area 2 (b) rate of change of frequency deviation in
Area 2 under step load variation.

Figure 4.10 Frequency deviation in Area 1 under step load variation in Area 2.
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Figure 4.11 Output power of ESS under step load variation.

4.6.3 High renewable energy fluctuation

In this scenario, a more severe contingency is considered to show the robustness of the proposed

virtual inertia control strategy. With the high penetration of RE systems, it is practical that the over-

all systems inertia and damping characteristics are affected, and with the high fluctuation of the RE

sources, the frequency response of the system can be significantly affected. The high RE fluctua-

Figure 4.12 Net fluctuation in RE power in Area 2.

tion in Area 2 as shown in Figure 4.12 is used to replicate this contingency, and Figures 4.13and

4.14 show the behaviour under this contingency. From Figure 4.13(a), it is shown that the fre-
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quency deviation in Area 2 fluctuates above and below zero steady-state due to the nature of the

disturbance. It shows that the proposed type-II fuzzy-based virtual inertia control strategy has the

least amplitude of frequency deviation when compared to the type-I fuzzy-based and conventional

virtual inertia control strategies. The derivative of the frequency deviation shown in Figure 4.13(b)

shows the effectiveness of the proposed type-II fuzzy-based virtual inertia strategy in achieving

faster response to keep the rate of change of frequency deviation within zero with the lowest tran-

sient excursion. This improved frequency response is a result of the rapid absorption/charging

Figure 4.13 (a) Frequency deviation in Area 2 (b) rate of change of frequency deviation
in Area 2 under RE fluctuation.

(negative ∆Pvi) and injection/discharging (positive ∆Pvi) by the ESS as shown in Figure 4.14(a). It

shows that the proposed type-II fuzzy-based virtual inertia control strategy can efficiently adjust

the virtual inertia gain, Hvi, to varying values as a function of the system contingency. The adjust-

ment of the virtual inertia gain can be seen in Figure 4.14(b). While the conventional virtual inertia
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control strategy has a fixed gain and the type-I fuzzy-based virtual inertia control strategy adjusts

the virtual inertia gain around the fixed inertia gain, the proposed type-II fuzzy-based virtual in-

ertia strategy can adjust the virtual inertia gain to values that improve the frequency response and

stability of the system.

Figure 4.14 (a) Output power of ESS (b) Virtual inertia gain under RE fluctuation.

4.6.4 Parameter variation

In system design, inaccurate parameter estimations, the variation of system parameters with time,

and the removal of some systems components can reduce the efficient performance of the system

practically. Therefore, it is important to test the robustness of the control systems during design
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with parameter variations. In this scenario, the robustness of the proposed type-II fuzzy-based

virtual inertia control strategy is tested by simulating the contingencies in Section 4.6.2 and 4.6.3

under these parameter variations in Area 2: R3 = −30%, D2 = −50%, H2 = −50%, Tt = +25%,

Tg =+20%, K2 =−30%, and β2 =+25%. 6 It can be observed from Figure 4.15(a) that with the

Figure 4.15 (a) Frequency deviation in Area 2 (b) rate of change of frequency deviation
in Area 2 under parametric variation.

absence of virtual inertia, there is serious frequency deviation with high oscillations. With the con-

ventional and type-I fuzzy-based virtual inertia control strategies, the frequency dip is improved

by 32 % and 30 % respectively with noticeable oscillations. However, the application of the pro-

posed type-II fuzzy-based virtual inertia control strategy significantly improves the frequency dip

by approximately 70 % with damped oscillations. Furthermore, the rate of change of frequency

deviation rapidly settles to zero with the proposed virtual inertia strategy when compared to other

virtual inertia control strategies as seen in Figure 4.15(b).
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The improved performance in the frequency response is due to the adaptive property of the

type-II fuzzy controller in selecting the virtual inertia gains as shown in Figure 4.16(b) which

helps to dynamically adjust the output active power of the ESS as shown in Figure 4.16(a) when

compared to the conventional and type-I fuzzy-based virtual inertia control strategies. It is shown

that the proposed type-II fuzzy-based virtual inertia control strategy is robust so that it efficiently

performs during parameter variations and maintains the frequency stability of the system in severe

scenarios.

Figure 4.16 (a) Output power of ESS (b) Virtual inertia gain under parametric variation.

From the results presented in the section, it can be appreciated that a properly designed conven-

tional virtual inertia control strategy can perform as relatively efficiently as the type-I fuzzy-based

virtual inertia control strategy; however, the proposed type-II fuzzy-based virtual inertia control

strategy significantly outperforms both control strategies.
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4.7 Summary

This chapter presents a new virtual inertia control system using a type-II fuzzy logic control strat-

egy. The proposed virtual inertia control strategy is used in the control loop of a dedicated ESS to

improve the frequency response of a system with a high penetration of renewable energy sources

in a restructured power system environment. The ABC optimization algorithm is utilized to tune

the weights of the proposed controller to improve its performance. The robustness of the proposed

controller is assessed under several operating scenarios and compared with the type-I fuzzy and

conventional virtual inertia control strategies. The simulation results show the effectiveness of the

proposed strategy to improve the frequency response of the system, thereby enhancing its stability

and resilience.
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Chapter 5

Robust State Estimation Method for

Adaptive Load Frequency Control of

Interconnected Power System in a

Restructured Environment

This chapter is based on the work reported in [3].
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5.1 Chapter Overview

Handling varying uncertainties in renewable energy generation and load demands are major chal-

lenges to the restructured power system environment. This chapter proposes the design of a novel

control methodology using a robust unknown input observer (UIO) for dynamic state estimation

and an interval type-2 fuzzy logic controller for adaptive load frequency control (LFC) of intercon-

nected power systems with high penetration of renewable energy in a restructured power system

environment. The capability of the proposed robust UIO to independently estimate the true state

of the power system regardless of unknown inputs or disturbances that impact the frequency sta-

bility in real-time is demonstrated by the asymptotic zero property of the state estimation error.

This is supported by using an interval type-2 fuzzy logic controller in the LFC loop of each area

of the interconnected system to efficiently damp frequency oscillations, thereby, improving power

system stability and resilience. The performance of the proposed methodology is evaluated using

a modified two-area power system in the restructured environment. The results obtained from the

stability and LFC analyses during severe operating conditions demonstrated the robustness of the

proposed control framework to unknown inputs and unprecedented variations that can affect the

frequency stability of the system.

5.2 Chapter Introduction

With the privatisation of many national power systems, the introduction of a free market in the

energy sector, and the increasing need for economic efficiency and reliability of the electric power

industry, many countries have begun to restructure the framework of their power systems [107].

Traditionally, most power system utilities were managed by the State; however, in the new restruc-
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tured or deregulated environment, a transparent independent system operator (ISO) supervises the

operations of the generation companies (GENCOs), transmission companies (TRANSCOs), distri-

bution companies (DISCOs) and the new independent power producers (IPPs) [103]. In addition

to deregulation, the growing penetration of renewable energy plants (REPs), energy storage sys-

tems (ESSs), and high voltage direct current (HVDC) transmission are major components in the

modern power system environment [44]. Reliable transmission access and provision of timely an-

cillary services are two crucial concerns in a restructured environment because of the presence of

different power producers. The problem of load frequency control (LFC) as an ancillary service

is becoming more complex because of the increased application of power electronic devices for

power generation. This reduces the overall inertia of the system. The choice of GENCOs and IPPs

to participate in frequency control due to various factors such as bidding prices, reserve availabil-

ity, etc, also increases [11].

To combat this problem, various approaches have been proposed and applied. These approaches

are based on classical control techniques, optimal/robust control methods, heuristic optimization

methods, state feedback control, and intelligent control schemes. A robust control method was

presented in [196] for frequency control of a ship-based microgrid with a high share of renewable

energy sources. In [132], an enhanced black hole optimization algorithm was implemented for

the LFC model incorporating time delays and electric vehicles. A honey bee mating optimization

fuzzy (HBMOF) controller was suggested in [197] for LFC in a deregulated power system. To mit-

igate the frequency deviations due to load and renewable energy fluctuations, a robust µ-synthesis

approach was proposed in [198]. In [199], a robust H∞ method for interconnected power systems

was implemented. The memory-based event-triggered H∞ approach was proposed in [200], this

addressed LFC during the deception attack and the report in [201] considered a nonsmooth cost

function in the design of a distributed LFC scheme. Online tuning of type-1 fuzzy logic control

for LFC in an isolated microgrid was proposed in [202]. Authors of [203] used a type-1 FLC to
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tune the parameters in a set of coordinated controllers for LFC in a multi-source power system.

Because of the poor uncertainty handling capability of type-1 FLC as reported in [204], the type-2

FLC has found application in engineering [193], [205]. In [182], an interval type-2 FLC was used

in the vector control scheme of a doubly-fed induction generator to handle the fluctuations in wind

speed and improve low voltage ride-through capability. The interval type-2 FLC was proposed

in [206] to design a fault detection observer for a network control system. For LFC applications,

an optimized interval type-2 FLC was proposed in [184] for secondary frequency control of a ship-

board multi-microgrid, it considered communication network degradation. A detailed review of

load frequency control schemes can be found in [136], [207]. At the generation level, adoption of

ESSs is very important to recover the lack of inertia in the power electronic parts of generation by

acting as virtual inertia sources for frequency support issues [188], [191]. Since the addition of

synchronous-based wind energy conversion systems (WECS) to the energy mix can increase the

system inertia response (since they have kinetic inertia), many wind farms are now expected to

support in frequency regulation, mainly by providing a control mechanism for their active power

as the function of the system frequency [6].

With the advancements in power system modeling and identification tools, the development of LFC

methods for state estimation has received appreciable attention. However, these state estimation

techniques are impractical in the new power system environment due to the inaccurate estimation

of unknown inputs and model uncertainties [208]. To this effect, the unknown input observer (UIO)

has proven to be efficient with negligible state estimation errors [209]. A detection and identifica-

tion strategy based on UIO was proposed in [210] which identifies false data identification (FDI)

due to a cyberattack on the LFC measurements. In [211], a functional observer method to design

a residual generator for fault detection in an interconnected system considering unknown input

was proposed. The literature does report on some studies that have harnessed the UIO for optimal

LFC design schemes. In [212], a decentralized functional observer with parametric uncertainties
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as inputs was proposed for LFC studies. Based on UIO modeling, an optimal LFC observer was

designed for unknown input estimation in [213] with a high penetration of electric vehicles. The

proposed LFC approaches in the literature did not consider the unknown inputs that affect the dy-

namic performance for a wide range of operating conditions of the studied power systems which

are very important in the restructured environment, thus, there is a need for new control schemes

in the LFC computation for the complex, heterogeneous and nonlinear power system environment.

In this chapter, novel robust state estimation is proposed. This is based on an interval type-2 fuzzy

logic control LFC scheme for an interconnected, multi-source power system in the restructured

environment. The contributions of this chapter are

1. Design of a robust state estimation method based on UIO for online state estimation of a

power system without prior knowledge of a disturbance to generate LFC signals. The simu-

lation results corroborated the performance of the robust UIO with near-zero state estimation

error.

2. To generate an appropriate control signal for the GENCOs in each area in the presence of

unknown inputs, it is proposed that an interval type-2 fuzzy logic LFC method for each area

is used. The robustness of the proposed LFC method is demonstrated by comparing with

optimized-PI and type-1 fuzzy logic LFC methods.

3. To incorporate the complexity and topology of a modern power system, a virtual inertia-ESS

is added in each area, and a hybrid HVAC/HVDC transmission network is considered in the

analysis and design of the study system.

4. The proposed framework is beneficial to large and complex power systems because of the

increasing RE integration where traditional LFC frameworks and control schemes cannot

provide efficient performance over a wide range of unknown operating conditions.
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To the best of the authors’ knowledge, this is the first work that designs and implements a robust

interval type-2 fuzzy logic LFC method based on UIO for a power system in the restructured

environment.

The rest of this chapter is organized as follows: Section 5.3 presents detailed modeling of the

power system for LFC studies in the restructured environment; Section 5.4 provides the mathe-

matical formulation of the proposed methodology; the application of the proposed methodology

to the LFC problem is presented in Section 5.5, Section 5.6 presents the simulation results that

show robustness and practicability of the proposed methodology; and conclusions are drawn in

Section 5.7.

5.3 System Modelling

5.3.1 Dynamics of power system restructuring

To begin the formulation of the LFC response in a restructured environment, it is important to

introduce the complexities and dynamics that reflect the effect of power system restructuring in

modern power systems. Firstly, the concept of a contract participation matrix (CPM) as defined

in (5.1) is introduced. Each element in the matrix represents an index of contracted power gener-

ated by a DISCO and delivered to a GENCO. The sum of all elements in the column of the CPM

must be equal to 1. For a power system with N control areas and n number of GENCOs, the CPM
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is given by [214]:

CPM =



cp f11 cp f12 · · · cp f1N

cp f21 cp f22 · · · cp f2N

...
... . . . ...

cp fn1 cp fn2 · · · cp fnN


(5.1)

Secondly, unlike the traditional environment, GENCOs must supply the contractual load demand

of each DISCO in contract with it. This demand must be considered in the governor dynamics of

each GENCO such that it responds to the total demand of all DISCO in contract with it. For a

power system with N control areas, the additional dynamics for the ith governor in Area j can be

obtained from

∆Pci,n =
N

∑
j=1

cp fi j∆PD j (5.2)

where cp fi j is the contract participation factor and ∆PD j is the total demand of DISCOs in Area j.

Finally, the dynamics of the tie line power flow is formulated. For DISCOs in Area i having

bilateral contract agreements with GENCOs in Area j, the scheduled inter-area power flow must

be adjusted such that it follows the demand of the DISCOs from GENCOs outside their control

areas. The scheduled tie line to the ith control area for a large power system with N control areas

can be calculated using

∆Psch
tie,i =

N

∑
j=1
j 6=i

(
n

∑
k=1

cp fk j

)
∆PD j −

n

∑
k=1

 N

∑
j=1
j 6=i

cp f jk

∆PDi (5.3)

5.3.2 LFC modelling in a restructured environment

Based on the deductions in the previous subsection, a new LFC model is developed which includes

information that is absent in the traditional environment. For the ith control area shown in Fig-
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ure 5.1, the dynamics of the frequency response can be investigated by deriving sets of first-order

differential equations. The frequency deviation in Area i is

∆ fi =
1

sMi +Di
(∆Pmi,n +∆Presi−∆Pact

tie,i +∆Pvii

−∆PDi−∆PLi−∆Pvar
res,i)

(5.4)

where ∆Pmn is the change in mechanical output power of the nth GENCO, and ∆Pres, ∆Pact
tie , D,

∆Pvi, ∆PD, ∆PL, and ∆Pvar
res are the change in active power of renewable energy plants participating

in primary frequency control, actual tie line power flow, damping, change in active power set

point of virtual inertia control, total load demand contracted by DISCOs, total load demanded

uncontracted, and unforecasted renewable energy variation in Area i respectively.

Figure 5.1 Block diagram of LFC model in a restructured environment

The turbine dynamics that change the mechanical output power of each GENCO in Area i can be
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obtained from

∆Pmi,n =
1

sTti,n +1
∆Pgi,n (5.5)

where Tti,n is the turbine time constant and ∆Pgi,n is the change in governor set point that actuates

the nth turbine in Area i.

As mentioned earlier, in the restructured environment, the response of each governor should factor

in the total load demand of the DISCOs in contract with it. Also, for GENCOs participating in

LFC regulation, it is important to define the parameter "σ" that defines the participation index of

each GENCO in frequency regulation. iin contrast to the traditional environment, the computation

of σ is dynamic because it is based on several factors such as bid prices, availability, operation

cost, etc.

The modified change in governor set point of GENCO n in Area i can be expressed as

∆Pgi,n =
1

sTgi,n +1

(
−∆ fi

Ri,n
+σi,n∆Pl f c,i +∆Pci,n

)
(5.6)

where Tgi,n is the governor time constant, Ri,n is speed-droop constant and ∆Pl f c,i is the LFC signal

computed from the area control error (ACE). This regulates frequency and maintains the tie line

power exchange at scheduled values.

For the ACE signal computation in the restructured environment, the tie line error, which is the

difference between the actual and scheduled tie line flow, is used. For Area i, the LFC signal can

be calculated from

∆Pl f c,i =
−Ki

s

(
βi∆ fi +∆Perror

tie,i
)

(5.7)

where βi is the frequency bias factor of area i, Ki is the integral gain of the load frequency controller,

and ∆Perror
tie,i is the tie line error which is given by:

∆Perror
tie,i = ∆Pact

tie,i−∆Psch
tie,i (5.8)
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where

∆Pact
tie,i = ∆Pac

tie,i +∆Pdc
tie,i (5.9)

The actual tie line is the combination of HVAC and HVDC transmission lines between different

areas. The HVAC and HVDC power deviations can be expressed as:

∆Pac
tie,i =

2πTi j

s

(
∆ fi−∆ f j

)
(5.10)

and

∆Pdc
tie,i =

Kdci j

sTdci j +1
(
∆ fi−∆ f j

)
(5.11)

where Ti j, Tdci j and Kdci j are the HVAC synchronising coefficient, HVDC time constant and con-

verter gain between Areas i and j, respectively.

With the increasing penetration of renewable energy in the energy mix, synchronous machine-

based REPs are required to participate in frequency response; however, the addition of REPs in-

troduces extra disturbance/variability to the power system. To model the effect of these variations

and frequency response, the active power deviation of the REPs in Area i is

∆Pres,i =
1

sTres,i +1
(
Kres,i∆ fi +∆Pvar

res,i
)

(5.12)

where Tres,i is the time constant of the power electronic converter in the REP, Kres,i is the inverse of

the droop setting of the REP as usually agreed between the ISO and IPP, and ∆Pvar
res,i is the variation

in REP output that impacts the frequency stability of the system.

To improve frequency stability in the new power system environment, virtual inertia control has

been established energy storage systems to provide short term active power during frequency im-

balance [215]. Based on the derivative of the frequency deviation, the change in ESS output power

that emulates the inertia process can be derives as

∆Pvi,i =
Kvi,i

sTvi,i +1
∆ ḟi (5.13)
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where Tvi is the ESS time constant and Kvi is the gain of the virtual inertia controller.

To finalise the frequency response modeling, (5.4) to (5.13) are used to obtain the state-space

representation for further studies. For the ith control area, the state-space equations can be written

in the form
ẋi(t) = Axi(t)+Bui(t)+Ddi(t)

yi =Cxi(t)
(5.14)

where A, B,C, and D are the system, input, output and disturbance matrices respectively with

appropriate dimensions; x ∈ ℜl , u ∈ ℜm , w ∈ ℜn are state, input and disturbance (unknown)

variables respectively given as:

xi = [∆ fi ∆Pmi,n ∆Pgi,n ∆Pact
tie,i ∆Pres,i ∆Pvi,]

T

ui = [∆Pl f c,i ∆PDi]

di = [∆PLi ∆Pvar
res,i]

T

(5.15)

5.4 Proposed Methodology

This section introduces the proposed unknown input observer model for state estimation of the LFC

model described in Section 5.3. The unknown inputs d(t) to the system are the uncontracted load

demand and the fluctuations from REPs that are not usually available to the system in real-time but

can affect the frequency stability of the system.

5.4.1 Unknown Input Observer

Considering the linear time-invariant system described in Figure 5.1, the goal of the UIO is to

accurately estimate the state of the system in the presence of unknown disturbance(s). For the
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system described in (5.14), its observer model shown in Figure5.2 can be modeled as

Figure 5.2 Block diagram of unknown input observer

ż(t) = Nz(t)+Gu(t)+Qy(t)

x̂(t) = z(t)−Hy(t)
(5.16)

where z(t) and x̂(t) are the state vector of the UIO system and estimated state vector of the true

system respectively. The matrices N, G, Q, and H are parameters of the UIO system that need to

be formulated appropriately. It is important to mention that for (5.16) to be a reliable observer

of (5.14), the state estimation error e(t) given by

e(t) = x(t)− x̂(t) (5.17)

should asymptotically tend to zero irrespective of the unknown input d(t).

Taking the derivative of (5.17), ė(t)= ẋ(t)− ˙̂x(t) is obtained, which can be expanded from (5.14) and (5.16)
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to give

ė(t) =(A−HCA−Q1C)e(t)

+(N− (A−HCA−Q1C))z(t)

+(Q2− (A−HCA−Q1C))y(t)

+(G− (I−HC)B)u(t)

+(HC− I)Dd(t)

(5.18)

For the UIO to exist, i.e, if the state estimation error asymptotically approaches zero, the following

conditions which are obtained from (5.18) must hold

H = (CD)−1D

A∗ = A−HCA

G = B−HCB

N = A∗−Q1C

Q2 = NH

Q = Q1 +Q2

(5.19)

If N is stable, i.e., all its poles are located on the left-half of the complex s-plane, which means Q1

has to be properly designed, and other conditions in (5.19) are met, then the state estimation error

asymptotically approaches zero and (5.18) reduces to

ė(t) = Ne(t) (5.20)

Based on linear algebra theory in [208], the lemmas of requisite conditions that make (5.16) an

UIO model of the system in (5.14) can be summarised as:

Condition 1: rank (CD) = rank (D)
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Condition 2: The matrix pair (C, Λ) is detectable

where

Λ = A−D
(
(CD)TCD

)−1
(CD)TCA

By taking the derivative of the state estimation output and rearranging it the unknown/disturbance

can be estimated for the system from

˙̂y(t) =C ˙̂x(t) (5.21)

ẏ(t) =C[Ax̂(t)+Bu(t)+Dd(t)] (5.22)

d̂ = (CD)†[ ˙̂y−CAx̂−CBu(t)] (5.23)

A residual function can be defined which is the difference between the true system state and esti-

mated system where

r(t) = y(t)−Cx̂(t) (5.24)

5.4.2 Design Procedure of Robust UIO

The design of the proposed UIO using robust control theory can be achieved with the following

steps:

1. Determine the power system matrices (A, B,C and D). The disturbance matrix D must be a

full column rank matrix, otherwise a matrix decomposition should be performed.

2. Check if the UIO model exists using the rank condition, i.e., rank (CD) = rank D. If this

condition is not met then the output matrix C can be augmented to satisfy this condition.

3. Compute matrices H, G, and Λ
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4. Using the observability criterion; check if the matrix pair (C, Λ) is detectable. If this pair is

undetectable, an observable canonical decomposition should be used to determine a trans-

formation matrix that will make the new pair (C∗,Λ∗) which are detectable.

5. Determine Q1 by solving the linear matrix inequalities (LMI) optimization problem that

satisfies the condition in (5.19) using the YALMIP toolbox in MATLAB.

6. Compute Q2, N, and Q.

7. Using (5.16), formulate the robust UIO model.

5.4.3 Interval Type-2 Fuzzy Logic Control

The fuzzy logic control scheme is considered as an efficient and intelligent control scheme because

of its capabilities in handling complex problems and system uncertainties. The general structure of

the fuzzy logic control scheme is shown in Figure 5.3. The input processing unit (fuzzifier) converts

the crisp input into a fuzzy set. Using a predefined set of rules and mathematical computations,

an inference engine calculates the appropriate fuzzy output. Depending on the type of fuzzy logic

used, the type-1 FLC as shown in Figure 5.3(a) converts the fuzzy output directly to crisp output

while the type-2 FLC in Figure 5.3(b) uses the type-reducer block to reduce the type-2 fuzzy

output into type-1 fuzzy output and the defuzzifier converts the type-1 fuzzy output into crisp

outputs [195]. Regardless of the degree of the FLC scheme used, the main goal of the fuzzy logic

controller is to accurately map the crisp input into a corresponding crisp output.

A type-2 fuzzy set (T2FS) denoted by P̃ where x ∈ X and can be characterised by

P̃ = {((x,u),µP̃(x,u)) |∀x ∈ X ,∀u ∈ Jx ⊆ [0,1]} (5.25)
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Figure 5.3 Fuzzy logic system (a) Type-1 (b) Type-2

where µP̃(x,u) is a type-2 MF, x is a primary variable, u is the secondary variable in which 0 ≤

µP̃(x,u)≤ 1 and Jx is the primary membership of x.

P̃ can be expressed as

P̃ =
∫

x∈X

∫
u∈Jx

µP̃(x,u)/(x,u) Jx ⊆ [0,1] (5.26)

where
∫ ∫

denotes union over all possible x and u. When there are no uncertainties, the T2FS

is reduced to T1FS such that the secondary variable becomes µP(x) and 0 ≤ µP(x) ≤ 1. As a

corollary, the boundary of the T2FS should correspond with the fact that the vertical slices of a MF

should be between 0 and 1.

When all µP̃(x,u) = 1, the P̃ is said to be an interval T2FS (IT2FS). The IT2FS reduces (3.28) to

5− P̃ =
∫

x∈X

∫
u∈Jx

1/(x,u) Jx ⊆ [0,1] (5.27)

Due to the uncertainty associated with the IT2FS, the boundary of uncertainty in the T1FS

membership functions is defined as the footprint of uncertainty (FOU). The outer boundary (µ)
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of the FOU is the upper membership function (UMF) and the inner boundary (µ) is the lower

membership function (LMF).

FOU(Ã) =
⋃
x∈X

Jx (5.28)

µ̄P̃(x)≡ FOU(P̃) ∀x ∈ X (5.29)

µ
P̃
(x)≡ FOU(P̃) ∀x ∈ X (5.30)

The rule structure for the T2FLC and T1FLC is the same, for a FLC structure with K number of

rules, the nth rule can be expressed in the form:

Rn : if x1 is F̃1,n and . . .xi is F̃i,n . . . and xI is F̃I,n

then y is Ỹn

(5.31)

where n = (1, 2, ..., K). The type reduction block maps the T2FLC into a T1FLC by computing the

centroid of the IT2FLC associated with each fired by using

YP̃ = 1/{yl, . . . ,yr} (5.32)

where yl and yr can be calculated using

yl =
∑

L
i=1 yiµ̄P̃ (yi)+∑

N
i=L+1 yiµ P̃

(yi)

∑
L
i=1 µ̄P̃ (yi)+∑

N
i=L+1 µ

P̃
(yi)

(5.33)

yr =
∑

R
i=1 yiµ P̄

(yi)+∑
N
i=R+1 yiµ̄P̃ (yi)

∑
R
i=1 µ

P̄
(yi)+∑

N
i=R+1 µ̄P̄ (yi)

(5.34)

The switching point L and R in (5.33) and (5.34) are iteratively determined using the Karnik-

Mendel algorithm. The crisp output y is computed by the defuzzifier using

y(x) =
1
2
[yl(x)+ yr(x)] (5.35)
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5.5 Interval Type-2 Fuzzy-UIO in LFC problem

This section introduces the application of the proposed robust UIO and interval type-2 fuzzy logic

control for dynamic state estimation and load-frequency control, respectively. The power system

in the restructured environment as shown in Figure 5.4. In this chapter, the unknown inputs to the

power system are the variability in the REP generation ∆Pvar
res,i and unforecasted/uncontracted load

demands ∆PLi . These can affect the frequency stability of the area. The contracted demands ∆PDi

and LFC control signal set points ∆Pl f c,i are considered to be known inputs to the system. It is

worth mentioning that the proposed control method is a decentralized control approach so that the

disturbance of each area is decoupled from each other.

Figure 5.4 Proposed Fuzzy-based LFC for Robust UIO model

For any time-varying disturbance di(t) in Area i, the change in area frequency ∆ fi is sent to the

area controller via a wireless communication channel, the time-dependent ACE is computed using

ACEi(t) = βi∆ fi(t)+∆Perror
tie,i (t) (5.36)

122



Table 5.1 Fuzzy rules

ACE

∆ ˙ACE

NL NM NS Z PS PM PL

NL PL PL PL PL PM PS Z

NM PL PL PL PM PS Z NS

NS PL PL PM PS Z NS NM

Z PL PL PM Z NM NL NL

PS PM PS Z NS NM NL NL

Z PS Z NS NM NL NL NL

PL Z NS NM NL NL NL NL

The computed ACE and its derivative ˙ACE are inputs to the fuzzy logic controller. To fuzzify these

inputs, the triangular membership function is chosen in this chapter due to its ease of practical

realization. Seven membership functions as shown in Figure 5.5 (Negative Large–NL, Negative

Medium–NM, Negative Small–Ns, Zero–Z, Positive Small–PS, Positive Medium–PM, and Posi-

tive Large–PL) are chosen for both inputs to the controller. Each fuzzified input has an LMF and

UMF. To process these antecedents, a set of rule firing strengths are chosen from the rule base sys-

tem shown in Table 5.1. This is found by applying the min-method for the Meet operation of the

LMFs and UMFs of both fuzzified inputs. Subsequently, the inference engine uses the min-method

for the Meet implication in determining the appropriate type-2 fuzzy output. To reduce the type-2

fuzzy output into two type-1 fuzzy outputs (centroids), the Karnik-Mendel(KM) type reduction

algorithm is used because of fast computation time and ease of implementation [216]. The output

of the controller ∆Pl f c is the average of the centroid values.

For Area i, the computed ∆Pl f c,i is weighted with the area participation index σi,n of each GENCO

participating in the LFC and sent via a wireless communication channel to the governor of each
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Figure 5.5 Fuzzy logic membership function (a) Type-1 (b) Type-2

GENCO for appropriate control action.

Due to the time-vary characteristics of d(t), the robust UIO can efficiently observe the current state

of the power system area and estimate the pattern of the disturbance for proper control measures

to be taken.

5.6 Simulation

In this section, the proposed interval type-2 fuzzy controller based on robust UIO is implemented.

The studied system is the established Kundur model used for LFC analysis [37]. The model has

been modified to include a hybrid HVAC/HVDC transmission network, an aggregated model of
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a REP in each area, and a distributed virtual inertia-enabled ESS system to support frequency

regulation [41]. The analysis is carried out in the restructured power system environment. The

simulation is performed in the MATLAB/Simulink environment.

5.6.1 Eigenvalue analysis

To evaluate the stability of the proposed system model eigenvalue analysis is utilized. For a sys-

tem to be stable, all of its eigenvalues (λ ) must have negative real parts. Table 5.2 presents the

eigenvalues of the proposed system model (model B), with a comparative evaluation before the

addition of virtual inertia control (Model A). It can be seen that both models of the system are

stable, having negative eigenvalues; however, Model B is in a better region of stability compared

to Model A with two extra modes (λ15 and λ16). This is because the virtual inertia control shifts

various modes (e.g., λ1 and λ2) of the Model B in the negative direction. Furthermore, the results

indicate that the oscillatory modes (λ5, λ6, λ7 and λ8) of Model A have a higher frequency than

the modes (λ8, λ9, λ10 and λ11) of Model B; this points to the ability of the virtual inertia control

to damp oscillations and restore the system to stability faster than Model A. It can be stated that

virtual inertia control can improve the dynamic performance of the system and strengthen its sta-

bility and Consequentially, Model B is the proposed system model used for further analysis in this

chapter.

5.6.2 Demonstration of the Robust UIO Model

To demonstrate the performance of the proposed robust UIO model, its state estimation capability

is investigated. For this reason, a bilateral contract scenario is considered. It is important to note
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Table 5.2 Eigenvalues

Mode Model A Model B

λ1 -17.2019 -102.57

λ2 -17.2903 -102.87

λ3 -13.0671 -16.6221

λ4 -14.6804 -14.6205

λ5 -0.7090+j6.5366 -12.4756

λ6 -0.7090-j6.5366 -14.2549

λ7 -1.0786+j3.6832 -4.8640

λ8 -1.0786-j3.6832 -0.5043+j1.085

λ9 -4.4422 -0.5043-j1.085

λ10 -1.4856 -0.6156+j0.1427

λ11 -0.7013 -0.6156-j0.1427

λ12 -0.6561 -0.6588

λ13 -3.2240 -2.6834

λ14 -3.2256 -2.7287

λ15 — -3.2497

λ16 — -3.2471

that the bilateral scenario permits inter-area contracts between GENCOs and DISCOs, i.e, there

could be an inter-area exchange of power in steady-state operation (scheduled tie line power flow)

which is one of the peculiarities of the restructured environment. To this effect, it is considered

that the aggregated load demand of the DISCOs in each area is ∆PD1 = ∆PD2 = 0.2 p.u from the
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GENCOs based on the CPM given by

CPM =



0.25 0.4

0.15 0.1

0.15 0.3

0.45 0.2



∆Pm1 = 0.25×0.2 + 0.4×0.2 = 0.13 p.u

∆Pm2 = 0.15×0.2 + 0.1×0.2 = 0.05 p.u

∆Pm3 = 0.15×0.2 + 0.3×0.2 = 0.09 p.u

∆Pm4 = 0.45×0.2 + 0.2×0.2 = 0.13 p.u

The estimation of different system state responses to these demands is used to demonstrate the

robustness of the observer. The simulation result in Figure 5.6 shows the ability of the observer

to explicitly track the system states in Area 1. Figure 5.6(a) is the plot of the frequency devia-

tion (∆ f1), while Figure 5.6(b) and 5.6(c) are the active power deviations of GENCOs 1 and 2

(∆Pm1 and ∆Pm2) respectively to meet the power demands. It is observed that ∆Pm1 and ∆Pm2 (true

and estimated) reach the scheduled steady state values that correlate to the theoretical calculations.

For Area 2, the system’s true and estimated states are given in Figure 5.7. The robustness of the

proposed UIO model is demonstrated with the proper tracking of the frequency deviation (∆ f2),

and active power deviations of GENCOs 3 and 4 (∆Pm3 and ∆Pm4) as shown in Figure 5.7(a), (b)

and (c) respectively.

To evaluate the accuracy of the proposed robust UIO model, the state estimation error, i.e, the

difference between the true state and the estimated state, is used. As mentioned earlier, the state

estimation error should tend towards zero for the developed UIO to be a valid observer of the

system. From Figure 5.8, it is clear that the state estimation error of the area frequency deviations
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Figure 5.6 Area 1 plot (a) frequency deviation (b) active power deviation in GENCO 1
(c) active power deviation in GENCO 2

(∆ f1 and ∆ f2) is approximately zero, which implies a high precision in the state estimation. From

the results above, it can be inferred that the proposed robust UIO model is satisfactory for the study

system.
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Figure 5.7 Area 2 plot (a) frequency deviation (b) active power deviation in GENCO 3
(c) active power deviation in GENCO 4

5.6.3 Estimation and Control of Unknown load variation

In this section, the efficiency of the proposed intelligent interval type-2 fuzzy logic-based load

frequency controller is investigated. This provides a swift response to unknown inputs that pose a

disturbance to the stability of the system. The performance of the proposed controller is evaluated

against the conventional T1FLC and PI controllers.

Figure 5.9 shows the frequency response of the controllers in each area to an unknown disturbance
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Figure 5.8 Frequency estimation error in Areas 1 and 2

Figure 5.9 Plots of frequency deviation
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at 20 s. As observed, both areas experience frequency dips at the start of the disturbance but the

proposed IT2FLC controller provides the smallest undershoot when compared to the T1FLC and

PI controllers. It is found that with the adoption of the proposed controller, the frequency deviation

reaches zero in steady-state in the least time compared to the other controllers in Areas 1 and 2.

Therefore, the proposed IT2FLC controller is efficient in restoring the system frequency to the

nominal operating point despite the disturbance.

Figure 5.10 Plot of GENCOs response to unknown input

Using the proposed control scheme, the change in mechanical output power ∆Pm of each GENCO

due to a sudden disturbance is shown in Figure 5.10(a). It can be observed that the responses of

the GENCOs are smooth with no oscillations. This is beneficial to the health of the governors
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because the oscillation may trigger protective relays and sensors leading to cascading events and

possible tripping of some generator units. It can also be observed that only GENCOs in Area 1,

i.e, GENCOs 1 and 2, settle at a new steady-state value after the disturbance. This implies that

the disturbance occurs in Area 1 and the responses of the GENCOs in this area depend on their

participation index σ . GENCOs 3 and 4 also support the system during the disturbance due to

the interconnection between both areas but return to their initial steady-state values after the dis-

turbance. The ability of the proposed robust UIO model to estimate the state of the system and

reconstruct the unknown input disturbance in the system is shown in Figure 5.10(b). It is worth

mentioning that, with the increasing penetration level of renewable energy sources, the power sys-

tem stability and resilience become more vulnerable; therefore, the estimation of this disturbance

is needed to minimize forecasting errors and detect cyber attacks, etc.

To demonstrate the robustness of the proposed IT2FLC control scheme, a multiple unknown in-

put scenario is considered. The frequency response plots of the proposed control scheme, T1FLC

scheme, and PI control schemes in Area 1 are shown in Figure 5.11(a). It can be observed that

the response of the PI controller is very erratic and unstable with high oscillations and under-

shoots; however, the T1FLC provides a better response with more stability, reduced oscillations,

and undershoots. The proposed IT2FLC control scheme provides the best performance with the

least undershoot, zero oscillations, and flattened steady-state operation, this shows that a desirable

control input ∆Pl f c is attainable by adopting the suggested controller. Figure 5.11(b) shows the

disturbance inputs in Area 1 of the system, it is clear that there is a fluctuation in renewable en-

ergy sources and step load disturbance that can affect the frequency stability of the system. The

proposed IT2FLC controller is swift to deal with these disturbances.

It can be viewed from Figure 5.12(a) that the proposed IT2FLC controller provides the best fre-

quency response performance when compared to other controllers in Area 2. It can be inferred

132



Figure 5.11 Plot of frequency response in Area 1

that the dynamic response of the system is improved with the frequency deviation returning to

zero in a short settling time with no oscillations. The reconstructed unknown input in Area 2 is

shown in Figure 5.12(b). It becomes clear that the disturbance in the area is a variable step load

disturbance without RE fluctuation. The proposed robust UIO performs efficient estimation of

the frequency states which are fed to the proposed IT2FLC controller for mitigation of frequency

deviation despite the unknown inputs to the system.
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Figure 5.12 Plot of frequency response in Area 2

5.6.4 Performance during parametric variations

In this section, the robustness of the proposed IT2FLC is evaluated using parametric variations

that can occur when some GENCO units are decommissioned or tripped during the excess avail-

ability of renewable energy. These variations may cause instability in the system if not handled

properly. The various parameters used for the uncertainty analysis are; M1 =−20%, M2 =−40%,

D1 = −30%, D2 = −25%, R1 = −15% and R4 = −20%. Fig. 5.13 illustrates the frequency re-

sponses of the different controllers to load variations under parametric changes. It can be observed

that the performance of the PI and T1FLC controllers are not satisfactory where there are severe

parameter changes. In other words, the results indicate that the proposed IT2FLC method is more

effective in dealing with parameter changes in terms of stable frequency response and minimal

transient when compared to the other control methods. Usually, when there is a decrease in system
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inertia, the maximum frequency deviation increases. However, the proposed IT2FLC controller

can effectively deal with the frequency deviation with the least undershoot. Hence, it is confirmed

that the proposed IT2FLC scheme for frequency control is very robust in a system with high pen-

etration of renewable energy, load variation, and diverse uncertainties.

Figure 5.13 Plot of frequency response during parametric variations

5.6.5 Comparison with other control methods

The improved performance of the proposed IT2FLC control method against other existing control

methods for the LFC application is illustrated in this section. The existing methods are: artificial

neural networks (ANN) [131], robust control (RC) [213], T1FLC and sliding mode control (SMC)

[132]. The considered performance criteria used for the comparative evaluation are nonlinearity,

uncertainty, unknown input, and stability. These criteria are selected based on the analyses re-
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ported in the papers. Table 5.3 shows the comparison of the proposed IT2FLC method with other

control methods using the performance criteria. Because the secondary frequency control loop

in LFC schemes considers unknown inputs, existing methods such as ANN, T1FLC, and SMC

will not give suitable responses if they are implemented in power systems for frequency regula-

tion. Contrariwise, the proposed IT2FLC has been designed to consider unknown inputs using the

UIO method. Regarding stability, the proposed method has given satisfactory performance when

compared to other methods.

Table 5.3 Comparison of proposed method with other control methods

Performance criteria Proposed ANN T1FLC RC SMC

Non-linearity X X X × X

Uncertainty X X X X X

Unknown input X × × X ×

Stability X × × × ×

5.7 Summary

The conventional LFC framework is reformulated to consider the dynamics of a restructured power

system environment. The two-area model used for simulation studies is modified with hybrid

HVAC/HVDC transmission, RE integration, and ESS-based virtual inertia control to adopt the

transformations in modern power systems. A dynamic model observer is developed using the

robust UIO method; the simulation results demonstrate that the proposed UIO model is efficient

in estimating the real-time state of the system in the presence of unknown input with negligible

state estimation error. Also, the IT2FLC control scheme is proposed for load frequency control.
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The robustness of the control scheme is evaluated against existing control schemes. The proposed

LFC controller can damp frequency oscillations and improve the stability of the system. The

general control framework can be implemented at the secondary level of the hierarchical frequency

control of large power systems or interconnected microgrids. For future work in this research area,

the proposed observer method and control scheme will be adopted for cyber-attack detection and

mitigation in smart power grids.
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Chapter 6

Conclusion and Future Work

6.1 Main findings and conclusion

The main findings in this thesis are inferred from the previous chapters and summarized as follows:

1. Since the framework of the restructured power system environment would be different from

the traditional one, it is important to develop appropriate small-signal models of the various

additional complexities such as HVDC interconnection and tie line dynamics, renewable

energy sources, the speed governor response of generators to deregulation. These models

are useful to conduct proper analysis and design control strategies to improve the frequency

stability of the system. To this effect, a detailed description of the fundamentals of a fre-

quency control for interconnected power systems was developed in Chapter 2. As one of

the contributions, a comprehensive mathematical model for the LFC framework considering

HVAC/HVDC interconnection was developed. The small-signal model is useful for fre-
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quency stability analysis with the secondary frequency control time frame. The impacts of

inertia on frequency stability in the changing power system environment are also discussed.

2. With the recent grid codes becoming stringent, renewable energy plants are required to pro-

vide frequency power support to the system during contingencies. A small-signal model

incorporating a wind energy conversion system with the capability to provide virtual inertia

was proposed in Chapter 3. The proposed virtual inertia method is based on the deriva-

tive control strategy and implemented by operating the WECS below the maximum power

point to reserve active power for frequency support. The design parameters were heuristi-

cally tuned using the artificial bee colony optimization algorithm to determine their optimal

values over a wide range of operating conditions. To understand the effect of the proposed

control approach on system stability, eigenvalue analysis was used to investigate the location

of the poles on the complex s-plane. Based on the LFC study conducted in the deregulated

environment by considering three market scenarios through simulation, it can be concluded

that the designed control approach for WECS can improve the first overshoot/undershoot of

the signals of interest (frequency and active power deviations) during different contingencies.

3. It is a general fact that renewable energy sources are stochastic and non-storable by na-

ture; therefore, there is a challenge to provide reliable virtual inertia support when needed.

To tackle this issue, an energy storage system was proposed to implement the virtual iner-

tia control strategy.In addition, an advanced and intelligent control method–interval type-II

fuzzy logic–was adopted for inertia emulation in place of the classical (derivative) control

method used in Chapter 2. The weights of the weights/gains of the fuzzy logic controller

were tuned using the ABC optimization algorithm. This novel control scheme is one of

the major contributions; it is advantageous because the ESS guarantees a steady supply of

active power when needed, the interval type-II fuzzy logic controller provides an adaptive

and dynamic control synthesis that optimally exploits the power from the ESS depending on
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the extent of frequency deviation. From the simulation results obtained, it can be concluded

that the proposed control scheme is most efficient compared to the type-I fuzzy logic and

derivative control schemes in improving the frequency stability of the system.

4. As mentioned in Chapter 1, this thesis aims to investigate the application of intelligent con-

trol schemes in the frequency control problem to improve the stability of interconnected

systems with high penetration of renewable energy in the restructured power system en-

vironment. While virtual inertia control schemes have been proposed, a novel frequency

control scheme was proposed in Chapter 5. The novel scheme is based on an unknown input

observer method for dynamic state estimation and interval type-II fuzzy logic control for

load frequency control. The proposed UIO model provided real-time state information of

unknown inputs/disturbances such as uncontracted load demand and unpredicted renewable

energy fluctuation that can affect the stability of the system. The proposed LFC scheme

is decentralized for each control area to mitigate frequency deviations, restore control area

frequency to nominal values, and maintain tie line power flow between interconnected areas

at scheduled value. The interval type-II fuzzy logic allows for an extra degree of freedom

in its modeling to handle uncertainties or unknown inputs. From the simulation results, it is

found that the novel hybrid control scheme significantly improves the frequency response of

the system, thereby reinforcing the stability and resilience of the system in the presence of

unknown inputs.

From the studies conducted in this thesis, it can be concluded that the implementation of virtual

inertia in modern power systems can improve the frequency response of the system during severe

operating conditions. The results from the simulations showed the optimised virtual inertia con-

trol method has a faster response by injecting active power with damped oscillations compared

to the conventional virtual inertia control method. Furthermore, the application of the interval
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type-II FLC for the ESS-based virtual inertia control scheme provides a better active power injec-

tion/absorption capability during power imbalance as result of load variation or renewable energy

fluctuation. This work also implemented a robust LFC system using the unknown input observer

and interval type-II FLC to provide accurate state estimation of the power system in the presence

of unknown inputs that can impact the frequency stability of the system. The simulation results

show the significance of state estimation as an important tool to maintain the resilience of power

systems despite the dynamic operating conditions.

6.2 Future work

This thesis has uncovered some important aspects concerning the concept of virtual inertia and

frequency control of interconnected systems in the deregulated environment. Nevertheless, taking

into consideration various aspects of power systems, a great deal of research and innovation is still

necessary in this area. The following can be regarded as possible future areas of research that may

require investigation:

1. Application of proposed control techniques to highly complex interconnected power system

models.

2. Development of alternative methods for virtual inertia emulation.

3. Development of advanced and hybrid inertia control techniques.

4. Improvement of computing techniques and measurement technologies.

5. Investigation of different ESS models for inertia emulation based on technical and economic

benefits.
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[118] Krešimir Vrdoljak, Nedjeljko Perić, and Dino Šepac. Optimal distribution of load-frequency

control signal to hydro power plants. In IEEE International Symposium on Industrial Elec-

tronics, pages 286–291. IEEE, 2010.

[119] Prakash K Ray, Soumya R Mohanty, and Nand Kishor. Proportional–integral controller

based small-signal analysis of hybrid distributed generation systems. Energy Conversion

and Management, 52(4):1943–1954, 2011.

156



[120] Milan Calovic. Linear regulator design for a load and frequency control. IEEE Transactions

on Power Apparatus and Systems, (6):2271–2285, 1972.

[121] Wayne R Barcelo. Effect of power plant response on optimum load frequency control system

design. IEEE Transactions on Power Apparatus and Systems, (1):254–258, 1973.

[122] Hassan Bevrani. Robust load frequency controller in a deregulated environment: A/spl mu/-

synthesis approach. In Proceedings of the 1999 IEEE International Conference on Control

Applications (Cat. No. 99CH36328), volume 1, pages 616–621. IEEE, 1999.

[123] Balarko Chaudhuri, Bikash C Pal, Argyrios C Zolotas, Imad M Jaimoukha, and Tim C

Green. Mixed-sensitivity approach to h/sub/spl infin//control of power system oscillations

employing multiple FACTS devices. IEEE Transactions on Power Systems, 18(3):1149–

1156, 2003.

[124] Ismi Rosyiana Fitri, Jung-Su Kim, and Hwachang Song. High-gain disturbance observer-

based robust load frequency control of power systems with multiple areas. Energies,

10(5):595, 2017.

[125] Yannis Karnavas and Demetrios Papadopoulos. AGC for autonomous power system using

combined intelligent techniques. Electric Power Systems Research, 62:225–239, 2002.

[126] Ibraheem, Prabhat Kumar, Naimul Hasan, and Nizamuddin. Sub-optimal automatic gener-

ation control of interconnected power system using output vector feedback control strategy.

Electric Power Components and Systems, 40(9):977–994, 2012.

[127] Naimul Hasan, Prabhat Kumar, et al. Sub-optimal automatic generation control of intercon-

nected power system using constrained feedback control strategy. International Journal of

Electrical Power & Energy Systems, 43(1):295–303, 2012.

157



[128] Adeniyi Kehinde Onaolapo. Modeling and recognition of faults in smart distribution grid

using machine intelligence technique. PhD thesis, Durban University of Technology, 2018.

[129] TS Bhatti, Ibraheem, and Nizamuddin. Agc of two area power system interconnected by

AC/DC links with diverse sources in each area. International Journal of Electrical Power

and Energy Systems, 55:297–304, 2014.

[130] Maryam Hassani Variani and Kevin Tomsovic. Distributed automatic generation control

using flatness-based approach for high penetration of wind generation. IEEE Transactions

on Power Systems, 28(3):3002–3009, 2013.

[131] Amin Safari, Farshad Babaei, and Meisam Farrokhifar. A load frequency control using a

PSO-based ANN for micro-grids in the presence of electric vehicles. International Journal

of Ambient Energy, pages 1–13, 2019.

[132] Mohammad-Hassan Khooban. Secondary load frequency control of time-delay stand-alone

microgrids with electric vehicles. IEEE Transactions on Industrial Electronics, 65(9):7416–

7422, 2017.

[133] Jiangbei Xi, Hua Geng, and Geng Yang. Adaptive VSG control of PMSG based WECS for

grid frequency response. In IEEE International Power Electronics and Application Confer-

ence and Exposition (PEAC), pages 1–5. IEEE, 2018.

[134] Gulshan Sharma, Ibraheem Nasiruddin, KR Niazi, and RC Bansal. Automatic generation

control (AGC) of wind power system: An Least Squares-Support Vector Machine (LS-

SVM) Radial Basis Function (RBF) kernel approach. Electric Power Components and Sys-

tems, 46(14-15):1621–1633, 2018.

[135] Rabindra Kumar Sahu, G.T. Chandra Sekhar, and Sidhartha Panda. DE optimized fuzzy

158



PID controller with derivative filter for LFC of multi source power system in deregulated

environment. Ain Shams Engineering Journal, 6:511–530, 2015.

[136] Hassan Haes Alhelou, Mohamad-Esmail Hamedani-Golshan, Reza Zamani, Ehsan

Heydarian-Forushani, and Pierluigi Siano. Challenges and opportunities of load frequency

control in conventional, modern and future smart power systems: A comprehensive review.

Energies, 11(10):2497, 2018.

[137] P. Rodriguez, I. Candela, and A. Luna. Control of PV generation systems using the syn-

chronous power controller. In IEEE Energy Conversion Congress and Exposition, pages

993–998, 2013.
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Appendix A

Simulation Parameters for Chapter 3
Table A.1 System model parameters.

Parameter Area 1 (i = 1,2) Area 2 (i = 3,4)

Original power system data

Area participation factor, apf 0.5, 0.5 0.6, 0.4

Turbine time constant, Tti (s) 0.32, 0.3 0.3, 0.3

Governor time constant, Tgi (s) 0.06, 0.08 0.06, 0.07

Droop constant, Ri (Hz/p.u MW) 2.4, 2.5 2.5, 2.7

Damping coefficient, D (p.u MW/Hz) 0.0098 0.0098

System inertia constant, H (p.u MWs) 0.098 0.1225

Frequency bias factor, βi (p.u MW/Hz) 0.425 0.396

Synchronizing coefficient, T12 0.245

Area control error gain, Ki 0.7 0.7

Area capacity ratio, α12 -1

Additional data for the Modified system

Wind turbine time constant, Twt (s) 1.5 1.5

HVDC time constant, Tdc (s) 0.2

WECS virtual inertia gain, Kw -0.5767 -0.669170



Appendix B

State Matrix for system in Chapter 3

A =

A11 A12

A21 A22
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