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Abstract

The study is focused on the thermal entanglement of spin chains. Chains consisting of two

and three qubits are considered. These chains are considered open because they are coupled to

bosonic baths at different temperatures. The baths represent the environment. The dynamics

of these open systems are examined as are the effects of different parameters - such as bath

temperature - on the entanglement of the spins. The measure of entanglement used in these

cases is the concurrence. Comparisons are made between a model that assumes a strong spin-

spin interaction and one that assumes a weak one. In all these cases, analytical solutions for

the system dynamics are presented. It is found that at large times, all systems converge to

a state that depends only on bath temperature. It is also found that increases in bath tem-

peratures diminish the entanglement between spins and that at high enough temperatures the

entanglement vanishes altogether. The time and temperature dependence of the entanglement

is different for the two models that are studied.
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Introduction

Up until the beginning of the 20th century, classical physics had been very successful at explain-

ing the physical world. It was assumed at the time that the same laws that correctly described

the motion of such macroscopic objects as planets would apply at the microscopic level. So

it was quite unexpected when observations began to be made that exposed the limits of the

classical approach to physics.

One such observation related to the nature of light. For a long period of time, Huygens’ wave

theory had been thought to be the correct description of light. Its acceptance over Newton’s

corpuscular theory had been established by the great success of Maxwell’s electrodynamics

which interpreted light as electromagnetic waves. Soon enough, however, measurements of the

photoelectric effect called into question the correctness of the wave theory of light [1]. One

prediction from classical theory regarding the photoelectric effect was that there would be

an emission of electrons to the collector at all light frequencies as long as the intensity was

sufficiently high. The theory also predicted an increase in the kinetic energy of each electron

with increased light intensity. However, it was observed that the kinetic energy of the electrons

was dependent only on the frequency of light and not on its intensity. In fact, no electrons were

emitted unless the frequency was above a certain threshold level no matter how high the light

intensity was.

Another observation that could not be explained classically is blackbody radiation [2]. The view

at the time was that light is an electromagnetic wave produced when electric charges vibrate.

It was expected that objects with higher temperatures would produce greater vibrations and

therefore emit more light. It was assumed that each frequency of vibration had the same energy.
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Experiments however showed a very different frequency distribution of the radiant energy.

The study of the hydrogen atom revealed yet more puzzles. In the Rutherford model of the

atom, circulating electrons surround the positively charged nucleus. Classically, these electrons

are accelerating and are expected to radiate energy and eventually fall into the nucleus [3]. It

became clear that a different approach was needed when classical physics failed to explain both

the stability and the emission spectrum of even the simplest atom, i.e. hydrogen.

The efforts to find explanations for these and many other observed phenomena led to the

development of quantum theory. The difference between classical and quantum mechanics

begins with the way the state of any system is described. The consideration of a point system,

or a single particle, suffices as an illustration. In classical mechanics, the numerical values of the

particle’s position and velocity completely specify the state of this system. Thus, if the initial

values of these two variables are known, all other dynamical variables related to the system can

be found for all times.

The situation in quantum mechanics is rather different. Here, the very act of taking measure-

ment alters the state of the system [1]. This also means that unless they commute, dynamical

variables cannot be specified with certainty simultaneously. The system is instead fully de-

scribed by a state function, i.e. the wave function. The evolution with time of this wave

function governs the dynamics of the system.

Quantum mechanics has emerged as a fundamental description for energy and matter at the

subatomic level. A central core of the theory is the concept that energy does not take on

any value but rather occurs in discrete amounts called quanta. This approach enabled Albert

Einstein and Max Planck, respectively, to give explanation for both the photoelectric effect and

the Blackbody frequency distribution [4].

Also, unlike in classical physics where waves and particles are separate and distinct, wave-

particle duality is an important characteristic of quantum mechanics [1]. This is most evident

in experiments involving light. The photoelectric effect shows that light interacts with matter

like a particle. The double-slit experiment, on the other hand, reveals that light propagates

through space like a wave.
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One aspect of quantum mechanics that has no classical equivalence is the concept of entangle-

ment. Entanglement is a quantum mechanical property of two or more objects that are linked

in such a way that they cannot be described independently of each other, even if they are

spatially separated [5]. The counterintuitive nature of entanglement raises many scientific and

philosophical questions. Indeed it had caused even eminent physicists like Albert Einstein to

be skeptical about the completeness of the quantum theory [6]. The existence of entanglement,

however, has not been in doubt since it was verified experimentally by Alain Aspect in 1982

[7].

The study of entanglement necessarily leads to a fuller appreciation of quantum mechanics and

a clearer understanding of how it contrasts with its classical counterpart. Possible applications

of entanglement justify its study. Most of the applications of entanglement are best appreciated

when compared to and contrasted with schemes that use classical physics.

In recent years, research has been done that shows how quantum computing could possibly

allow for the storage of more data and the faster processing of information [8, 9]. The most

basic unit of classical information is called a bit. Conventionally, a bit is represented by 1 or 0.

An illustration involving a pair of such bits can serve to demonstrate the superiority of quantum

information processing over classical information processing. Given a pair of bits, four states

are possible, namely 00, 01, 10 and 11. Classically, only one of these possible states can be

stored at any one given time in a single register. In quantum mechanics, any two-level system,

such as a spin system, can be used as a qubit. The properties of quantum mechanics allow for

the storage of all the four possible states at once in a two-qubit quantum register. Because

quantum superposition makes it possible to have linear combinations of these states, infinitely

more information can be stored. The manipulation and retrieval of information stored in this

manner requires an understanding of the entanglement between these qubits and how that is

affected by such environmental factors as temperature.

Another field that exploits entanglement is quantum cryptography [10, 11]. Here, entanglement

is used to ensure secure communication between two parties. When the entities of an entangled

pair are separated, their random but linked properties can be used as a key to encrypt and

decrypt information. An important and distinguishing feature of this scheme is that if an
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eavesdropper tries to intercept the key, the entanglement breaks and communication stops

immediately.

Yet another important application where entanglement plays a direct role is quantum telepor-

tation [12]. This is the quantum process by which information is transmitted from one quantum

system to another without transporting the system itself. Indeed, practical demonstration of

this phenomenon has been achieved over macroscopic distances [13]. To illustrate what quan-

tum teleportation really is, the following scenario is considered. Suppose Alice holds the part

A and Bob the part B of a pair of entangled qubits AB. If Alice and Bob are then separated,

the laws of quantum mechanics state that parts A and B will remain entangled. If Alice later

wants to send exact information about another qubit C to Bob, it would not be possible for

her to do so using classical methods. However, by letting A interact with C, and therefore

destroying the entanglement between A and B, Alice can now take measurements on AC that

can enable her to transmit two classical bits to Bob who would then have enough information

to recreate C exactly. Clearly, an understanding of the phenomenon of entanglement is crucial

in the field of quantum teleportation.

One of the challenges faced in trying to realize the applications of quantum mechanics is that

when systems are exposed to the environment, they tend to lose their quantum mechanical

properties through such processes as decoherence and dissipation [5]. For practical and theo-

retical reasons, it is important to understand how the dynamics of entangled systems evolve

with time when these systems interact with the environment. Over the years much research

has been done in the field of thermal entanglement, including notably by [14]. Many studies

that have been done in this field have involved the determination of solutions using numerical

methods [15]. This thesis focuses on the study of thermal entanglement of spin systems using

analytical methods. The spin chains that are studied in this thesis consist of two and three

spins. For the two-spins system, each of the spins is coupled to a separate bosonic bath at a

different temperature. Two of the three spins in the three-spin system are coupled to separate

bosonic baths. The baths represent the environment. Using the concurrence as a measure, the

dynamics of the entanglement of these systems is studied in this thesis.

The thesis is laid out as follows. In the first Chapter, closed systems are looked at. These
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systems are isolated and have no interaction with any other system. Although they are idealized

and do not represent any real systems, the concepts developed in their study are crucial to

a broader understanding of quantum mechanics. Two of these concepts, the unitary time

evolution operator and the density matrix, are introduced in this Chapter. So too are the

different pictures of quantum mechanics. Also discussed in this Chapter are some important

elements of the measurement theory in quantum mechanics. Still in the first chapter, an

introduction of open quantum systems is presented. The difference between open systems and

closed systems is highlighted. Finally, a derivation of the master equation is given, using the

Born-Markov approximations.

Two interaction models are studied in this thesis. They are presented in Chapters 2 and 3.

The first one, the strong spin-spin interaction model, assumes a strong interaction between the

spins. The second, the weak spin-spin interaction model assumes a weak interaction. As will

be shown later, this difference in the relative strengths of the interaction results in different

energy spectra for the two models. For instance, in the two-spin case, the strong interaction

model produces a single spectrum with four different levels, whereas the weak interaction model

produces two distinct two-level spectra.

From the equations of motion, the evolution of these systems is analyzed as a function of several

parameters such as time and bath temperature. The results and discussion are presented in

Chapter 4. The particular property of interest of these systems is entanglement. In order to

measure it, the concurrence is used. Chapter 5 is the conclusion.
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Chapter 1

Quantum Systems

1.1 Closed Quantum Systems

A quantum state is a mathematical object that contains all the information about a quantum

system. In Dirac’s bracket notation [16], a pure state is represented by a normalized ket vector

|ψ〉. Closed quantum systems are systems that are assumed to have no interaction with other

quantum systems. The evolution with time of these systems can be fully described using unitary

dynamics [5]. Although closed quantum systems are idealized and do not represent any real

system, their study is important in the development of concepts that can be used to analyze

more complicated systems.

1.1.1 The Unitary Time Evolution Operator

The evolution with time of the state of a quantum system is described by the Schrödinger

equation

i~
∂

∂t
|ψ(t)〉 = H(t)|ψ(t)〉, (1.1)

where |ψ(t)〉 is the state vector, H(t) is the Hamiltonian of the system and ~ is Planck’s

constant. In the following we will choose units in such a way that ~ = 1.

The unitary time evolution operator U(t, t0) transforms the state |ψ(t0)〉 at some initial time
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t0 to |ψ(t)〉 at a later time t. It follows that [5]

|ψ(t)〉 = U(t, t0)|ψ(t0)〉. (1.2)

The initial condition |ψ(t0)〉 implies that

U(t0, t0) = I, (1.3)

where I denotes the identity matrix.

Substituting (1.2) into (1.1) and integrating the result yields the expression

U(t, t0) = exp[−iH(t− t0)]. (1.4)

The unitary nature of this operator means that

U †(t, t0)U(t, t0) = U(t, t0)U †(t, t0) = I. (1.5)

1.1.2 The Density Operator and its Evolution with Time

In quantum mechanics, the most general states are mixed states. As stated earlier, a pure state

can be represented by a single ket |ψ〉. When an ensemble of pure states is considered, or when

the system has been prepared in such a way that it is not certain what pure state it is in, the

density matrix is used to represent the system. For a finite dimensional space, it is defined as

ρ =
∑
j

pj|ψj〉〈ψj|, (1.6)

where |ψj〉 represent a mixed ensemble of normalized states and the coefficients pj are corre-

sponding non-negative probability weights that add up to one.

The density matrix has the following properties [5]:

• It is Hermitian,

ρ(t) = ρ†(t).

• It has a trace of one

Tr(ρ) = 1.

7



• It is a positive matrix

ρ(t) ≥ 0.

• Tr(ρ2) = 1 for pure states.

• Tr(ρ2) < 1 for mixed states.

If the elements of the density operator are denoted by ρnm, then the diagonal ones (n = m) give

the probabilities of occupying the quantum states |ψn〉. They are referred to as populations. The

off-diagonal (n 6= m) elements are complex and have a time-dependent phase factor describing

the evolution of coherent superpositions and are referred to as coherences.

From (1.1), (1.2) and (1.5), an expression representing the evolution of the density matrix with

time is obtained as outlined below:

d

dt
ρ(t) =

d

dt

∑
j

pjU(t, t0)|ψj(0)〉〈ψj(0)|U †(t, t0)

=
∑
j

pj
∂

∂t
U(t, t0)|ψj(0)〉〈ψj(0)|U †(t, t0)

+
∑
j

pjU(t, t0)|ψj(0)〉〈ψj(0)| ∂
∂t
U †(t, t0)

=
∂

∂t
U(t, t0)ρ(0)U †(t, t0) + U(t, t0)ρ(0)

∂

∂t
U †(t, t0)

= −iH(t)U(t, t0)ρ(0)U †(t, t0)− iU(t, t0)ρ(0)U †(t, t0)H(t)

= −iH(t)ρ(t)− iρ(t)H(t).

(1.7)

Hence, using the commutator notation,

d

dt
ρ(t) = −i[H(t), ρ(t)]. (1.8)

This is the Liouville-von Neumann equation. Its formal solution is [5]

ρ(t) = U(t, t0)†ρ0U(t, t0). (1.9)
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1.2 Measurement in Quantum Mechanics

We consider a quantum mechanical system described by the wave function |ψ(t)〉. One of the

postulates of quantum mechanics states that associated with each measurement on the system

is a Hermitian operator A called an observable. The only possible result of a measurement

of the observable is one of the eigenvalues of A. The fact that A is Hermitian means that

all its eigenvalues are real. If the observable A has a discrete spectrum, the results of the

measurements are quantized [2]. If, in addition to having a discrete spectrum, the eigenvalues

an of the observable A are non-degenerate, then there is, corresponding to each of them, a

unique eigenvector |φn(t)〉. Therefore, the eigenvalue equation for the operator can be written

A|φn〉 = an|φn〉. (1.10)

Using the principle of superposition, the normalized eigenvectors |φn(t)〉 can be used to write

the wave function as [1]:

|ψ(t)〉 =
∑
n

cn|φn(t)〉, (1.11)

where cn are expansion coefficients which in general are complex functions of time. The prob-

ability P (an) of obtaining an when A is measured is

P (an) = |cn|2 (1.12)

and the expectation value of A is

〈A〉 =
∑
n

|cn|2an. (1.13)

1.3 Different Pictures In Quantum Mechanics

An important aspect of representation in quantum mechanics involves the different pictures of

the theory. These pictures represent alternative but equivalent formulations of the theory. The

eigenvalues of operators corresponding to observables are the same, and the inner products of

state vectors maintain their values as well [3]. The difference in the pictures lies in the way

time evolution is treated.
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In the Schrödinger picture description of the dynamical evolution of quantum systems, the state

vectors |ψ(t)〉 are time-dependent. The physical quantities are described by time-independent

operators. In the Heisenberg picture, the state vectors are time-independent and the dynamical

evolution of the system is described by time-dependent operators [1]. Transitions between

the Schrödinger picture and the Heisenberg picture is accomplished through a unitary time-

dependent transformation.

If AH is an operator in the Heisenberg picture and AS is an operator in the Schrödinger picture,

then [5]

AH(t) = U †(t, t0)ASU(t, t0), (1.14)

where U(t, t0) is the unitary time evolution operator given by (1.4).

The variation of AH with time is defined as

d

dt
AH(t) =

∂

∂t
UASU

† + U
∂

∂t
ASU

† + UAS
∂

∂t
U †. (1.15)

From the Schrödinger equation

i
∂

∂t
U(t, t0) = HU(t, t0)

and the hermiticity of the Hamiltonian

H = H†,

it follows from (1.15) that

d

dt
AH(t) = −i(UHASU † − UASHU †) + U

∂

∂t
ASU

†. (1.16)

Therefore, the evolution with time of a Heisenberg operator is concisely written in commutator

notation as
d

dt
AH(t) = −iU [H,AS]U † + U

∂

∂t
ASU

†. (1.17)

A representation that is more general than both the Heisenberg picture and the Schrödinger

picture is the interaction picture. In this representation the Hamiltonian of a quantum system

can be written as a sum of two parts

HS = HO +HI , (1.18)
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where HO is time-independent and HI is the interaction energy operator of the system. The

exact nature of the division of the Hamiltonian depends on the situation being studied.

Transition from the interaction picture to other pictures is done through unitary transforma-

tions. Thus a state vector in the interaction picture is defined by

|ψI(t)〉 = U †O(t, t0)|ψS(t)〉, (1.19)

where ψS(t)〉 is the same state vector in the Schrödinger picture.

The interaction picture density matrix ρI(t) and the Schrödinger picture density matrix ρ(t)

are connected through the transformation

ρI(t) = U †I (t, t0)ρ(t)UI(t, t0), (1.20)

where

UI(t, t0) = U †O(t, t0)U(t, t0), (1.21)

UO(t, t0) = exp[−i(t− t0)HO] (1.22)

and

U(t, t0) = exp[−i(t− t0)(HO +HI)] = exp[−i(t− t0)HS]. (1.23)

The time evolution of the interaction picture density matrix is given by the Liouville-von

Neumann equation as
d

dt
ρI(t) = −i[HI(t), ρI(t)]. (1.24)

In the interaction picture representation, emphasis is put on the interaction Hamiltonian. The

interaction picture is best applied in situations where a small interaction term is considered

in addition to the Hamiltonian of a solved system. This is the case in open quantum systems

which are introduced in the next section.

1.4 Open Systems

Until fairly recently, most studies in quantum mechanics had involved closed quantum systems.

Closed quantum systems are assumed to be isolated. There is, therefore, no interchange of
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Environment,

Environment + System,  T

R

  System,  S

Figure 1.1: A schematic representation of an open quantum system.

energy and entropy between these systems and any other system. The evolution with time of

closed quantum systems is sufficiently described by unitary dynamics.

The need for an approach that more closely describes real-life quantum systems has led to

more research in the field of open quantum systems. The realization of most applications of

quantum mechanics would not be possible without a clear understanding of open quantum

system dynamics. For instance, dissipation and decoherence are just two of the phenomena

that inevitably have to be dealt with in any such application.

Open system dynamics are exhaustively looked at in [5], and it is from there that the following

description is largely drawn. If a quantum system S is coupled to a larger system R, S is said

to be an open quantum system. The larger system is generally taken to be the environment

or reservoir. This is shown schematically in Figure 1.1. The dynamics of the system will

be more complicated than in a closed system case. This means there is now an interchange of

energy and entropy between the system and the environment. The interaction results in system-

reservoir correlations such that unitary dynamics can no longer represent the state changes in

the subsystem. The subsystem S is now called the reduced system and the effects on it brought

about by the total system define the reduced system dynamics. The evolution of the reduced

system S now becomes a function of both its internal dynamics and its interaction with the

environment. The term bath is used to refer to an environment with an infinite number of
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degrees of freedom and in a thermal equilibrium state.

If HS is the Hilbert space for the sub-system, and HR that for the environment, the Hilbert

space for the combined system is the tensor product HS ⊗HR. The total Hamiltonian is

H = HS +HR +HI , (1.25)

where HS is the Hamiltonian for the reduced system. HR is the Hamiltonian for the envi-

ronment, and HI is the interaction Hamiltonian. A complete study of the dynamics of the

combined system is very difficult to accomplish. As an example, if the environment is a heat

bath, a complete study would require the solution of an infinite number of coupled equations

of motion. However, the system S can be studied without having a complete knowledge of R.

The evolution with time of an open quantum system is best described by a dynamical map. If

it is assumed that the initial state of the combined system (open system + environment) ρT is

given by

ρT (0) = ρS(0)⊗ ρR, (1.26)

where ρS(0) is the initial state of the open system and ρR that of the environment, then the

transformation that connects the initial state ρS(0) at t = 0 to the final state ρS(t) at t > 0

can be written as [5]

ρS(0) 7→ ρS(t) = V (t)ρS(0) ≡ TrR{U(t, 0)[ρS(0)⊗ ρR]U †(t, 0)}. (1.27)

In the above expression, TrR denotes the trace taken over the degrees of freedom of the envi-

ronment R and V (t) is the dynamical map. V (t) is a genuine quantum operation which meets

the following criteria:

• It is trace preserving.

• It is convex-linear.

• It is completely positive.

It has been shown in [5] how the above axioms, when combined with the Markov assumption,

make it possible to represent the time evolution of the open system in the Schrödinger picture
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by the master equation

d

dt
ρS = −i[HS, ρS] +

N∑
k=1

γk(AkρSA
†
k −

1

2
A†kAkρS −

1

2
ρSAkA

†
k). (1.28)

The first term on the right hand side of (1.28) represents the unitary evolution of the system due

to the Hamiltonian HS. The second term, which is also called the dissipator D(ρ), is a direct

result of the coupling with the environment. The dimension of the state space is characterized

byN . The operators Ak and A†k are linear combinations of basis operators. In a two-dimensional

space, for example, these basis operators would be the Pauli matrices. Correlation functions in

the environment are represented by γk.

1.5 The Master Equation

The dynamics of closed quantum systems are represented in terms of a unitary time evolution.

This cannot be done with open quantum systems. Equations of motion for the density matrix

are instead used to represent the dynamics of open systems. These are the master equations

for these systems [5].

In order for the time evolution of the density matrix of an open quantum system to be defined

by (1.28), some important assumptions and approximations have to be made. In the following,

a master equation representing the time evolution of the reduced system S that is coupled to

the environment R is derived. The approach used is based on the presentation by [5],[17] and

[18].

The Hamiltonian of the combined system is given by (1.25). The density operator ρS for the

reduced system is defined by

ρS = TrR[ρT (t)], (1.29)

where ρT is the density operator of the combined system and TrR denotes the partial trace

which is taken over the degrees of freedom of R.

Knowledge of ρS alone is sufficient for calculations of expectation values of operators in S to
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be made. If A is an operator acting on HS, then

〈A〉 = TrS[AρS], (1.30)

where TrS denotes the partial trace over the Hilbert space of the reduced system S.

The derivation of the master equation is best done in the interaction picture. In this picture,

the Liouville-von Neumann equation (1.8) becomes

d

dt
ρ̃T = −i[H̃I(t), ρ̃T ], (1.31)

where H̃I(t) and ρ̃T respectively are representations of the interaction Hamiltonian and the

density matrix in the interaction picture and are given by

H̃I = ei(HS+HR)tHIe
−i(HS+HR)t (1.32)

and

ρ̃T = ei(HS+HR)tρT e−i(HS+HR)t. (1.33)

It is assumed that no correlations exist between the system and the bath at t = 0. This means

that the density operator factorizes

ρT (0) = ρ̃T (0) ≈ ρS(0)⊗ ρR. (1.34)

Equation (1.31) is integrated from 0 to t. Given the condition (1.34), after two iterations, we

get

ρ̃T (t) = ρ̃T (0)− i
∫ t

0

dt
′
[H̃I(t

′
), ρ̃T (0)]−

∫ t

0

dt
′
∫ t

′

0

dt
′′
[H̃I(t

′
), [H̃I(t

′′
), ρ̃T (t

′′
)]]. (1.35)

Differentiation of (1.35) yields an integro-differential equation for ρ̃T

d

dt
ρ̃T = −i[H̃I(t), ρ̃T (0)]−

∫ t

0

dt
′
[H̃I(t), [H̃I(t

′
), ρ̃T (t

′
)]]. (1.36)

At t > 0, correlations develop between the system and the reservoir. Two important approxi-

mations are made at this point. The first, the Born approximation, assumes that this coupling

is very weak. HI is much less than HR and HS and that the interaction has little effect on the

15



reservoir density operator. Thus at any time t the density operator can be written as the direct

product

ρ̃T (t) ≈ ρS(t)⊗ ρR. (1.37)

The trace can now be taken over the reservoir states. Taking note of (1.29) and the assumption

that the first term on the right side of (1.36) vanishes

TrR[H̃I(t), ρR] = 0,

it can now be seen that

d

dt
ρ̃S = −

∫ t

0

dt
′
TrR[H̃I(t), [H̃I(t

′
), ρ̃S(t

′
)⊗ ρR]]. (1.38)

The second simplification is the Markovian approximation. The presence of ρS(t
′
) in (1.38)

means that the evolution of the system depends on its history. If it is assumed that the bath is

a large system, it is not expected that the small changes brought about by its interaction with

the much smaller subsystem S will have an impact on it that will affect the future evolution

of S. This means that in the integrand ρS(t
′
) can now be replaced by ρS(t). In the integration

above, t
′

represents the decay of reservoir correlations. It is a much shorter time than the time

scale for changes in ρ̃S. Therefore, the upper limit in the integral can be extended to infinity.

Thus, (1.38) becomes

d

dt
ρ̃S = −

∫ ∞
0

dt
′
TrR[H̃I(t), [H̃I(t

′
), ρ̃S(t)⊗ ρ̃R]]. (1.39)

This is the master-equation in the Born-Markov approximation.

In the next chapter Eq. (1.39) will be used and put in the form of (1.28) to give the evolution

with time of two and three-spin systems which are coupled to the environment.

1.6 Entanglement and Entanglement Measure

A central theme of this thesis is the study of the evolution with time of entangled spin systems.

It is thus imperative to give a mathematical description of entangled states. A concise definition

of entanglement is given in [5].
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The following suffices as a description of an entangled system. Two interacting systems SA

and SB with respective Hilbert spaces HA and HB are considered. The Hilbert space of the

combined system S = SA + SB is the tensor product of the two subsystems SA and SB

H = HA ⊗HB. (1.40)

If |ψ〉A is a state of the system SA and |ψ〉B that of the system SB, then a state

|ψ〉 ∈ HA ⊗HB. (1.41)

is said to be entangled if it cannot be writted as a tensor product |ψA〉 ⊗ |ψB〉. If it can be

written as a tensor product of the states of the subsystems, it is said to be separable.

In this research, we study the dynamics of the entanglement between the qubits. For a successful

analysis, a good measure of entanglement is required. One such measure is the negativity. It

is based on the fact that if a state is separable the partial transpose of its density matrix is a

valid state that is positive semidefinite [19]. This is not the case for entangled states as their

partial transpose may have one or more negative eigenvalues. The degree to which a state does

not obey the positive partial transpose PPT separability criterion can, therefore, be used as

an indicator of the negativity of the state [20] and, by extension, its entanglement. One well

used definition of the negativity N(ρ) is [21]

N(ρ) ≡ ‖ρ
TA‖ − 1

2
, (1.42)

where ‖ρTA‖ denotes the trace norm of the partial transpose ρTA of the density matrix ρ. The

expression (1.40) corresponds to the sum of the absolute values of the eigenvalues of ρTA . For

unentangled states, this quantity vanishes.

In this thesis, a different measure of entanglement is used. This is the concurrence, C(ρ). For

a two-qubit system, it is defined as [22]

C(ρ) = max{0,
√
λ1 −

√
λ2 −

√
λ3 −

√
λ4}. (1.43)

The λi are the eigenvalues of a matrix R which is defined as

R =
√√

ρ(σy ⊗ σy)
√
ρ(σy ⊗ σy). (1.44)
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The eigenvalues λi are ordered in such a way that λ1 ≥ λ2 ≥ λ3 ≥ λ4. For computational

purposes, the same results are obtained when the matrix R is defined as

R = ρ(σy ⊗ σy)ρ∗(σy ⊗ σy). (1.45)

In both cases ρ is the density matrix of the system, ρ∗ is its complex conjugate and

σy =

 0

i

−i

0


is a Pauli matrix.
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Chapter 2

The Strong Spin-Spin Interaction

Model

2.1 The Model

In this thesis, systems consisting of two and three spins are considered. These spins are coupled

to two separate bosonic baths at different temperatures. In the scheme used here, each bath

represents a reservoir of harmonic oscillators with frequencies ωn,j, and creation and annihilation

operators bn,j and b†n,j. Here, the index j represents each of the baths and n indicates the

reservoir modes. The equilibrium state of the baths ρR is taken to be [5]

ρR =
exp(−HS/kBT )

Tr[exp(−HS/kBT )]
, (2.1)

where HS is the system Hamiltonian, T is the bath temperature and kB is the Boltzmann

constant which in the following is set equal to 1.

The model is shown schematically in Figure 2.1. The total Hamiltonian for the system is given

by [5]

H = HS +HBj +HI , (2.2)
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Figure 2.1: A schematic picture of the model under study. A three-spin system is coupled to

two separate baths at temperatures T1 and T2. HI is the system-bath interaction Hamiltonian.

K denotes the strength of the spin-spin interaction.

where the Hamiltonian HS is

ĤS =
N∑
i

εi
2
σzi +K

N−1∑
i

(σ+
i σ
−
i+1 + σ−i σ

+
i+1). (2.3)

In the above expression N denotes the number of spins of the system, the εi denote the energies

of the spins and the constant K denotes the strength of the spin-spin interaction. The operators

σzi and σ±i are the Pauli matrices of the subsystem.

HBj is the Hamiltonian of the bosonic baths. For each bath j, the Hamiltonian is given by [23]

HBj =
∑
n

ωn,jb
†
n,jbn,j. (2.4)

HI is the Hamiltonian of the interaction between each bath and the subsystem and is given by

ĤI =
∑
j,n

gnb
†
j,nσ

−
j +

∑
j,n

g∗nbj,nσ
+
j , (2.5)

where gn and g∗n are coupling constants. It is assumed that the Hamiltonian of the interaction

can be represented in the form [23]

HI =
∑
j,i

(fj,iV
†
j,i + f †j,iVj,i), (2.6)

where fj,i and f †j,i act on the Hilbert space of the bath. V †j,i and Vj,i act on the Hilbert space of

the system and are, therefore, eigenoperators of the system Hamiltonian HS. These operators

are chosen in such a way that

[HS, Vj,i] ≡ −ωj,iVj,i (2.7)
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and

[HS, V
†
j,i] ≡ ωj,iV

†
j,i, (2.8)

where ωj,i are the frequencies of the transtions.

The above equations are general and can be applied to systems with any number of spins.

Depending on the strength of interaction between the spins, two different models are obtained.

The difference between these models is explained in the section that follows.

2.2 Strong Spin-Spin Interaction versus Weak Spin-Spin

Interaction

In this thesis, two models are studied: the strong spin-spin interaction model and the weak

spin-spin interaction model. It is emphasized here that the interaction between the spins and

the environment is always considered weak. It is this assumption that has allowed for the

derivation of the master equation in the Born-Markov approximation. The model names used

refer to the relative strengths of interaction between the spins themselves. The information

on the frequencies of the bath modes and their coupling to the spin systems is contained in a

function called the spectral density J(ω). If the master equation (1.28) is used as an example

for this case, the spectral density would be in the environmental correlation functions γk. In

the models that are presented, J(ω)dω gives the number of oscillators with frequencies in the

interval ω to ω + dω. The particular one used in this thesis is the Lorentzian distribution [5]

J(ω) =
γ

2π

Γ2

(ωo − ω)2 + Γ2
, (2.9)

where ω is the frequency of the bath modes and ωo is the transition frequency of the spin

system. The parameter Γ is such that Γ−1 is equal to the reservoir correlation time and defines

the spectral width of the coupling. γ−1 is equal to the time scale on which the system changes.

In the strong spin-spin interaction model, the condition that ε ∼ K >> γ holds. In the weak

spin-spin interaction model, ε >> K ∼ γ. The strength of the spin-spin interaction is denoted

by K.
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Figure 2.2: A schematic picture showing the energy spectra of two two-level systems. The shape

of the resulting energy spectrum depends on which model is considered; the strong spin-spin

interaction model or the weak spin-spin interaction model.

The result of this difference is seen in the structure of the systems formed by the interaction,

i.e. the energy spectra. For example, in the two-spin case, the strong spin-spin interaction

results in the formation of a single system with four different energy levels. Although there is

interaction between the two spins in the weak spin-spin interaction model, in their interaction

with the environment, they can be treated as two separate systems. This is the case even for

higher spin systems. Generally, an n-spin case results in a single system with n2 energy levels

in the strong interaction model. In the weak interaction model, two distinct sets of n energy

levels are formed. This is shown diagrammatically in Fig. 2.2 for the two-spin system.
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2.3 The Two-Spin System

An integrable or exactly solvable model is considered for the strong two-spin system. It is

demonstrated below how the equation of motion (1.28) for the density operator can be obtained

for the two-spin system. A similar treatment for higher spin systems yields equivalent results.

The environment consists of two bosonic baths. Each spin of the sub-system is coupled to a

separate bath. The interaction between each bath and the subsystem S is given by (2.5).

In this particular model, strong spin-spin interaction means that instead of two distinct two-

level systems, a single four-level system is formed. In the interaction picture, the interaction

picture Hamiltonian (2.5) can be written as

HI(t) =
∑
j,i

(fj,iV
†
j,ie

iωj,it + f †j,iVj,ie
−iωj,it). (2.10)

The index i represents the transition levels and j indicates the bath. This means that for a

two-spin system, the master equation (1.39) becomes

d

dt
ρ̃ = −

∫ ∞
0

dt
′
TrR

∑
n,j

∑
m,k

[gn,j b̂
†
n,je

iωn,jt(Vj,1e
−iω1t+Vj,2e

−iω2t)+g∗n,j b̂n,je
−iωn,jt(V †j,1e

iω1t+V †j,2e
iω2t),

[gm,kb̂
†
m,ke

iωm,kt
′

(Vk,1e
−iω1t

′

+ Vk,2e
−iω2t

′

) + g∗m,kb̂m,ke
−iωm,kt

′

(V †k,1e
iω1t

′

+ V †k,2e
iω2t

′

), ρ(t)⊗ ρR]].

(2.11)

Here, the indices m and k correspond to n and j respectively, and are introduced in order to

make a distinction between the two Hamiltonians of the commutator in (1.39). For convenience,

the index S in ρS(t) has been dropped.

The trace is now taken over the Hilbert space of the reservoir. For the canonical bosonic

reservoir considered, the following statements hold [17]:

TrR{b̂n,j b̂m,kρR} = 0; (2.12)

TrR{b̂†n,j b̂
†
m,kρR} = 0; (2.13)

TrR{b̂n,j b̂†m,kρR} = (n(ωn,j, Tj) + 1)δm,nδk,j; (2.14)

TrR{b̂†n,j b̂m,kρR} = n(ωn,j, Tj)δm,nδk,j, (2.15)
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where

n(ωn,j, Tj) =
1

exp(
ωn,j
Tj

)− 1

is the mean photon number for an oscillator with frequency ωn,j in thermal equilibrium at

temperature T .

Multiplying out the terms and introducing τ such that t
′
= t− τ , (2.11) can now be written as

d

dt
ρ̃ = −

∑
n,j

∫ t

0
dτ [Vj,1V

†
j,1ρ(t)e

−i(ω1−ωn,j)τ |gn,j |
2
n(ωn,j , Tj) + Vj,1V

†
j,2ρ(t)e

−i(ω1−ω2)t−i(ω2−ωn,j)τ |gn,j |
2
n(ωn,j , Tj)

+ Vj,2V
†
j,2ρ(t)e

−i(ω2−ωn,j)τ |gn,j |
2
n(ωn,j , Tj) + Vj,2V

†
j,1ρ(t)e

−i(ω2−ω1)t−i(ω1−ωn,j)τ |gn,j |
2
n(ωn,j , Tj)

− V †j,1ρ(t)Vj,1e
−i(ω1−ωn,j)τ |gn,j |

2
n(ωn,j , Tj)− V

†
j,1ρ(t)Vj,2e

−i(ω2−ω1)t−i(ω1−ωn,j)τ |gn,j |
2
n(ωn,j , Tj)

− V †j,2ρ(t)Vj,2e
−i(ω2−ωn,j)τ |gn,j |

2
n(ωn,j , Tj)− V

†
j,2ρ(t)Vj,1e

−i(ω1−ω2)t−i(ω2−ωn,j)τ |gn,j |
2
n(ωn,j , Tj)

+ ρ(t)V
†
j,1Vj,1e

−i(ω1−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1) + ρ(t)V

†
j,1Vj,1e

−i(ω2−ω1)t−i(ω1−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1)

+ ρ(t)V
†
j,2Vj,1e

−i(ω2−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1) + ρ(t)V

†
j,2Vj,1e

−i(ω1−ω2)t−i(ω2−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1)

− Vj,1ρ(t)V
†
j,1e
−i(ω1−ωn,j)τ |gn,j |

2
(n(ωn,j , Tj) + 1)− Vj,1ρ(t)V

†
j,2e
−i(ω1−ω2)t−i(ω2−ωn,j)τ |gn,j |

2
(n(ωn,j , Tj) + 1)

− Vj,2ρ(t)V
†
j,2e
−i(ω2−ωn,j)τ |gn,j |

2
(n(ωn,j , Tj) + 1)− Vj,1ρ(t)V

†
j,1e
−i(ω2−ω1)t−i(ω1−ωn,j)τ |gn,j |

2
(n(ωn,j , Tj) + 1)

+ V
†
j,1Vj,1ρ(t)e

i(ω1−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1) + V

†
j,1Vj,2ρ(t)e

−i(ω2−ω1)t+i(ω2−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1)

+ V
†
j,2Vj,2ρ(t)e

i(ω2−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1) + V

†
j,2V

†
j,1ρ(t)e

−i(ω1−ω2)t+i(ω1−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1)

− Vj,1ρ(t)V
†
j,1e

i(ω1−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1)− Vj,1ρ(t)V

†
j,2e
−i(ω1−ω2)t+i(ω1−ωn,j)τ |gn,j |

2
n((ωn,j , Tj) + 1)

− Vj,2ρ(t)V
†
j,2e

i(ω2−ωn,j)τ |gn,j |
2
(n(ωn,j , Tj) + 1)− Vj,2ρ(t)V

†
j,1e
−i(ω2−ω1)t+i(ω2−ωn,j)τ |gn,j |

2
(n(ωn,j , Tj) + 1)

+ ρ(t)Vj,1V
†
j,1e

i(ω1−ωn,j)τ |gn,j |
2
n(ωn,j , Tj) + ρ(t)Vj,1V

†
j,2e
−i(ω1−ω2)t+i(ω1−ωn,j)τ |gn,j |

2
n(ωn,j , Tj)

+ ρ(t)Vj,2V
†
j,2e

i(ω2−ωn,j)τ |gn,j |
2
n(ωn,j , Tj) + ρ(t)Vj,2V

†
j,1e
−i(ω2−ω1)t+i(ω2−ωn,j)τ |gn,j |

2
n(ωn,j , Tj)

− V †j,1ρ(t)Vj,1e
i(ω1−ωn,j)τ |gn,j |

2
n(ωn,j , Tj)− V

†
j,1ρ(t)Vj,2e

−i(ω2−ω1)t+i(ω2−ωn,j)τ |gn,j |
2
n(ωn,j , Tj)

− V †j,2ρ(t)Vj,2e
i(ω2−ωn,j)τ |gn,j |

2
n(ωn,j , Tj)− V

†
j,2ρ(t)Vj,1e

−i(ω1−ω2)t+i(ω1−ωn,j)τ |gn,j |
2
n(ωn,j , Tj)].

(2.16)

In order to evaluate the expression above, the summation over the reservoir state oscillators is

changed to an integral by using the spectral density Jj(ω) such that∑
n

|gn,j|2δ(ω − ωn,j)→
∫ ∞

0

dωJj(ω).

As an illustration, the first term in (2.16) can now be written as∑
j

Vj,1V
†
j,1ρ(t)

∫ ∞
0

dωJj(ω)n(ωj, Tj)

∫ ∞
0

dτe−i(ω−ω1)τ

=
∑
j

Vj,1V
†
j,1ρ(t)

∫ ∞
0

dωJj(ω)n(ωj, Tj)(πδ(ω − ω1) + i
P

ω1 − ω
).

In the equation above, we have made use of∫ ∞
0

dxe±ikx = πδ(k)± iP
k
, (2.17)
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where P indicates the Cauchy principal value [24].

The expression (2.16) can be simplified further by neglecting the rapidly oscillating terms

containing e±i(ω1±ω2)t [5]. Noting that∫ ∞
0

dωJj(ω)πδ(ω − ωi) = πJj(ωi), (2.18)

the equation of motion can now be written as

d

dt
ρ̃ = −

2∑
i,j=1

[(πJj(ωi)n(ωi, Tj) + iP

∫ ∞
0

dω
Jj(ω)

ω − ωi
)n(ωi, Tj)Vj,iV

†
j,iρ(t)

− (πJj(ωi)n(ωi, Tj) + iP

∫ ∞
0

dω
Jj(ω)

ω − ωi
)n(ωi, Tj)V

†
j,iρ(t)Vj,i

+ (πJj(ωi)(n(ωi, Tj) + 1) + iP

∫ ∞
0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)ρ(t)Vj,iV

†
j,i

− (πJj(ωi)(n(ωi, Tj) + 1) + iP

∫ ∞
0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)Vj,iρ(t)V †j,i

+ (πJj(ωi)(n(ωi, Tj) + 1)− iP
∫ ∞

0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)V †j,iVj,iρ(t)

− (πJj(ωi)(n(ωi, Tj) + 1)− iP
∫ ∞

0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)Vj,iρ(t)V †j,i

+ (πJj(ωi)n(ωi, Tj)− iP
∫ ∞

0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)ρ(t)Vj,iV

†
j,i

− (πJj(ωi)n(ωi, Tj)− iP
∫ ∞

0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)V †j,iρ(t)Vj,i].

(2.19)

Introducing commutators and anti-commutators of the Vj,i and V †j,i, the above expression can

now be compactly stated as

d

dt
ρ̃ =

2∑
i,j=1

[(2πJj(ωi)n(ωi, Tj)(V
†
j,iρ(t)Vj,i −

1

2
{Vj,iV †j,i, ρ(t)}+)

+(2πJj(ωi)(n(ωi, Tj) + 1)(Vj,iρ(t)V †j,i −
1

2
{V †j,iVj,i, ρ(t)}+)

−iP
∫ ∞

0

dω
Jj(ω)

ω − ωi
)n(ωi, Tj)[Vj,iV

†
j,i, ρ(t)]− iP

∫ ∞
0

dω
Jj(ω)

ω − ωi
)(n(ωi, Tj) + 1)[V †j,iVj,i, ρ(t)].

(2.20)

The last two terms on the right hand side of (2.20) constitute the Lamb shift effects that can

be neglected [5]. The first two constitute the dissipator D(ρ), i.e.

D(ρ) =
2∑

i,j=1

[(2πJj(ωi)n(ωi, Tj)(V
†
j,iρ(t)Vj,i −

1

2
{Vj,iV †j,i, ρ(t)}+)
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+(2πJj(ωi)(n(ωi, Tj) + 1)(Vj,iρ(t)V †j,i −
1

2
{V †j,iVj,i, ρ(t)}+)].

(2.21)

The above expression is written in the Schrödinger picture as [17]

ρ̇ = −i[HS, ρ] +D(ρ). (2.22)

Thus, the equation of motion for the two-spin system has been put in the form (1.28). A similar

result would be obtained for a higher spin system. The three-spin system will be studied in

Section 2.4.

For easy analysis of the two-spin system, a basis in which the system Hamiltonian HS is diagonal

is convenient. The basis used is |0〉 and |1〉 such that:

|0〉 =

 0

1

 ; |1〉 =

 1

0


and, as an example,

|01〉 =

 0

1

⊗
 1

0

 .

The four eigenvalues of the Hamiltonian given by Eq.(2.3) and their respective eigenvectors

thus become:

λ1 = −1

2
(ε1 + ε2); |λ1〉 = |00〉,

λ2 =
1

2
(ε1 + ε2); |λ2〉 = |11〉,

λ3 = −1

2

√
(ε1 − ε2)2 + 4K2; |λ3〉 = cos θ|10〉+ sin θ|01〉,

λ4 =
1

2

√
(ε1 − ε2)2 + 4K2; |λ4〉 = − sin θ|10〉+ cos θ|01〉,

where

tan 2θ =
2K

ε1 − ε2
.
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This gives, using (2.6) and (2.7), the result that in the |λi〉 basis, the transition operators, V †j,i

and Vj,i are

V̂ †1,1 = sin θ[|λ2〉〈λ3| − |λ4〉〈λ1|]

V̂ †1,2 = cos θ[|λ3〉〈λ1|+ |λ2〉〈λ4|]

V̂ †2,1 = cos θ[|λ2〉〈λ3|+ |λ4〉〈λ1|]

V̂ †2,2 = sin θ[|λ3〉〈λ1| − |λ2〉〈λ4|]

V̂1,1 = sin θ[|λ3〉〈λ2| − |λ1〉〈λ4|]

V̂1,2 = cos θ[|λ1〉〈λ3|+ |λ4〉〈λ2|]

V̂2,1 = cos θ[|λ3〉〈λ2|+ |λ1〉〈λ4|]

V̂2,2 = sin θ[|λ1〉〈λ3| − |λ4〉〈λ2|].

(2.23)

The transition frequencies are:

ω1 = (ε+ ∆)

and

ω2 = (ε−∆),

where

ε =
1

2
(ε1 + ε2)

and

∆ =
1

2

√
(ε1 − ε2)2 + 4K2.

It should be noted that the above is true for the case where ε > ∆. With the transition

operators (2.23), Eq.(2.22) can now be used to explicitly find the equation of motion of the

reduced density matrix. Several elements of the matrix are seen to be linearly linked. For each

set of such linked elements, an equation can be written of the form:

d

dt
ρ̂(t) = A ρ̂(t) , (2.24)

where A is a square matrix with constant coefficients.

It follows, therefore, that

ρ(t) = eAtρ(0). (2.25)
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Thus the solution can be found for all the elements of the density matrix. The solution for the

diagonal elements is given by:
d

dt
ρ̂(t) = M ρ̂(t) , (2.26)

where M is the coefficient matrix:
−(A+ +B+)

0

A+

B+

0

−(−B− + A−)

B−

A−

A−

B+

−(B+ + A−)

0

B−

A+

0

−(A+ +B−)

 .

This equation is solved using (2.25) to give

ρii(t) =
1

AB


a11

a21

a31

a41

a12

a22

a32

a42

a13

a23

a33

a43

a14

a24

a34

a44




ρ11(0)

ρ22(0)

ρ33(0)

ρ44(0)

 ,

where the components of the above matrix are:

a11 = (B+e−Bt +B−)(A+e−At + A−),

a12 = (−e−Bt + 1)(−e−At + 1)B−A−,

a13 = A−(B+e−Bt +B−)(−e−At + 1),

a14 = B−(−e−Bt + 1)(A+e−At + A−),

a21 = A+B+(−e−Bt + 1)(−e−At + 1),

a22 = (B−e−Bt +B+)(A−e−At + A+),

a23 = B+(−e−Bt + 1)(A−e−At + A+),

a24 = A+(B−e−Bt +B+)(−e−At + 1),

a31 = A+(B+e−Bt +B−)(−e−At + 1),

a32 = B−(−e−Bt + 1)(A−e−At) + A+),
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a33 = (B+e−Bt +B−)(A−e−At + A+),

a34 = A+B−(−e−Bt + 1)(−e−At + 1),

a41 = B+(−e−Bt + 1)(A+e−At + A−),

a42 = A−(B−e−Bt +B+)(−e−At + 1),

a43 = B+A−(−e−Bt + 1)(−e−At + 1),

a44 = (B−e−Bt +B+)(A+e−At + A−).

In the above expressions, we have introduced

A+ = 2πJ1(ω2)n(T1, ω2) cos2 θ + 2πJ2(ω2)n(T2, ω2) sin2 θ,

B+ = 2πJ2(ω1)n(T2, ω1) cos2 θ + 2πJ1(ω1)n(T1, ω1) sin2 θ,

B− = 2πJ2(ω1) (n(T2, ω1) + 1) cos2 θ + 2πJ1(ω1)(n(T1, ω1) + 1) sin2 θ,

A− = 2πJ1(ω2)(n(T1, ω2) + 1) cos2 θ + 2πJ2(ω2)(n(T2, ω2) + 1) sin2 θ,

A = A+ + A−,

and

B = B+ +B−.

Tj and Jj are the temperature and spectral density values for the respective baths. From

the above matrix elements, it is observed that as time increases to very large values simple

expressions are found for the asymptotic values of the components:

lim
t→∞

a11 = lim
t→∞

a12 = lim
t→∞

a13 = lim
t→∞

a14 =
A−B−

AB
,

lim
t→∞

a21 = lim
t→∞

a22 = lim
t→∞

a23 = lim
t→∞

a24 =
A+B+

AB
,

lim
t→∞

a31 = lim
t→∞

a32 = lim
t→∞

a33 = lim
t→∞

a34 =
A+B−

AB
,

lim
t→∞

a41 = lim
t→∞

a42 = lim
t→∞

a43 = lim
t→∞

a44 =
A−B+

AB
.
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Given the fact that the trace of the density matrix is unity, the expressions above lead to the

result

lim
t→∞

(ρii) =
1

AB


A−B−

A+B+

A+B−

A−B+

 .

As will be shown rigorously in the next section, the non-diagonal elements of the density matrix

matrix vanish to zero as time increases to very large values. This shows that the solution of

the density matrix for large values of time is a diagonal density matrix.

2.4 The Three-Spin System

The treatment for a three-spin system is similar to that of a two-spin system. For this particular

case, it is assumed that all the energy levels have the same magnitude εo. Like in the two-spin

system, it is also assumed that two of the three spins are coupled to two bosonic baths at

temperatures T1 ans T2. This allows for simplification of the study as only transition operators

and frequencies for those two spins will be required for a complete analysis. It is also assumed

that the spin-spin interaction strength K is the same between all spins. This leads, using (2.3)

to the Hamiltonian below

Ĥs =
3∑
i

εo
2
σzi +K

2∑
i

(σ+
i σ
−
i+1 + σ−i σ

+
i+1). (2.27)

As for the two-spin system, the analysis is best done in the basis that diagonalizes the Hamil-

tonian. In the basis that was used for the two-spin system, the eigenvalues of the Hamiltonian
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and their respective eigenvectors are:

λ1 = −3

2
εo; |λ1〉 = |000〉,

λ2 = −εo
2

; |λ2〉 =
1√
2

(|001〉 − |100〉),

λ3 =
εo
2

; |λ3〉 =
1√
2

(|011〉 − |110〉),

λ4 =
3

2
εo; |λ4〉 = |111〉,

λ5 = −1

2
(εo + 2

√
2K); |λ5〉 =

1√
2

(|100〉 − 2√
2
|010〉+ |001〉),

λ6 =
1

2
(εo − 2

√
2K); |λ6〉 =

1√
2

(|110〉 − 2√
2
|101〉+ |011〉),

λ7 = −1

2
(εo − 2

√
2K); |λ7〉 =

1√
2

(|100〉+
2√
2
|010〉+ |001〉),

λ8 =
1

2
(εo + 2

√
2K); |λ8〉 =

1√
2

(|110〉+
2√
2
|101〉+ |011〉).

Here (2.7) and (2.8) are used to determine the transition operators for this system. It is found

that

V̂ †11 =
1√
2

[|λ4〉〈λ3| − |λ2〉〈λ1| − |λ6〉〈λ5|+ |λ8〉〈λ7|],

V̂ †12 =
1

2
[|λ3〉〈λ5|+ |λ4〉〈λ6|+ |λ7〉〈λ1|+ |λ8〉〈λ2|],

V̂ †13 =
1

2
[|λ4〉〈λ8| − |λ3〉〈λ7|+ |λ5〉〈λ1| − |λ6〉〈λ2|],

V̂ †31 =
1√
2

[|λ2〉〈λ1| − |λ4〉〈λ3| − |λ6〉〈λ5|+ |λ8〉〈λ7|],

V̂ †32 =
1

2
[|λ4〉〈λ6| − |λ3〉〈λ5| − |λ8〉〈λ2|+ |λ7〉〈λ1|],

V̂ †33 =
1

2
[|λ3〉〈λ7|+ |λ4〉〈λ8|+ |λ5〉〈λ1|+ |λ6〉〈λ2|],
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V̂11 =
1√
2

[|λ3〉〈λ4| − |λ1〉〈λ2| − |λ5〉〈λ6|+ |λ7〉〈λ8|],

V̂12 =
1

2
[|λ5〉〈λ3|+ |λ6〉〈λ4|+ |λ1〉〈λ7|+ |λ2〉〈λ8|],

V̂13 =
1

2
[|λ8〉〈λ4| − |λ7〉〈λ3|+ |λ1〉〈λ5| − |λ2〉〈λ6|],

V̂31 =
1√
2

[|λ1〉〈λ2| − |λ3〉〈λ4| − |λ5〉〈λ6|+ |λ7〉〈λ8|],

V̂32 =
1

2
[|λ6〉〈λ4| − |λ5〉〈λ3| − |λ2〉〈λ8|+ |λ1〉〈λ7|],

V̂33 =
1

2
[|λ7〉〈λ3|+ |λ8〉〈λ4|+ |λ1〉〈λ5|+ |λ2〉〈λ6|].

The transition frequencies are

ω1 = εo,

ω2 = εo +
√

2K,

ω3 = εo −
√

2K.

As in the previous case, (2.25) is used for an analytical treatment of the diagonal elements to

give

ρii(t) =
1

XY Z


α11

α21

...

α81

α12

. . .

· · ·

· · ·

· · ·

· · ·
. . .

· · ·

α18

...

...

α88




ρ11(0)

ρ22(0)
...

ρ88(0)

 ,

where the matrix components are explicitly:

α11 = (X+ − e−XtX−)(Y + − e−Y t)Y −(Z+ − e−ZtZ−),

α12 = (1− e−Xt)X+(Y + − e−Y tY −)(Z+ − e−ZtZ−),

α13 = (1− e−Y t)(1− e−Zt)Y +Z+(X+ − e−XtX−),

α14 = (1− e−Xt)(1− e−Y t)(1− e−Zt)X+Y +Z+,

α15 = (1− e−Zt)Z+(X+ − e−XtX−)(Y + − e−Y tY −),

α16 = (1− e−Xt)(1− e−Zt)X+Z+(Y + − e−Y tY −),

α17 = (1− e−Y t)Y +(X+ − e−XtX−)(Z+ − e−ZtZ−),

α18 = (1− e−Xt)(1− e−Y t)X+Y +(Z+ − e−ZtZ+),
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α21 = (1− e−Xt)X−(Y + − e−Y tY −)(Z+ − e−ZtZ−),

α22 = (X− − e−XtX+)(Y + − e−Y tY −)(Z+ − e−ZtZ−),

α23 = (1− e−Xt)(1− e−Y t)(1− e−Zt)Y +Z+X−,

α24 = (1− e−Y t)(1− e−Zt)Y +Z+(X− − e−XtX+),

α25 = (1− e−Xt)(1− e−Zt)X−Z+(Y + − eY tY −),

α26 = (1− e−Zt)Z+(X− − e−XtX+)(Y + − e−Y tY −),

α27 = (1− e−Xt)(1− e−Y t)Y +X−(Z+ − e−ZtZ−),

α28 = (1− e−Y t)Y +(X− − e−XtX+)Y +(Z+ − e−ZtZ+),

α31 = (1− e−Y t)(1− e−Zt)(X+ − e−XtX−)Y −Z−,

α32 = (1− e−Xt)(1− e−Y t)(1− e−Zt)X+Y −Z−,

α33 = (X+ − e−XtX−)(Y − − e−Y tY +)(Z− − e−ZtZ+),

α34 = (1− e−Xt)X+(Y − − e−Y tY +)(Z− − e−ZtZ+),

α35 = (1− e−Y t)(X+ − e−XtX−)Y −(Z− − e−ZtZ+),

α36 = (1− e−Xt)(1− e−Y t)X+Y −(Z− − e−ZtZ+),

α37 = (1− e−Zt)(X+ − e−XtX−)(Y − − e−Y tY +)Z−,

α38 = (1− e−Xt)(1− e−Zt)X+(Y − − e−Y tY +)Z−,

α41 = (1− e−Xt)(1− e−Y t)(1− e−Zt)X−Y −Z−,

α42 = (1− e−Y t)(1− e−Zt)(X− − e−XtX+)Y −Z−,

α43 = (1− e−Xt)X−(Y − − e−Y tY +)(Z− − e−ZtZ+),

α44 = (X− − e−XtX+)(Y − − e−Y tY +)(Y − − e−ZtZ+),

α45 = (1− e−Xt)(1− e−Y t)X−Y −(Z− − e−ZtZ+),

α46 = (1− e−Y t)(X− − e−XtX+)Y −(Z− − e−ZtZ+),

α47 = (1− e−Xt)(1− e−Zt)X−(Y − − e−Y tY +)Z−,

α48 = (1− e−Zt)(X− − e−XtX+)(Y − − e−Y tY +)Z−,

α51 = (1− e−Zt)(X+ − e−XtX−)(Y + − e−Y tY −)Z−,

α52 = (1− e−Xt)(1− e−Zt)X+(Y + − e−Y tY −)Z−,
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α53 = (1− e−Y t)(X+ − e−XtX+)Y +(Z− − e−ZtZ+),

α54 = (1− e−Xt)(1− e−Y t)X+Y +(Z− − e−ZtZ+),

α55 = (X+ − e−XtX+)(Y + − e−Y tY +)(Z− − e−ZtZ+),

α56 = (1− e−Xt)X+(Y + − e−Y tY −)(Z− − e−ZtZ+),

α57 = (1− e−Y t)(1− e−Zt)Y +(X+ − e−XtX−)Z−,

α58 = (1− e−Xt)(1− e−Y t)(1− e−Zt)X+Y +Z−,

α61 = (1− e−Xt)(1− e−Zt)X−(Y + − e−Y tY −)Z−,

α62 = (1− e−Zt)(X− − e−XtX+)(Y + − e−Y tY −)Z−,

α63 = (1− e−Xt)(1− e−Y t)Y +X−(Z− − e−ZtZ+),

α64 = (1− e−Y t)Y +(X− − e−XtX+)(Z− − e−ZtZ+),

α65 = (1− e−Xt)X−(Y + − e−Y tY −)(Z− − e−ZtZ+),

α66 = (X− − e−XtX+)(Y + − e−Y tY −)(Z− − e−ZtZ+),

α67 = (1− e−Xt)(1− e−Y t)(1− e−Zt)Y +X−Z−,

α68 = (1− e−Y t)(1− e−Zt)Y +(X− − e−XtX+)Z−,

α71 = (1− e−Y t)(X+ − e−XtX−)Y −(Z+ − e−ZtZ−),

α72 = (1− e−Xt)(1− e−Y t)X+Y −(Z+ − e−ZtZ−),

α73 = (1− e−Zt)Z+(X+ − e−XtX−)(Y − − e−Y tY +),

α74 = (1− e−Xt)(1− e−Zt)X+Z+(Y − − e−Y tY +),

α75 = (1− e−Y t)(1− e−Zt)Z+(X+ − e−XtX−)Y −,

α76 = (1− e−Xt)(1− e−Y t)(1− e−Zt)X+Z+Y −,

α77 = (X+ − e−XtX−)(Y − − e−Y tY +)(Z+ − e−ZtZ−),

α78 = (1− e−Xt)X+(Y − − e−Y tY +)(Z+ − e−ZtZ−),

α81 = (1− e−Xt)(1− e−Y t)X−Y −(Z+ − e−ZtZ−),

α82 = (1− e−Y t)(X− − e−XtX+)Y −(Z+ − e−ZtZ−),

α83 = (1− e−Xt)Z+X−(1− e−Zt)(Y − − e−Y tY +),

α84 = (X− − e−XtX+)Z+(Y − − e−Y tY +)(1− e−Y t),
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α85 = (1− e−Xt)(1− e−Y t)(1− e−Zt)Z+X−Y −,

α86 = (X− − e−XtX+)Y −(1− e−Y t)Z+(1− e−Zt),

α87 = (1− e−Xt)X−(Y − − e−Y tY +)(Z+ − e−ZtZ−),

α88 = (X− − e−XtX+)(Y − − e−Y tY +)(Z+ − e−Zt).

In the above expressions we have used the abbreviations:

X∓ = πJ1(±ω1)n(T1,±ω1) + πJ2(±ω1)n(T2,±ω1),

Y ∓ =
π

2
J1(±ω2)n(T1,±ω2) +

π

2
J2(±ω2)n(T2,±ω2),

Z∓ =
π

2
J1(±ω3)n(T1,±ω3) +

π

2
J2(±ω3)n(T2,±ω3),

X+ +X− = X,

Y + + Y − = Y

and

Z+ + Z− = Z.

As in the two-spin case, Ti and Ji are the temperature and spectral density respectively for the

jth bath. An analysis is now done to see what happens to the elements of the density matrix

when time becomes large. It is easy to see that:

lim
t→∞

α1i =
X+Y +Z+

XY Z
,

lim
t→∞

α2i =
X−Y +Z+

XY Z
,

lim
t→∞

α3i =
X+Y −Z−

XY Z
,

lim
t→∞

α4i =
X−Y −Z−

XY Z
,

lim
t→∞

α5i =
X+Y +Z−

XY Z
,

lim
t→∞

α6i =
X−Y +Z−

XY Z
,

lim
t→∞

α7i =
X+Y −Z+

XY Z
,
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lim
t→∞

α8i =
X−Y −Z+

XY Z
.

In the above expressions the index i runs from 1 to 8. Like for the 2-spin case, the above

expressions imply that we have

lim
t→∞

(ρii) =
1

XY Z



X+Y +Z+

X−Y +Z+

X+Y −Z−

X−Y −Z−

X+Y +Z−

X−Y +Z−

X+Y −Z+

X−Y −Z+



.

The evolution of the non-diagonal elements of ρ(t) is now looked at. An analysis of ρ25 and ρ83

gives a demonstration of how this can be done. It is seen that ρ25 and ρ83 are linked in such a

way that

d

dt

 ρ25(t)

ρ83(t)

 = A1

 ρ25(t)

ρ83(t)

 ,

where

A = (∆1I +M1),

∆1 = −1

2
(X+ + Z+ +X− + Y − + Z−)− i

√
2K,

I is the identity matrix, and

M1 =

 −Y −
Y −

Y +

−Y +

 .

The eigenvalues λi of M1 are 0 and −(Y + + Y −).

The fact that Re(∆1) < 0 and the largest eigenvalue λmax(M1) ≤ 0 means that for i = 1, 2

Re(λi(∆1I +M1)) < 0

and
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lim
t→∞

etA1 = 0.

Therefore, we have

lim
t→∞

 ρ25(t)

ρ83(t)

 = 0.

A similar treatment can be given to all the other sets of linked elements. For ρ12, ρ34, ρ56 and

ρ78,

∆2 = −1

2
(X+ +X−)− iεo

and

M2 =


−(Y − + Z−)

0

−G−

F−

0

−(Y + + Z+)

F+

−G+

−G+

F−

−(Z+ + Y −)

0

F+

−G−

0

−(Y + + Z−)

 .

Here F∓, G∓ and H∓ are given by

F∓ =
π

2
J1(±ω1)n(T1,±ω1)− π

2
J2(±ω1)n(T2,±ω1),

G∓ =
π

2
J1(±ω2)n(T1,±ω2)− π

2
J2(±ω2)n(T2,±ω2),

H∓ =
π

2
J1(±ω3)n(T1,±ω3)− π

2
J2(±ω3)n(T2,±ω3).

The eigenvalues of M2 are

λi = −1

2
(Y + Z)±

√
Y 2
G + Z2

H ± 2YGZH ,

= −1

2
(Y + Z ±

√
(YG ± ZH)2),

where

YG =
√

(Y + − Y −)2 + 4G+G−

and

ZH =
√

(Z+ − Z−)2 + 4H+H−.

Therefore, the eigenvalues

λi = −1

2
(Y + Z ± |YG ± ZH |)
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and

λmax = −1

2
(Y + Z − |YG + ZH |)

= −1

2
(Y − YG)− 1

2
(Z − ZH).

In order to show that

λmax ≤ 0, (2.28)

two conditions must be proved to hold. The first is that Y − YG ≥ 0. This means that

Y + + Y − ≥
√

(Y + − Y −)2 + 4G+G−,

(Y + + Y −)2 ≥ (Y + − Y −)2 + 4G+G−,

Y +Y − ≥ G+G−,

Y +Y − −G+G− ≥ 0.

But it is seen that

Y +Y −−G+G− = (
π

2
J1(−ω2)n(T1,−ω2)+

π

2
J2(−ω2)n(T2,−ω2))(

π

2
J1(ω2)n(T1, ω2)+

π

2
J2(ω2)n(T2, ω2))

−(
π

2
J1(−ω2)n(T1,−ω2)− π

2
J2(−ω2)n(T2,−ω2))(

π

2
J1(ω2)n(T1, ω2)− π

2
J2(ω2)n(T2, ω2))

= πJ1(−ω2)J1(ω2) + πJ2(−ω2)J1(ω2) ≥ 0.

This is the required result. The second condition that must be shown is that Z − ZH ≥ 0.

Proceeding as above, the result is obtained that

Z − ZH = πJ1(−ω3)J1(ω3) + πJ2(−ω3)J1(ω3) ≥ 0.

Thus it can be shown that λmax(M2) ≤ 0. Given the fact that Re(∆2) < 0, it follows that

Re(λi(∆2I +M2)) < 0 for i = 1, 2, 3, 4.

Therefore, we can summarize the above derivations in the following compact form:

lim
t→∞

et(∆2I+M2) = 0
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and

lim
t→∞


ρ15(t)

ρ34(t)

ρ56(t)

ρ78(t)

 = 0.

A similar analysis as above is repeated for all the other non-diagonal elements. The corre-

sponding quantities ∆i, Mi and their eigenvalues are given in the Appendix for each set of

proportional matrix elements. As in the cases dealt with above, it can be shown that for i 6= j

lim
t→∞

ρij(t) = 0. (2.29)

This means that the non-diagonal elements vanish when time becomes large. And therefore,

as in the case of the two-spin system, the solution converges to a diagonal density matrix as

t→∞.

In this chapter, the strong spin-spin interaction model has been studied. In the first case, a

two-spin system is interacting in such a way that each of the spins is coupled to a separate

bosonic bath at a different temperature. In the three-spin case, two of the three spins are each

coupled to a separate bosonic bath at a different temperature.

These two cases are simple enough to be studied analytically. Compared to a numerical ap-

proach, an analytical study of the model allows for a deeper understanding of the physical

processes involved in the interaction of the qubit systems with the bosonic baths. The solu-

tions are general and, therefore, results can be obtained for any set of parameters.
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Chapter 3

The Weak Spin-Spin Interaction Model

The difference between this model and the strong spin-spin interaction model is that in this

particular case, the interaction between the spins is far much weaker. A direct result of this

is that the energy spectrum has a different form. Unlike in the strong interaction case, the

energy levels for the spins are not brought into one composite system. The separation between

them is maintained. In this case, as in the strong interaction case, the environment consists of

two bosonic baths. Each spin of the sub-system is coupled to a separate bath. The interaction

between each bath and the subsystem S is again given by the Hamiltonian (2.2).

Employing the Master Equation (1.39), the evolution with time of the system is given by

d

dt
ρ̃ = −

∑
n,j

∑
m,k

∫ ∞
0

dt
′
[(gn,j b̂

†
n,je

iωn,jtσ−j e
−iωjt + g∗n,j b̂n,je

−iωn,jtσ+
j e

iωjt),

[(gm,kb̂
†
m,ke

iωm,kt
′

σ−k e
−iωkt

′

+ g∗m,kb̂m,ke
−iωm,kt

′

σ+
k e

iωkt
′

), ρ(t)⊗ ρR]].

(3.1)

The indices m, k, n and j have the same meaning as in the strong interaction case. The trace

is again taken over the Hilbert space of the reservoir, and τ is introduced such that t
′
= t− τ .
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The equation of motion now becomes

d

dt
ρ̃ = −

∑
n,j

∫ t

0

dτ [σ−j σ
+
j ρ(t)e−i(ωj−ωn,j)τ |gn,j|2n(ωn,j, Tj)

− σ+
j ρ(t)σ−j e

−i(ωj−ωn,j)τ |gn,j|2n(ωn,j, Tj)

+ ρ(t)σ+
j σ
−
j e
−i(ωj−ωn,j)τ |gn,j|2(n(ωn,j, Tj) + 1)

− σ−j ρ(t)σ+
j e
−i(ωj−ωn,j)τ |gn,j|2(n(ωn,j, Tj) + 1)

+ σ+
j σ
−
j ρ(t)ei(ωj−ωn,j)τ |gn,j|2(n(ωn,j, Tj) + 1)

− σ−j ρ(t)σ+
j e

i(ωj−ωn,j)τ |gn,j|2(n(ωn,j, Tj) + 1)

+ ρ(t)σ−j σ
+
j e

i(ωj−ωn,j)τ |gn,j|2n(ωn,j, Tj)

− σ+
j ρ(t)σ−j e

i(ωj−ωn,j)τ |gn,j|2n(ωn,j, Tj)].

(3.2)

After carrying out the integrations as in the strong interaction case, the expression becomes

d

dt
ρ̃ = −

2∑
j=1

[(πJj(ωj)n(ωj, Tj) + iP

∫ ∞
0

dω
′ Jj(ω

′
)

ω′ − ωj
)n(ωj, Tj)σ

−
j σ

+
j ρ(t)

− (πJj(ωj)n(ωj, Tj) + iP

∫ ∞
0

dω
′ Jj(ω

′
)

ω′ − ωj
)n(ωj, Tj)σ

+
j ρ(t)σ−j

+ (πJj(ωj)(n(ωj, Tj) + 1) + iP

∫ ∞
0

dω
′ Jj(ω

′
)

ω′ − ωj
)(n(ωj, Tj) + 1)ρ(t)σ−j σ

+
j

− (πJj(ωj)(n(ωj, Tj) + 1) + iP

∫ ∞
0

dω
′ Jj(ω

′
)

ω′ − ωj
)(n(ωj, Tj) + 1)σ−j ρ(t)σ+

j

+ (πJj(ωj)(n(ωj, Tj) + 1)− iP
∫ ∞

0

dω
′ Jj(ω

′
)

ω′ − ωj
)(n(ωj, Tj) + 1)σ+

j σ
−
j ρ(t)

− (πJj(ωj)(n(ωj, Tj) + 1)− iP
∫ ∞

0

dω
′ Jj(ω

′
)

ω′ − ωj
)(n(ωj, Tj) + 1)σ−j ρ(t)σ+

j

+ (πJj(ωj)n(ωj, Tj)− iP
∫ ∞

0

dω
′ Jj(ω

′
)

ω′ − ωj
)(n(ωj, Tj) + 1)ρ(t)σ−j σ

+
j

− (πJj(ωj)n(ωj, Tj)− iP
∫ ∞

0

dω
′ Jj(ω

′
)

ω′ − ωj
)(n(ωj, Tj) + 1)σ+

j ρ(t)σ−j ].

(3.3)

Simplification leads to

d

dt
ρ̃ =

2∑
j=1

[(2πJj(ωj)n(ωj, Tj)(σ
+
j ρ(t)σ−j −

1

2
{σ−j σ+

j , ρ(t)}+)

+(2πJj(ωj)(n(ωj, Tj) + 1)(σ−j ρ(t)σ+
j −

1

2
{σ+

j σ
−
j , ρ(t)}+)
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−iP
∫ ∞

0

dω
′ Jj(ω

′
)

ω′ − ωj
n(ωj, Tj)[σ

−
j σ

+
j , ρ(t)]− iP

∫ ∞
0

dω
′ Jj(ω

′
)

ω′ − ωj
(n(ωj, Tj) + 1)[σ+

j σ
−
j , ρ(t)].

(3.4)

The first two terms on the right hand side of (3.4) constitute the Dissipator D(ρ). The last

two terms which represent Lamb shift effects are again neglected [5]. Finally, the equation is

transformed back to the Schrödinger picture using the relation

ρ̇ = −i[HS, ρ] +D(ρ). (3.5)

3.1 Two Weakly Interacting Spins

In this particular case, two weakly interacting spins are each coupled to two separate baths at

different temperatures. The Hamiltonian of the system is taken as

ĤS =
ε1
2
σ̂1

z +
ε2
2
σ̂2

z +K(σ̂1
+σ̂2

− + σ̂1
−σ̂2

+). (3.6)

The equation of motion is given by (3.5). The solution for the diagonal elements and the two

non-diagonal elements can be written as

d

dt



ρ11(t)

ρ22(t)

ρ23(t)

ρ32(t)

ρ33(t)

ρ44(t)


= Mij



ρ11(t)

ρ22(t)

ρ23(t)

ρ32(t)

ρ33(t)

ρ44(t)


. (3.7)

The non-zero components of the 6×6 matrix Mij are:

M11 = −2πJ1(ω1)(n(T1, ω1) + 1)− 2πJ2(ω2)(n(T2, ω2) + 1),

M12 = 2πJ2(ω2)n(T2, ω2),

M15 = 2πJ1(ω1)n(T1, ω1),

M21 = 2πJ2(ω2)(n(T2, ω2) + 1),
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M22 = −2πJ1(ω1)(n(T1, ω1) + 1)− 2πJ2(ω2)n(T2, ω2),

M23 = iK,

M24 = −iK,

M26 = 2πJ1(ω1)n(T1, ω1),

M32 = iK,

M33 = −1

2
[2πJ1(ω1)(n(T1, ω1) + 1)

+2πJ2(ω2)(n(T2, ω2) + 1) + 2πJ1(ω1)n(T1, ω1) + 2πJ2(ω2)n(T2, ω2)]− i(Λ2 − Λ3),

M35 = −iK,

M42 = −iK,

M44 = −1

2
[2πJ1(ω1)(n(T1, ω1) + 1)

+2πJ2(ω2)(n(T2, ω2) + 1) + 2πJ1(ω1)n(T1, ω1) + 2πJ2(ω2)n(T2, ω2)] + i(Λ2 − Λ3),

M45 = iK,

M51 = 2πJ1(ω1)n(T1, ω1),

M53 = −iK,

M42 = iK,

M55 = −2πJ2(ω2)(n(T2, ω2) + 1)− 2πJ1(ω1)n(T1, ω1),

M56 = 2πJ2(ω2)(n(T2, ω2) + 1),

M62 = 2πJ1(ω1)n(T1, ω1),

M65 = 2πJ2(ω2)n(T2, ω2),

M66 = −2πJ1(ω1)n(T1, ω1)− 2πJ2(ω2)n(T2, ω2),

where

Λ2 = −Λ3 =
ε1 − ε2

2
.
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For the weakly interacting spins, the steady state is considered. To find the solution, it is noted

that in this state,

d

dt



ρ11(t)

ρ22(t)

ρ23(t)

ρ32(t)

ρ33(t)

ρ44(t)


= 0.

A vector ~X is found such that M ~X = 0 where M is the matrix in (3.5). The elements of

~X are the diagonal elements of the steady state density matrix and the two non-vanishing

elements ρ23 and ρ32. In order to preserve probability, the diagonal elements are normalized.

For the particular case where ε1 = ε2 in the Hamiltonian (3.6), the solved density matrix has

the following non-vanishing components:

ρ11 =
4K2χ2

2 + χ−2 χ
+
2 (χ1 + χ2)2

(χ1 + χ2)2(4K2 + (χ−1 + χ−2 )(χ+
1 + χ+

2 )
,

ρ22 = ρ33 =
4K2χ1χ2 + χ+

1 χ
−
2 (χ1 + χ2)2

(χ1 + χ2)2(4K2 + (χ−1 + χ−2 )(χ+
1 + χ+

2 )
,

ρ23 = ρ∗32 =
i2K(χ−1 χ

+
2 − χ+

1 χ
−
2 )

(χ1 + χ2)2(4K2 + (χ−1 + χ−2 )(χ+
1 + χ+

2 )
,

ρ44 = 1− (ρ11 + ρ22 + ρ33).

In the above expressions, the following abbreviations have been used:

χ1 = χ−1 + χ+
1 ,

χ2 = χ−2 + χ+
2 ,

χ−1 = J1(ω1)(n(T1, ω1) + 1),

χ+
1 = J2(ω2)(n(T2, ω2) + 1),

χ−2 = J1(ω1)n(T1, ω1),
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χ−2 = J2(ω2)n(T2, ω2).

With the solution for the density matrix obtained, the entanglement dynamics of the system

can be studied using the entanglement as a measure.
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Chapter 4

Results

4.1 Non-steady State

In this chapter, the results of the analytical study of the interaction models are presented. The

quantity of interest in all cases is the entanglement between the spins. Using the concurrence as

the measure, the variation of the entanglement with the parameters of time and temperature

is demonstrated. For both the strong spin-spin interaction model and the weak spin-spin

interaction model, the environmental spectral density that is used is the Lorentzian distribution

(2.9). Two situations are considered. In the first situation, i.e. the non-steady state, the

entanglement of any system varies with time for given parameters such as temperature. This

allows for comparisons of the concurrence-time relations to be made between different initial

states for each set of parameters. In this thesis, this is done only for the strong spin-spin

interaction model. In the second situation, i.e. the steady state, time is no longer a factor

as the concurrence reaches a constant value. Here, the concurrence-temperature relations are

studied for both the strong spin-spin interaction model and the weak spin-spin interaction

model and comparisons are made between them.

We start by analyzing the entanglement for the initial two-spin state |ψ〉 = 1√
2
(|10〉 + |01〉).

Figure 4.1 demonstrates how the concurrence varies with time for the chosen parameters. The

concurrence is shown for different bath temperatures. The concurrence is seen to be maximum
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at the initial time. It then begins to decrease as time passes. It is clear from the figure

that an increase in the bath temperature results in rapid destruction of the entanglement.

The entanglement is seen to fall to a particular constant value that is dependent on the bath

temperatures, T1 and T2. Figures 4.2 and 4.3 respectively shown the concurrence for the initial

two-spin states |ψ〉 = |10〉 and ψ〉 = |11〉. Here, the concurrence rises to a maximum value that

then remains constant.

Figure 4.4, shows how the entanglement varies with time for the initial two-spin states ψ =

1√
2
(|10〉 + |01〉), ψ = |10〉 and ψ = |11〉. All the systems have the same bath temperature for

comparison purposes. It is seen that after initial variations, the concurrence flattens to the

same value for all the states. This is the result that was predicted theoretically as all the non-

diagonal elements of the density matrix vanish and the diagonal elements become constants,

independent of time.

Similar results are obtained when three-spin systems are considered. Figure 4.5 shows how the

entanglement is dependent on bath temperatures for the initial state 1√
3
(|100〉+ |010〉+ |001〉).

Like for the two spins system, Figure 4.6 shows how different initial states all end up with

the same value for the concurrence after a sufficiently long enough time. Once again, this is a

manifestation of the fact that all the non-diagonal elements vanish and the diagonal elements

become independent of time.

Figure 4.6 also shows another phenomenon that is not so apparent in the two spins systems but

is clearly evident for the three spins system. It is the observation that the form of the curve of the

variation of the concurrence with time also depends on whether the initial state is symmetric,

like |111〉, or non-symmetric, like |100〉 and 1√
2
(|100〉+ |010〉+ |001〉). For symmetric states, the

entanglement builds to the constant value without any oscillations. For non-symmetric states,

oscillations occur before the constant value is reached. This is just a reflection of the fact that

for the non-symmetric states, the qubits point in different direction to begin with and so an

energy exchanges take place between them before the steady state is reached.
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Figure 4.1: The variation of the concurrence with time for the strong spin-spin interaction

model when the initial state is |ψ〉 = 1√
2
(|10〉 + |01〉). The bath temperatures T1 and T2 are

shown for each of the curves. The chosen Hamiltonian parameters are ε1 = 2, ε2 = 1, K = 1.

The decrease in the concurrence with increasing temperature is obvious.
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Figure 4.2: The variation of the concurrence with time for the initial two-spin state |ψ〉 = |10〉.

In this case ε1 = 2, ε2 = 1, K = 1. The concurrence is seen to increase to a constant value.

49



5 10 15 20 25 30
t

0.002
0.004
0.006
0.008
0.010
0.012

C
T1 � 1.5; T2 � 1.0

5 10 15 20 25 30
t

0.05

0.10

0.15

C
T1 � 1.0; T2 � 0.1

5 10 15 20 25 30
t

0.05

0.10

0.15

0.20

C
T1 � 0.5; T2 � 0.05

Figure 4.3: The variation of the concurrence with time for the initial two-spin state |ψ〉 = |11〉.

The Hamiltonian parameters are ε1 = 2, ε2 = 1, K = 1. Initially, the system is not entangled.

Entanglement then builds with time to a constant level.
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Figure 4.4: Concurrence vs. time for different initial two spin states. The temperatures for each

state are T1 = 0.5, T2 = 0.01, and the Hamiltonian parameters are ε1 = 2, ε2 = 1 and,K = 1.

All the different states are seen to end up with the same value for the concurrence.

51



5 10 15 20 25 30
t

0.1
0.2
0.3
0.4
0.5
0.6

C
T1 � 0.6; T2 � 0.5

5 10 15 20 25 30
t

0.1
0.2
0.3
0.4
0.5
0.6

C
T1 � 0.5; T2 � 0.4

5 10 15 20 25 30
t

0.1
0.2
0.3
0.4
0.5
0.6

C
T1 � 0.4; T2 � 0.3

Figure 4.5: The variation of the concurrence with time for the initial three-spin state ψ =

1√
3
(|100〉 + |010〉 + |001〉). The bath temperatures are shown for each case. Here ε1 = 2, ε2 =

1, K = 1
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Figure 4.6: Concurrence vs. time for the indicated three-spin initial states . The temperatures

are T1 = 0.4, T2 = 0.3, and the Hamiltonian parameters are ε1 = 2, ε2 = 1, K = 1. As in the

two spins case, entanglement for all the states converges to the same value.
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Figure 4.7: A surface-plot of the Concurrence as a function of the bath temperatures for

the strong two spins interaction system. This is for the two-spin steady state case where

ε1 = 5, ε2 = 1, K = 1. The decrease of entanglement with increasing temperature is apparent.

4.2 Steady State

As has been shown analytically, in the limit, as t → ∞, all the diagonal elements of ρ vanish.

The diagonal elements become dependent only on the bath temperatures T1 and T2.

Given that in the steady state time no longer affects the entanglement, the effects of the

bath temperatures on the concurrence can now be studied. The steady state also provides

the opportunity for comparisons to be made between entanglement in the strong spin-spin

interaction model and the weak spin-spin interaction model.

Figure 4.7 is a surface-plot of the variation of the concurrence with the bath temperatures for

the two spins system. It is observed that the increase in either bath temperature results in a

steady fall in the concurrence. At high enough temperatures, the concurrence drops to zero.

These results are, as would be expected, the same for both the two spins system and the three

spins system. When a comparison is made with the weak spin interaction system, it is seen

that for the same parameters of temperature and energy, the concurrence for the weak spin

system is much lower. In fact, in the weak interaction system, the entanglement is zero for the

most part in the case of the parameters that are given in the Figures 4.7 and 4.8.
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Figure 4.8: A surface-plot of the Concurrence as a function the bath temperatures for the weak

two spins interaction system. In this case ε1 = 5, ε1 = 1, K = 0.01
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Figure 4.9: A surface-plot of the Concurrence as a function of the temperature difference

between the two baths ∆T and the mean temperature Tm for the strong two spins interaction

system. The chosen parameters are ε1 = 5, ε1 = 1, K = 1

The steady state also provides an opportunity to see how the entanglement is affected by both

the mean bath temperature, Tm = (T1 + T2)/2 and the temperature difference between the

baths ∆T = T1 − T2. Figures 4.9 and 4.10 show the results for the strong and weak spin

interaction systems respectively.

It is observed that an increase in Tm has the effect of reducing the value of the concurrence.

Comparison of the figures 4.9 and 4.10 reveals a difference between the strong spin-spin inter-

action model and the weak spin-spin interaction model. Generally, for any given values of the

bath temperatures, the entanglement for the weak spin interaction is much lower than for the

strong interaction. The figures also reveals that for the strong interaction model, the concur-

rence is maximum when ∆T is zero. This is not the case for the weak interaction model, where

the maximum value is not necessarily at ∆T = 0.

One of the clearest results that emerged from our study is the relationship between the bath

temperature and the concurrence. For the strong spin-spin interaction model, it is seen that
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Figure 4.10: A surface-plot of the Concurrence as a function of the temperature difference

between the two baths ∆T and the mean temperature Tm for the weak two spins interaction

system. The parameters are ε1 = 5, ε1 = 1, K = 0.01.

an increase in temperature from very low values reduces the concurrence. At high enough

temperatures, the concurrence vanishes all together. This is true for both the two-spins and

the three-spins cases. We have also observed how in the strong interaction case, all systems,

regardless of the initial conditions, end up with the same amount of entanglement for given

sets of parameters.

There are some obvious differences between the steady state dynamics for the strong interaction

model and for the weak interaction model. In the strong interaction case, all the non-diagonal

elements of the density matrix vanish. In the weak interaction case, some do not vanish. The

dependence of the concurrence on temperature is different for these two models. In the strong

interaction case, there is a wide range of temperatures over which the concurrence is not zero.

The weak interaction case, on the other hand provides only a very narrow range of temperatures

over which any entanglement is observed.
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Chapter 5

Conclusion

This thesis has been focused on the study of the dynamics of the thermal entanglement of spin

chains. In the first part of the thesis, we highlighted some of the many possible applications of

entanglement. In quantum information and quantum computing, the basic unit of information

is the qubit, which can be represented by a superposition of spin states. Efficient storage,

manipulation and retrieval of information can only be possible if the dynamics of the entan-

glement between the qubits is understood. In quantum teleportation, it is the entanglement

between the separated parts of a pair of qubits that allows for exact copies of another qubit

to be teleported. In quantum cryptography, entanglement enables information transmission

between parties to be made securely.

Transition from the theoretical to the practical means that all the quantum systems of interest

would have to be exposed to the environment. The non-unitary evolution of these open systems

is much more complicated than the unitary evolution of closed systems. The derivation of

the master equation for the analysis of the dynamics of open systems in the Born-Markov

approximation has been demonstrated. Two models have been considered; the strong spin-spin

interaction model and the weak spin-spin interaction model. For each of these models the

appropriate equation which describes the evolution of the system with time has been given

and solved. From these solutions, the dynamics of the entanglement of the systems have been

studied using analytical methods. This has been done with the concurrence as the measure of
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the entanglement.

One of the objectives of the study has been to see what the effects of bath temperatures are

on the entanglement of the systems. Of the results obtained, one of the most obvious has been

the fact that the entanglement of the systems decreases with increasing bath temperature. As

expected, this result was obtained for all the states and for both the strong and the weak

spin-spin interaction models.

Observations also verified a result that was obtained in the study of the solutions of systems.

It was shown analytically that in the limit of large times, the density matrix reduces to one

where the diagonal elements are the only non-zero elements. This was shown by the result that

given the same bath temperatures all the states show the same value of the concurrence.

In this steady state, it has been possible to observe how the concurrence varies with both

the mean temperature Tm and the bath temperature difference ∆T for both models. For all

temperatures, the entanglement in the weak spin interaction model has been shown to be

considerably less than it is for the strong interaction model. Indeed, it is only for a very narrow

range of temperature that the concurrence is above zero.

The other notable difference is that for the strong spin-spin interaction model, the highest value

for the concurrence occurs when the difference between the bath temperatures ∆T = 0. This

is not seen to be the case for the weak spin-spin interaction model.

The analytical methods used in this thesis can be used to extend this study. It would be useful

to see how the entanglement-temperature variation patterns are affected as the number of spins

being considered increases to four or more spins. Comparisons can then be made between the

two models.

Some approximations and simplifications were made in this thesis. An important step that

was taken was the use of the Markovian approximation. A possible area of further study is

the comparison of the weak and strong interaction models with the use of master equations

obtained using non-Markovian considerations.

In the study of the three-spin system, the analysis was simplified by assuming that all the spins

had the same energy value. The situation obviously becomes a lot more complicated when
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different energy values are assigned to different spins. Studies can be done to see how this

would affect the entanglement between those spins, and how that in turn would be affected by

the bath temperatures.
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Appendix

Sets Of Linked Density Matrix Elements

The following eight sets of elements are those of the reduced density matrix for the three-spin

system. They are linked in a way that is similar to the elements in Section 2.4. Listed for each

set are the matrices and the corresponding eigenvalues, and in a manner equivalent to that

used in Section 2.4, it can be shown that at large times these non-diagonal elements vanish.

i. For the density matrix elements ρ15, ρ26, ρ73, ρ84, the matrices and corresponding eigenvalues

used in the proof are:

∆3 = −1

2
(Z+ + Z−) + iε,

M3 =


−(X− + Y −)

F−

G−

0

F+

−(X+ + Y −)

0

G−

G+

0

−(Y + +X−)

F−

0

G+

F+

−(X+ + Y +)

 .

λi = −1

2
(X + Y )±

√
X2
F + Y 2

G ± 2XFYG

= −1

2

(
X + Y ±

√
(XF ± YG)2

)
,

where

XF =
√

(X+ −X−)2 + 4F+F−

and

YG =
√

(Y + − Y −)2 + 4G+G−.
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ii. For the density matrix elements ρ13, ρ24, the matrices and corresponding eigenvalues are:

∆4 = −1

2
(Y − + Z+ + Y − + Z−) + 2iε,

M4 =

 −X−
−X−

−X+

−X+

 .

λi = 0,−(X− +X+).

iii. For ρ16, ρ74, the matrices and corresponding eigenvalues are:

∆5 = −1

2
(X+ + Z+ +X− + Z−)− i(2ε−

√
2K),

M4 =

 −Y −
−Y −

−Y +

−Y +

 .

λi = 0,−(Y − + Y +).

iv. For ρ17, ρ28, ρ53, ρ64, the matrices and corresponding eigenvalues are:

∆6 = −1

2
(Y + + Y −) + i(ε−

√
2K),

M6 =


−(X− + Z−)

−F−

−H−

0

−F+

−(X+ + Z−)

0

H−

−H+

0

−(Z+ +X−)

−F−

0

−H+

−F+

−(X+ + Z+)

 .

λi = −1

2
(X + Z)±

√
X2
F + Z2

H ± 2XFZH

= −1

2

(
X + Z ±

√
(XF ± ZH)2

)
.

XF =
√

(X+ −X−)2 + 4F+F−,
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ZH =
√

(Z+ − Z−)2 + 4H+H−.

v. For ρ18, ρ54, the matrices and corresponding eigenvalues are:

∆7 = −1

2
(X− + Y + +X− + Y −) + i2ε+

√
2K,

M7 =

 −Z−
Z−

Z+

−Z+

 .

λi = 0,−(Z− + Z+).

vi. For ρ25, ρ83, the matrices and corresponding eigenvalues are:

∆8 = −1

2
(X+ + Z+ +X− + Z−) + i2K,

M8 =

 −Y −
Y −

Y +

−Y +

 .

λi = 0,−(Y − + Y +).

vii. For ρ27, ρ63, the matrices and corresponding eigenvalues are:

∆9 = −1

2
(X+ + Y + +X− + Y −) + i

√
2K,

M9 =

 −Z−
Z−

Z+

−Z+

 .

λi = 0,−(Z− + Z+).

viii. For ρ57, ρ68, the matrices and corresponding eigenvalues are:

∆10 = −1

2
(Y + + Z+ + Y − + Z−) + i2

√
2K,
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M10 =

 −Z−
Z−

Z+

−Z+

 .

λi = 0,−(Z− + Z+).

The hermiticity of the density matrix means that limt→∞ρij(t) = limt→∞ρji(t). Thus, the

density matrix elements that have been considered above and in Chapter 2 are all that are

needed to prove that all the non-diagonal elements vanish at large times.
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