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Abstract

The work described in this dissertation was largely motivated by the aim of producing

a survey on the theory of group extensions. From the broad scope of the theory of group

extensions we single out two aspects to discuss, namely the study of the split and the

non-split cases and give examples of both.

A great part of this dissertation is dedicated to the study of split extensions. After

setting the background theory for the study of the split extensions we proceed in ex­

ploring the ramifications of this concept within the development of the group structure

and consequently investigate well known products which are its derived namely the holo­

morph, and the wreath product. The theory of group presentations provides in principle

the necessary tools that permit the description of a group by means of its generators and

relators. Through this knowledge we give presentations for the groups of order pq,p2q and

p3. Subsequently using a classical result of Gaschutz we investigate the split extensions of

non-abelian groups in which the normal subgroup is either a non-abelian normal nilpotent

group or a non-abelian normal solvable group. We also study other cases of split extensions

such as the affine subgroups of the general linear and the symplectic groups. It is expected

that some of the results obtained will provide a theoretical algorithm to describe these

affine subgroups. A particular case of the non-split extensions is discussed as the Frattini

extensions. In fact a simplest example of a Frattini extension is a non-split extension in

which the kernel of an epimorphism f is an irreducible G-module.
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rational numbers

real numbers

complex numbers

groups

the identity element of G

H is a subgroup of G

N is a normal subgroup of G

H is isomorphic to G

a field

IF - {O}

the subgroup generated by x and y

the automorphism group of G

an extension of N by H

a split extension of N by H

conjugation of h by 9

order of 9 E G

the centralizer of 9 in G

the centralizer of the subgroup H in G

a conjugacy class of G with representative 9

the normalizer of the subgroup H in G

the Frattini subgroup of G

the commutator subgroup of G

the left coset of H in G

sets

empty set

the cardinality of the set X

general linear group of dimension n over GF (q)

the dimension of a vector space V
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Vt

Gp

Sn

GF(q)

V(n, q)

SP(2n, q)

2n

dihedral group of order 2n

the Klein 4 - group

cyclic group of order p

the symmetric group on n symbols

the Galois field of q elements

a vector space of dimension n over GF (q)

symplectic group of dimension 2n over GF (q)

an elementary abelian group of order 2n
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Chapter 1

Introduction

The subject matter of this dissertation concerns with the study of the theory of group

extensions and the examples for the split and non-split cases. In considering possible

programmes to classify groups, two related general problems may be distinguished. On

the one hand, there is the problem of construction: from a given collection of groups,

we build up other groups from them by explicit procedures. On the other hand, there

is the problem of decomposition: we intend to find out how any given group is built up

by procedures from 'simpler' components. The easiest procedure is the direct product

construction. The extension problem may be viewed as defining a construction procedure,

though unlike the direct product construction, in general this does not lead to a unique

type of group.

The fundamental notion underlying the theory of group presentations is that of a free

group. From the broad scope of the theory of group presentations we single out two aspects

to discuss, namely the study of the presentation of a group extension in general and the

presentation of split extension in particular.

It is not immediately clear from the above that the theory of group extensions and

the theory of group presentations are closely related. Often both these aspects are treated

as distant and unrelated components. An early indication of a unified treatment of these

aspects is found in [23]. In this dissertation we offer a perspective from which these relations

and certain other classical results emerge naturally as a concatenated whole. It is easy to

describe the coverage of this thesis by first referring to chapter 6, in which this perspective

first emerges and undergoes considerable development.

Although drawing on results and definitions from a broad spectrum of mathematical

fields, this dissertation is concerned principally with the study of the split and the non­

split extensions. A general methodological aim of this dissertation has been to illustrate

the theory presented as richly as possible with examples.

1



CHAPTER 1. INTRODUCTION 2

The preliminary chapter (chapter 2) presents general group theoretical results that will

be required in the sequel.

In Chapter 3 we give a generic overview of the theory of group extensions. This chap­

ter constitutes the backbone of the dissertation as a whole. A normal subgroup N of a

group G determines a factor group G/ N. 1Ne write H = G/ N and call G extension of N

by H. Extension theory concerns with the problem of studying the structure of G using

the knowledge about the properties of the two given groups Nand H. Thus, the main

problem is to find all possible extensions of N by H. Since every group extension is a short

exact sequence of groups and homomorphisms, we discuss the background theory of exact

sequences and build up to short exact sequences.

Chapter 4 is devoted primarily to an investigation of the structure of a semidirect

product. The main result (Theorem 4.1.5) asserts that a semidirect product is equivalent

to a split extension. Thus the notions of semidirect product and split extension are used

interchangeably to allude to the same entity. We show that the semidirect product may be

constructed from groups Nand H by taking a homomorphism 'P from H into Aut(N) and

defining multiplication for G. An important illustration of the semidirect product occur

when H equals to Aut(N), and Aut(N) acts naturally on N, giving the holomorph of

N. Other important examples of the semidirect product occur in the construction of the

wreath products. The wreath product is explicitly represented as a semidirect product in

which one group acts on another simply by permuting its factors. Some splitting properties

of group extensions are investigated.

In chapter 5 we study the theory of group presentations. Along with the study of the

notion of a free group we investigate thoroughly the concepts of presentations, presentations

of group extensions and presentations of split extensions, with view of applications in

chapter 6.

In chapter 6 we study the non-abelian groups of order pq,p2q and p3 respectively.

Applying the theory of group presentations we give presentations for these groups and

at the same time present some examples of groups of order pq in terms of matrices and

permutations.

Chapter 7 concerns with a special type of group extensions. The extensions G for

which the Kernel of the epimorphism e is a subgroup of the Frattini subgroup of G. These

extensions are known as the Frattini extensions. We derive some new properties from

known results of the theory of Frattini extensions.

Yet another special type of extensions occur when the normal subgroup N is the com­

mutator subgroup G' of the group G. These extensions are called commutator extensions

and are studied in chapter 8. By reducing the study to the case in which N is an ele­

mentary abelian p-group we set the necessary tools to investigate this type of extensions.
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Furthermore conditions under which a commutator extension splits are presented.

3

In chapter 9 we study yet another case of extensions of non-abelian groups. In this

extensions the normal subgroup is either a non-abelian nilpotent group or a non-abelian

solvable group. We observe that in general if a group G splits over a normal subgroup N

the subgroups of G may not necessarily split over their intersections with N. Furthermore

a characterization of normal subgroups of G with the property that every subgroup H of

G splits over H n N is presented. Such subgroups are known as hereditarily non-Frattini

subgroups.

Chapter 10 is devoted to the study of the affine subgroups of both the general linear

group and the symplectic groups. We start by discussing the general theory of the general

linear group. A characterization of the general linear group as split extension is given and

at the same time we draw in some results which indicate that the general linear group can

be written as a direct product of SL(n, IF) and IF·. We describe the affine subgroup of

the general linear group as the holomorph of the vector space IF n over a field IF and

provide some examples of isomorphisms between the affine subgroup of the general linear

group and the symmetric groups. Further we concentrate on symplectic groups. We discuss

the general theory of symplectic groups and their affine subgroups. In the study of the

affine subgroups of the general and symplectic linear groups we analyze the results of R.

Gow [13] and prove various stated results in that article. One particular affine subgroup

23:SP(2,2) of the symplectic group SP(4,2) has been studied. The symplectic groups are

constructed by defining some bilinear form on the underlying vector space and then taking

all the form-preserving automorphisms of the space. For further reading and information

on symplectic groups, readers are encouraged to consult [9], [13], [14],[18], [19], [24],[26],[27]

and [31].



Chapter 2

Preliminaries

The aim of this chapter is to assemble in readily usable form a selection of mostly standard

results from the theory of groups which will be required in the sequel. We will not give

proofs of every result. Most of the results could be found in standard texts such as [10],
[19], [29], [30] and [31].

2.1 Automorphism Groups

Definition 2.1.1 The automorphism group of a group G, denoted by Aut(G), is the

set of all automorphisms of G, under the binary operation of composition.

Note 2.1.2 This operation gives a group structure on Aut(G).

Definition 2.1.3 Let 9 be any element ofG. Define a map cPg : G --+ G by q;g(x) = gxg- 1

for all x E G. Then q;g is an automorphisrn of G, known as an inner automorphism of

G.

Remark 2.1.4 We can see that

(i) cPg(xy) = g(xy)g-l = gxg-1gyg-l = 4Jg(x )q;g(Y),

(ii) q;g(x- 1) = gx-1g- 1 ,

Each such a map cPg is actually an autornorphism of G. For given x E G we have that

x = cPg(g-lxg) and if q;g(x) = q;g(y) then gxg-1 = gyg-l and so x = y. We also have that

q;gh(X) = ghx(gh)-l = ghxh-1g-1 = 9cPh(X)g-1 = q;gcPh(X), so cPgh = q;gcPh for any x E G

and g,h E G.

4



CHAPTER 2. PRELIMINARIES 5

Theorem 2.1.5 (1) If H is a subgroup olG, then Ga(H) ~Na(H) and Na(H)/Ga(H)

can be embedded in Aut(H), that is, lva(H)/Ga(H) is isomorphic to a subgroup of

Aut(H).

(2) The set of all inner automorphisms of G, denoted by Inn(G) is a normal subgroup

of Aut(G) and G/Z(G) ~ Inn(G).

Proof. (1) For each x E Na(H), define a map 4Jx on H by 4Jx(h) = xtiz:",

(i) If 4Jx(h) = 4Jx(g) then xhx-1 = xgx-· 1, so h = 9 and hence 4Jx is injective.

(ii) Since for any h E H we have that x-1hx E H, because x- 1 normalizes H and also

4Jx(x":" lhx) = x(x-1hx)x-1 = h. Thus 4Jx is surjective.

Now it only remains to show that 4Jx is a homomorphism. But for all 9 and h in

H we have 4Jx(gh) = xghx- 1 = xgx-1xhx-1 = 4Jx(g)4Jx(h), which implies that 4Jx is a

homomorphism.

The map 4J: Na(H) ~ Aut(H) given by 4J(x) = 4Jx is a homomorphism. Since

(4J(x)4J(y))(h) = 4J(x)(4J(y)(h)) = 4J(x)(yhy-l) = X(yhy-l)X- 1 = (xy)h(xy)-l = 4J(xy)(h),

we have 4J(x)4J(y) = 4J(xy).

Ker(4J) {x E Na(H) I 4J(x) = 1H}

{x E Na(H) I4J(x)(h) = 1H(h), for all h E H}

{x E Na(H) Ixhx-1 = h, for all h E H}

{x E Na(H) I xh = hx, for all h E H}

Ga(H).

Therefore Ga(H) ~ Na(H) and by the first isomorphism theorem we have that

Na(H)/Gc(H) ~ Im(4J). Hence Na(H)/Ca(H) ~ Im(4J) <Aut(H).

(2) If H = G, then Na(H) = G and so Ga(H) = Z( G) and the map 4J given in

part (1) has I nn(G) as its image. Therefore the isomorphism established in (1) is now

G/Z(G) ~ Inn(G). To show that Inn(G) ~ Aut(G) we must show that if p E Aut(G)

and 4Jg E Inn(G) then p4Jgp-l E Inn(G).We can see that (p4Jgp-l)(x) = p(4Jg(p-l(x))) =
p(gp-l(x)g-l) = p(g)p(p-l(x))p(g-l) = p(g)Xp(g-l) = 4Jp(g)(x) for all x E G. Hence

p4Jgp-l = 4Jp(g) for all x E G and Inn(G) :~ Aut(G). 0

2.2 Commutator Subgroup

Definition 2.2.1 Let x and y be elements of a group G. The commutator of x and y is

the element [x, y] = xyx-1y-l.
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Definition 2.2.2 The commutator subgroup or derived subgroup of G, denoted by

[G, G] or G', is the subgroup of G generated by all commutators.

So G' = [G, G] =< [x,y] I x, Y E G > . By recursion, we define G(i+l) as the derived

subgroup of c» with G(O) = G and G(i+l) := (G(i))'. We also write G(2) = G" and G(3) =

G"'.

Theorem 2.2.3 Let G be a group. Then

(i) G' ~ G.

(ii) GIG' is abelian.

(iii) G is abelian if and only if G' = {lG}.

(iv) If N is a normal subgroup of G. Then GIN is abelian if and only if G' ::; N.

(v) If N <G, then N' <G'.

Proof. See [30].

Lemma 2.2.4 Let N ~ G. Then (GIN)' == G'NIN.

D

Proof. Since (GIN)' =< [gN,hN] Ig,h E: G> and [gN,hN] = ghg-lh-1N = [g,h]N, it

follows that (GIN)' = G' NIN. D

2.3 Solvable and Nilpotent Groups

Definition 2.3.1 A group G is said to be solvable if it has a series

{la} = Go <l G l <l . .. <l Gn = G

in which each factor Gi+l/Gi is abelian.

Remark 2.3.2 A subgroup H of a group G is called characteristic if 4J(H) = H for

every automorphism 4J of G. Solvability can also be characterized by using a particular

series which we introduce now. Evidently, G ~ G' ~ G" ~ G'" ~ ... , and all c'» are

characteristic subgroups of G. The series of subgroups G = G(O), G', G", ... , G(i), ... is

called the derived series of G. Each factor G(i) IG(i+l) is abelian. A group G is solvable

if and only if G(k) = {lG} for some k.

Proposition 2.3.3 [35} Let G be a solvable group. Then

(i) for any subgroup H of G, H is a solvable group,
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(ii) for any normal subgroup N of G, the quotient GIN is solvable.

Proof. See [35].

Definition 2.3.4 A group G is called nilpotent if it has a series

{lG} = Go <l (h <l ... <] Gn = G

7

o

M<G
max

in which each G, <] G and such that Gi+l/Gi is contained in the centre of G IGi for all i.

Remark 2.3.5 Note that by definition a nilpotent group G has a non-trivial centre. Also,

every nilpotent group is solvable. There are several group theoretical properties which are

equivalent to nilpotency for finite groups. Clearly all abelian groups are nilpotent. All

finite p-groups are also nilpotent. The group 83 is solvable but it is not nilpotent. We can

also show that all subgroups and all quot ient groups of a nilpotent group are nilpotent.

(See [30].)

2.4 Frattini subgroup

Definition 2.4.1 Let M be the collection of all maximal subgroups of a group G. The

intersection of all elements of M is called the Frattini subgroup of G, and is denoted by

<p(G), that is,

<p(G) = rl M = nM.
ME:M

Note 2.4.2 If G i= {lG} and G is finite, then G certainly has at least one maximal

subgroup. Every proper subgroup of G lies in a maximal subgroup of G. If G is infinite, it

may have no maximal subgroups. If an infinite group G has no maximal subgroups, then

we define <p(G) = G. If G = {le}, then we define <p(G) = {lG}.

Remark 2.4.3 Since any automorphism of G, sends a maximal subgroup into a maximal

subgroup, the set M is invariant by any automorphisrn, and so is <p(G). This shows that

<p(G) is a characteristic subgroup and since characteristic subgroups are normal, we have

that <p(G) ~ G.

Lemma 2.4.4 Let a : G --r G be an epimorphiem. Then 9 E <p(G) implies that

a(g) E <p(G).

Proof. Suppose that 9 E <p(G). Let M be an arbitrary maximal subgroup of G. Then

there exists a maximal subgroup M of G such that a(M) = M. But, then gEM implies

that a(g) E M. Since M is arbitrary we have that a(g) E <p(G). 0
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Remark 2.4.5 For any homomorphism a : G -+ G, a(<I>(G)) = <I>(a(G)).

8

Definition 2.4.6 An element x of G is said to be a non-generator of G if for every

subset S of G such that < S, x >= G, then < S >= G.

Note 2.4.7 The set of all non-generators of a group G is a subgroup. In Theorem 2.4.8

we will show that the Frattini subgroup of G is the set of all non-generators of G.

Theorem 2.4.8 [12} For every finite group G the Frattini subgroup of G is the set of all

non-generators of G.

Proof. Let x be a non-generator of G, such that x fJ. <I> (G). Then there exists a maximal

subgroup M of G such that x fJ. M. Then .M =1=< x, M > and so G =< x, M > . But this

implies that G =< M >= M, since x is CL non-generator of G, which is a contradiction.

Therefore x E <I> (G).

Conversely, let x E <I>(G) and suppose that G =< x,S> with G =1=< S > for some

subset S of G. Then there exists a maximal subgroup M of G such that < S >::; M. Since

x E <I>(G) , x E M and hence G =< x,S >::; M, which is a contradiction. Thus x is a

non-generator.

Corollary 2.4.9 If G = <I>(G)H for some subgroup H of G, then G = H.

o

Proof. If G = <I>(G)H, we have that G ==< <I>(G), H > . Now by the Theorem 2.4.8 we

obtain that G =< H >= H. 0

Note 2.4.10 Applying Theorem 2.4.8 we deduce that G =< Xi 11::; i ::; n > if and only

if G =< <I> (G), xii 1 ::; i ::; n > .

Corollary 2.4.11 If G/i'P(G) is cyclic, then G is cyclic.

Proof. Choose x E G, such that x <I> (G) generates G/ <I> (G). Then we have that

G =< x, <I> (G) > and so by the Theorem 2.4.8 we deduce that G =< x > . Hence G is

cyclic. 0

Lemma 2.4.12 The Frattini subgroup of G has no proper supplement. That is for all

proper subgroups M of G we have that <I>(G)M =1= G.

Proof. If M is a maximal subgroup of G, then <I>(G) ::; M. Hence <I>(G)M = M =1= G. If M

is not a maximal subgroup of G then there exists N ::; G a maximal subgroup of G such

that M < N , and so <I>(G) < N. So we have that <I>(G)N = N. Now <I>(G)M < N < G.

Thus <I> (G) has no proper supplement in G. 0
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Lemma 2.4.13 If G is finite, then <p(G) :~s nilpotent.

Proof. See [30].

Lemma 2.4.14 Let N ~ G. Then

(i) <p(G)NIN <<p(GIN).

(ii) If N ~ <p(G) then <p(GIN) = <p(G)11'1.

9

o

Proof. (i) Let K be a maximal subgroup of GIN then K = MIN where M is a maximal

subgroup of G and N < M ~ G. Now <p(GIN) = nMIN with M maximal in G. Since

<p(G) < M, we have that MN ~ <p(G)ff and so <p(G)N < M since N ~ M. Hence

<p(G)NIN <MIN, for all M maximal in G. Therefore <p(G)NIN <<p(GIN).

(ii) Let 1f be the natural homomorphism from G onto GIN. Under this homomorphism,

there is a one-to-one correspondence between the subgroups of GIN and those subgroups

of G containing N. Now N ~ <P (G) implies that the maximal subgroups of G containing

N correspond to the maximal subgroups of GIN. Hence

<p(GIN) n(MIN), where M runs over all maximal subgroups of G

(n M)IN = <p(G)ll\{.

o

Lemma 2.4.15 <p(GI<p(G)) = <p(G)/<p(G) = {la}·

Proof. Since <P (G)~ G, by Lemma 2.4.14 part (ii) we have that <P (GI <P (G)) = <P (G)I <P (G) =

{la}. 0

Lemma 2.4.16 Let N s G with G finite. Then N ~ <p(G) if and only if there is no proper

subgroup H of G such that H N = G.

Proof. Assume that N ~ <p(G), we need to show that there exists no proper subgroup H

of G such that H N = G. Let H < G. Then there exists a maximal subgroup M of G such

that H <M < G. Since N ~ <p(G) then 1'[ <M. Hence HN <M < G. Thus there is no

proper subgroup H of G such that H N = G.

Conversely if there is no proper subgroup H of G such that H N = G , we want to show

that N ~ <P (G). Suppose that N i <P (G), then G i= {le} and by the definition of Frattini

subgroup there exists a maximal subgroup M of G such that N i M. Now M < MN ~ G

and maximality of M imply that MN = G, which is a contradiction. 0
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Lemma 2.4.17 (Dedekind's Lemma) [80} Let H, K , L be subgroups of a group G with

K ~ L. Then (HK) n z, = (HnL)K.

Proof. Since H n L ~ H, then (H nL)K ~ HK. Also H n L ~ L implies (H nL)K ~

LK = L. Hence (H n L)K ~ HK n L. (1)

Now let x E (HK) n L. Then x = hk and x E L, for some k E K and h E H. So

h = xk-1 E LK = L. Since H n L ~ L , we have that h E H nL. Hence x E (H n L )K.

Thus (HK) nL ~ (HnL)K. (2) By (1) and (2) we have that (HK) nL = (HnL)K. D

Lemma 2.4.18 [3) Let N ~ G. Then N < <I>(G) if and only if N/<I>(N) <<I>(G/<I>(N)).

Proof. We know that <I> (N) ~ N , so N / <I> (lV) is a group. Also, if N < <I> (G), then <I> (N) <
<I>(G). Therefore N/<I>(N) ~ <I>(G)/<I>(N) = <I>(G/<I>(N)), by Lemma 2.4.14. Conversely

assume that N/<I>(N) ~ <I>(G/<I>(N)). Then since <I>(G/<I>(N)) = <I>(G)/<I>(N) by Lemma

2.4.14, we must have N/<I>(N) < <I>(G)/<I>(lV). Thus N < <I>(G). D

Lemma 2.4.19 Let H <G and N ~ G.

(i) If N < <I>(H) then N < <I> (G).

(ii) <I>(N) < <I>(G).

Proof. (i) If N i <I>(G), then there exists M a maximal subgroup of G such that N i M.

Now M < MN ~ G and M a maximal su.bgroup imply that MN = G. Since N ~ <I>(H)

we have that N ~ H ~ MN = G. By Lemma 2.4.17, since N ~ MN we have that

MN n (NH) = N(H nMN). But MN n (NH) = MN nH = Hand N(H nMN) =

N(HnM) so we have H = N(HnM). Now since N ~ <I>(H), application of Lemma 2.4.16

yields H = H n M and so H < M. Hence N < H < M implies that N < M which is a

contradiction.

(ii) Since <I>(N) is a characteristic subgroup of N and N ~ G we have that <I>(N) is

normal in G. Let M be a maximal subgroup of G and suppose that <I>(N) i M. Since

M ~ ~(N)M ~ G, maximality of M implies that <I>(N)M = G. By Lemma 2.4.17 we

have that N = (<I>(N)M) nN = <I>(N)(M nN). By Corollary 2.4.9 we have M n N = N,

hence N ~ M and so <I>(N) ~ M. But this is a contradiction with the assumption that

<I> (N) i M. Hence <I> (N) <M for any maximal subgroup M of G, therefore <I> (N) < <I> (G).

D

Lemma 2.4.20 Let N 1 , N 2 , ..• .N; be normal subgroups of a group G. Then the map

0: : G ----7 (G/Nd x ... x (G/Nr )

defined by o:(g) = (gN1,gN2 , · · · ,gNr ) is a, homomorphism, and its kernel is ni=l Ni.
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Proof. By the definitions of quotient groups and direct products we have that

11

o:(gg') (gg'Ni; gg'N2, ... ,9'g'Nr)

(gN i , gN2, ... ,gNr)(g'Ni; g'N2, ... ,g'Nr) = o:(g)o:(g')

and so 0: is a homomorphism. Furthermore o:(g) = (Ni,N2 , · · · ,Nr), is the identity of

GINi x GIN2 X ••• X GINr if and only if 9 E N, for all i = 1,2,··· ,r and therefore

Ker(o:) = ni=i Ni. 0

Lemma 2.4.21 [10} Let Gi, G2,···, Gr be finite groups. Then 4>(Gi x G2··· x Gr ) =
4>(Gd X 4>(G2) x ... X 4>(Gr ) .

Proof. Let D = Gi X G2 X ••• X Gr and identify Gi with the subgroup 1x 1x ... X Gi X •.. x 1

of D. Since G, ~ D, by Lemma 2.4.19 part (ii) we have that 4>(Gi) :s; 4>(D), and so

4>(Gd x 4>(G2) x ... X 4>(Gr ) ~ 4>(D). (1)

Let K, = Gi X G2 X ••. X Gi-i X 1 X Gi+i X ••• X Gr . Since K, ~ D, we have that

4> (D)Kdtc, < 4>(D1Ki), i = 1,2, ... ,r. Since D1tc; = GiKds, ~ c, and 4>(D)Kdtc, ~
4>(D)/4>(D) n Ki, we have that 4>(D)/4>(JJ) n K, is isomorphic to a subgroup of 4>(Gi).

Thus 14>(D)/4>(D) nKi! :s; 14>(Gi)l. Since ni=i K, = 1, then by Lemma 2.4.20 we have that

4>(D) is isomorphic to a subgroup of the direct product of r groups 4>(D)/(4>(D) n Ki).

Hence 14>(D)1 :s; IIi=ll4>(Gi)\ = 14>(Gd x 4>(G2) x··· x 4>(Gr )l. (2) Now (1) and (2) imply

that 4>(Gi x G2 X .•• x Gr ) = 4>(Gd X 4>(G2) x ... X 4>(Gr ). 0

Theorem 2.4.22 The Frattini factor group G14>(G) of a finite p-group G is an elementary

abelian p-group. Furthermore, GI4>(G) is a vector space over 7lp •

Proof. Let M denote the set of all maximal subgroups of G. Since G is a p-group, \:IM E M

we have that M ~ G and G1M is a cyclic p-group of order p. Furthermore G' :s; M for

all M EM. Thus G' ~ ~ (G). Since G1M is a cyclic group of order p for all M EM,

we have xP E M for all M E M. Thus we deduce that xP E 4>(G) for all x E G. Hence

(x4>(G))P = ~(G) \:Ix E G. So GI4>(G) is an elementary abelian p-group. Thus GI4>(G)

can be regarded as a vector space over 7lJl" 0

Lemma 2.4.23 Let G be a finite p-group.. Then 4>(G) = {lG} if and only if G is elemen­

tary abelian.

Proof. We may assume that G i=- {lG}. Suppose first that G is elementary abelian. Since

G i=- {lG}, then 4>(G) < G by the definition of 4>(G). Moreover, since G i=- {lG} and G

is elementary abelian then G is characteristically simple by Theorem 7.41 of page 143 in

[30]. Now, since 4>(G) is a proper characteristic subgroup of G we have that 4>(G) = {lG}.

Conversely suppose that 4>(G) = {lG}. Since G is a finite p-group, by Theorem 2.4.22
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G/iJJ(G) is an elementary abelian p-group. Since G/iJJ(G) = G/{lG} ~ G, the proof

follows. D

Theorem 2.4.24 Let G be a finite p-qroup and let GP =< xP: x E G >. Then

(i) iJJ(G) = G'GP,

(ii) if p = 2, then iJJ(G) = G2,

(iii) if N ~ G, then iJJ(N) ~ <I>(G), in particular, if N ~ G, then <I>(G)N/N = <I>(G/N).

Proof. (i) By Theorem 2.4.22 we have that every maximal subgroup of G contains all

p-th powers and all commutators. Thus G'GP ~ <I>(G). Obviously G'GP ~ G and since

G/ G'GP is an abelian group of exponent p, G/ G'GP is an elementary abelian p-group. By

Lemma 2.4.23 we have that <I>(G/G'GP) == {la}. Now since G'GP ~ <I>(G) we have that

{lG} = <I>(G/G'GP) = <I>(G)/G'GP by Lemma 2.4.14 part (ii). Hence <I>(G) = G'GP.

(ii) By part (i) it suffices to show that G' ~ G2. Let x, y E G. Then [x, y] = x-1y-1xy =
x-ly-2xx-2xyxy = x-1y-2xx-2(xy)2 = (x- 1y-1x)2x-2(xy)2 E G2. Therefore G' ~ G2,

and hence <I> (G) = G'G2 = G2.

(iii) Let N ~ G then N is a p-group. By (i) we have that <I>(N) = N'NP ~ G'GP =
<I>(G). Now, let N ~ G. Since G is a p-group we have that G/N is also a p-group. Byap­

plying part (i) and Lemma 2.4.14 we get iI'(G/N) = (G/N)'(G/N)P = (G'N/NHGP /N) =

G'NGP/N = G'GPN/N = <I>(G)N/N.

D

Theorem 2.4.25 For every ( possibly injtnite) group G we have G' n Z(G) <<I>(G).

Proof. Let F = G' n Z (G). If F 1:. <I> (G) then there exists a maximal subgroup M of G,

with F 1:. M. Therefore M < MF < G and so maximality of M implies that MF = G.

Then each 9 E G has a factorization 9 = mj where m E M and j E F. Since j E Z(G),

gMg-1 = (mj)M(mj)-l = mjMj-1m--1 = mMm- 1 = M, and hence M ~ G. Since

M is maximal, G/ M has prime power order and hence is abelian. Thus G' ~ M. But

F ~ G' ~ M implies that F <M which is a contradiction. D

Theorem 2.4.26 Let N be a finite group. If there exists a group G with N ~ G and

N < iJJ(G) , then Inn(N) <<I>(Aut(N)).

Proof. See Theorem 2.2.6 of page 404 in [8]. o

The converse of Theorem 2.4.26 has been an open problem for many years. It has been

proved recently by Bettina Eick in [11].
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Theorem 2.4.27 [11] Let N be a finite group. If Inn(N) ~ <I>(Aut(N)), then there exists

a finite group G with N ~ G and N < <I> (G).

Proof. See Theorem 5 of [11]. o



Ker(a)

Ker({3)

Chapter 3

Group Extensions: An overview

In this chapter we present all the basic definitions and results of group extensions which

will be required later. If G is a finite group having a normal subgroup N, then we can

factorize G into two groups, namely Nand G/ N. Extension theory concerns with the

problem of studying the structure of an extension G of N by H using the knowledge about

the properties of the groups Nand G /N ~~ H. Thus the main problem consists in finding

all possible extensions of N by H.

3.1 Exact Sequences and Extensions

Definition 3.1.1 If Nand H are two groups, then an extension of the group N by the

group H is a group G having a normal subqroup K ~ Nand G/ K ~ H. We denote an

extension G of N by H, by G = N·H.

Let ifJ and 'ljJ be the isomorphisms described in Definition 3.1.1. Consider

N ~K~ G and G~ G/K~ H, where i is the inclusion map and 1r is the natural

homomorphism. Let a = i 0 ifJ and {3 = 'ljJ 0 1r. Then we have that

{iN} ---+N~ G~ H---+ {lH} where a and {3 satisfy:

{n E N Ia(n) == la} = {n E NI (i 0 ifJ)(n) = lG}

{n E N I ifJ(n) == lG} = Ker(ifJ) = {iN}'

Im(a) = {(i 0 ifJ)(n) In E N} = {ifJ(n) In EN} = Im(ifJ) = K,

{g E G I (3(g) = 1H } = {g E G I ('ljJ 0 1r) (g) = 1H } = {g E G I 'ljJ [1r (g)] = 1H }

{g E G I 'ljJ(gK) = lH} = {g E G IgK = K} = K = Im(a)

and Im({3) = {{3(g) I9 E G} = {'ljJ(gK) I9 E G} = Im('ljJ) = H.

14
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Definition 3.1.2 Let {Nn} be a sequence of groups and {an} a sequence of homomor­

phisms from N n-1 into N n Then we call

On-l o~ 7\T On+l 7\T. .. -+ N n - 1 r-r 1Vn --t 1Vn+1 -+ ...

a sequence of groups and homomorphisms. We say that the sequence (*) is exact if

ker(an) = Im(an-t} for each successive pair (a n-1, an).

Definition 3.1.3 A short exact sequence of groups and homomorphisms is an exact

sequence of the form {IN} -+ N ~ G ~ H -+ {lH}.

Remark 3.1.4 The conditions of exactness at N, G and H respectively asserts that Ker(a) =
{IN},Im(a) = Ker({3) and Im({3) = H which is a restatemet of what we have discussed

above. Thus the notion of group extensions and short exact sequences are the same and

so we can define an extension as follows:

Definition 3.1.5 If {IN} -+ N ~ G ~ H· -+ {lH} is a short exact sequence, then we say

that G is an extension of N by H.

Remark 3.1.6 If G is an extension of N by H given by the short exact sequence

{IN} -+ N ~ G ~ H -+ {lH}, then G/a(.N) = G/Ker({3) ~ Hand a(N) ~ N.

Theorem 3.1.7 Let A and B be groups, 0::1, a2 and a3 be homomorphisms. Then

(i) the homomorphism A ~ B is one-to-one iff the sequence {I} ~ A ~ B is exact,

(ii) the homomorphism A ~ B is onto iff the sequence A ~ B ~ {I} is exact,

(iii) the homomorphism A ~ B is an isomorphism iff the sequence {I} ~ A ~ B ~ {I}

is exact.

Proof. (i) Suppose that the sequence {I} ~ A ~ B is exact. Then ker(a2) = Im(at}.

However Im(at} = {I}. Thus ker(a2) == {I} and hence a2 is one-to-one. Conversely

suppose that A ~ B is one-to-one. Then ker(a2) = {l}. However from the sequence

{l} ~ A ~ B we have that Im(at} = {I} = ker(a2) and hence the sequence is exact.

(ii) Suppose that A ~ B ~ {I} is exact. Then ker(a3) = Im(a2). However ker(a3) =
B and thus Im(a2) = B and hence a2 is onto. Conversely suppose that A ~ B is

onto. Then we have that Im(a2) = B. However from A ~ B ~ {I}, we obtain that

ker(a3) = B = Im(a2). Hence the sequence is exact.

(iii) Suppose that {I} ~ A ~ B ~ {I} is exact. Then ker(a2) = Im(at} = {I}. Thus

a2 is one-to-one. Also from the exactness of sequence we have that ker ((3) = B = I m (a2).

Hence a2 is onto and hence an isomorphism. Conversely suppose that a2 is an isomorphism.

Then we obtain that ker(a2) = {I} and Im(a2) = B. Thus from the sequence

{I} ~ A ~ B ~ {I} we obtain that ker(o~2) = {I} = Im(a1) and Im(a2) = B = Ker(a3)

and hence the sequence is exact. 0
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Lemma 3.1.8 (Five Lemma) [20J

Let

f30 f33

16

be a commutative diagram of groups and homomorphisms with exact rows. If cPo, <P1' cP3

and cP4 are isomorphisms, then so is cP2.

Proof. We have to show that <P2 is a one-to-one and onto homomorphism.

(i) cP2 is one-to-one: Let x E Ker(<p2). Then <P2(X) = 1B2 and f32(<P2(X)) = 1B3. There­

fore we have that f32(<P2(X)) = <P3(a2(x)) = 1B3 by commutativity. Hence a2(x) = 1A3'

since <P3 is one-to-one. Then x E K er(a2). Hence there exists yEA1 such that a1 (y) = x

(exactness at A2) and 1B3 = cP2(a1(y)) = q.>2(X) = f31(cP1(Y)) implies that cP1(Y) E Ker(f3d.

So cP1 (y) E B 1 and the exactness at B1 implies that there exists w E Bo such that

f3o(w) = <P1(Y)· Since cPo is onto, there exists j E Ao such that cPo(j) = w. Then <P1(Y) =
f3o(w) = f3o(<Po(j)) = cP1(ao(j)) by commutativity. Since <P1 is one-to-one then we have

ao(j) = y. Now exactness at A1 implies that y E Ker(aI), and so a1(Y) = 1A2. Hence

x = 1A2. Therefore K er(<P2) = {I} and he ce cP2 is one-to-one.

(ii) <P2 is onto: Let x E B2, then there exists y E A3 such that <P3(y) = f32(X). Since

f33(f32(X)) = IB4 by exactness at B4, f33[~3(Y)] = 1B3. We get cP4[a3(Y)] = 1B4 by com­

mutativity and therefore a3(Y) = lA4' since <P4 is an isomorphism. Thus Y E K er(a3)

and there exists z E A2 such that a2(z) = Y by the exactness at A3. Now we have

f32(cP2(Z)) = <P3(a2(z)) = <P3(Y) = f32(X). Therefore f32 (<P2 (z)(x- 1)) = IB3 and hence

cP2(Z)(X-1) E K er(f32). Now the exactness at B2 implies that there exists w E B1 such

that f31(W) = cP2(Z)(X- 1). Since <P1 is onto, there exists j E Al such that cP1(j) = w.

Then we have cP2(Z)(X- 1) = f31(W) = f31(<PI(j)) = <P2(a2(j)) by commutativity. Hence

x = [<P2(a2(j))]-I.<P2(Z) = cP2([a2(j)]-I).ep2(Z) = <P2(a2(j-1)z) and so <P2 is onto, thus an

isomorphism. D

Definition 3.1.9 An extension {IN} -+ N ~ G ~ H -+ {IH} is said to be equivalent to

an extension {IN} -+ N ~ G ~ H -+ {Ill} if there exists a homomorphism <P : G -+ G

such that the diagram
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commutes.

N _ (3

Remark 3.1.10 If G and G are equivalent extensions, then by using the five lemma it can

be shown that 4J is an isomorphism between G and G. It is also very easy to prove that

the equivalence of group extensions given in Definition 3.1.9 is an equivalence relation. We

should also mention that equivalent extensions are isomorphic, but isomorphic extensions

need not be equivalent. (See example 2 of page 221 of [35].)

Definition 3.1.11 An extension {IN} -+ N ~ G 4. H -+ {lH} is called

(i) abelian if G is abelian,

(ii) central if Im(a) = a(N) C Z(G) ,

(iii) cyclic if H is cyclic,

(iv) split if there is a monomorphism ,\ : H ~ G such that (3,\ = IH.

Remark 3.1.12 If an extension is abelian, central or cyclic, then so is every equivalent

extension. In Theorem 4.1.7 we prove that if an extension splits, then so does any equivalent

extension.



Chapter 4

Semidirect Prod .ict

The focus of this chapter relates to the splitting extensions of finite groups which internally

leads to the splitting of a group over a normal subgroup. For structural purposes, this

appears to be the most natural approach for the decomposition of a group in that only the

normal subgroup and a subgroup of its automorphism group is needed in order to effect

the extension, the so-called semidirect product. We note that other well known products

such as the holomorph and the wreath product derive from the semidirect product. So, we

will explore the ramifications of this concept within the development of group structure.

4.1 Semidirect Product and Split Extensions

Definition 4.1.1 A group G is a semidirect product of a subgroup N by a subgroup

H, if the following conditions are satisfied:

(i) G = NH,

(ii) N <iJ C,

(iii) N n H = {IG}.

The subgroups Nand H are said to be complementaru. We use the notation G = N:H for

a semidirect product G of N by H. The notation N:CfJH is also used to denote the semidirect

product of N by H, this notation will be justified in the course of the discussion.

Remark 4.1.2 In contrast to a direct product, a semidirect product of N by H is not

determined up to isomorphism by the two subgroups. However, the semidirect product

depend on how N is normal in G.

18
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Let G = N : H. Then we make the following observations.

(1) We have that H = H/(N n H) ~ HN/N = G/N by the second isomorphism

theorem. Consequently, if G is finite we have that IGI = INIIG/NI = INIIH\.
(2) Since G = NH, each x E G can be written as x = nh for n E Nand hE H.

Suppose that this could be done in two different ways, that is, suppose x = n1h1 and

x = n2h2 for some nI, n2 E N and hI, liz EH, then we would have

n2" lnl = h2hl-1 E N n H = {lG}, forcing nl = n2 and b, = h2. Hence each x E G has a

unique expression x = nh where n E N and h E H.

(3) Let x, y E G and write x = n1h1 and y = n2h2. We know that the element xy

of G can be written as n'h' for some unique n' E Nand h' E H, by (2), so explicitly we

have xy = n1h1n2h2 = nlhln2hl-lhlh2 where n' = nlhln2hl-l E N, since N ~ G and

h' = h1h2 EH.

(4) Let h E H. Since N ~ G, conjugation by h maps N to N. Consequently we can

define a map 'Ph : N ---+ N given by 'Ph(n) = hnh- 1 for n E N and h E H. The map 'Ph is

an automorphism of N.

'Ph is onto: For any x E N, x = 'Ph(h-1xh).

'Ph is one-to-one: If 'Ph(X) = 'Ph(y), then h:r;h-1 = hyh-1 so X = Y

'Ph is a homomorphism: For any x, yEN and h E H we have

Also for any g, h E H we have

Hence 'Pg'Ph = 'Pgh' In this way we have constructed a homomorphism 'P : H ---+ Aut(N)

where 'P(h) = 'Ph. The homomorphism 'P is called the conjugation homomorphism of

the semidirect product G. It can be seen from this that (n1hd(n2h2) = nl'Phl (n2)h 1h2 for

any nI, n2 E N and lii, h2 E H. Thus the group operation of G can be expressed in terms

of the group operations of Nand H and the homomorphism 'P.

(5) If the homomorphism 'P : H --l. Aut(N) defined by 'P(h) = 'Ph is the trivial

homomorphism, then we have nhn-1 = n'Ph(n-1)h = nn-1h = h for any n E N and

h E H and consequently H ~ G, therefore G = N x H. Conversely, if G = N x H, then

the elements of H commute with the elements of N and so the homomorphism 'P must be

trivial.

(6) If the conjugation homomorphism 'P : H ---+ Aut(N) is non-trivial, then the group

G must be non-abelian. Because there must be some h E H and n E N such that hnh-1 =
'Ph(n) =I=- n, in which case h and n do not commute.
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Definition 4.1.3 Given groups Nand H and a homomorphism ip : H --+ Aut(N), define

G = N:'PH to be the set of all ordered pairs (n, h) E N x H equipped with the operation

(n, h)(n' , h' ) := (nCPh(n'), hh').

Lemma 4.1.4 If N ~ G, and H ~ G then the following statements are equivalent:

(i) G is a semidirect product of N by H,

(ii) every element 9 E G has a unique expression 9 = nh, where n E N, and h E H,

(iii) there exists a homomorphism A : H --+ G, with ifJA = IH, where c/J : G --+ H is the

natural homomorphism,

(iv) there exists a homomorphism 1r : G .-+ G, with Ker(1r) = Nand 1r(x) = x for all

x E Im(1r).

Proof. See Lemma 7.20 of [31]. D

Theorem 4.1.5 A short exact sequence {IN} -+ N -+ G .!r H -+ {lH} splits if and only

if G is the semidirect product of N by Hi, where Hi ~ G and Hi ~ H with 1r(Ht} = H.

Proof. Suppose that {IN} -+ N-+ G .!r Er -+ {Irr} splits. Then there exists a homomor­

phism A: H --+ G, such that 1rA = IH. Now

A(X) = A(Y) ~. 1r(A(X)) = 1r(A(Y))

~. (1rA)(X) = (1rA)(Y)

~. x = y.

So that A is a monomorphism. Hence H/l(er(A) ~ Im(A) which implies that H ~ Im(A).

Thus ). : H --+ Im().) is an isomorphism. Let Hi = Im().). Since Ker(1r) = N and

Hi = Im(A) ~ G we have that N n Hi == {lG}. We need to show that N Hi = G. Since

N s G, NHi ~ G. Let 9 E G. Then 1r(g) E= Hand A(1r(g)) E Im(A) = Hi. Since

we have g.[A1r(g)] -l E Ker(1r) = N. Hence there exists n E N such that g.[A1r(g)]-l = ti.

Then we get 9 = n[A1r(g)] E NHi. So G ~ NHi and hence G = NHi. Hence G is a

semidirect product of N by Hi.

Conversely, suppose that G is the semidirect product of N by Hi a subgroup of G with

Hi ~ H. We need to show that {1} -+ N--+ G.!r H -+ {1} splits. Since G is a semidirect

product of N by Hi, then G = N Hi and N n Hi = {1} and so the elements of Hi form a

right transversal ( a complete set of coset representatives of N in G) of N in G. It follows
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that the restriction 1rIHl : HI ~ H, given by (1rIHl )(hd = 1r(hd, for all li: E HI is an

isomorphism. So there exists a homomorphism A, from H to G given by

H (1I"1~ ·-1 HI ~ G.

It is easily seen that

for all h E H. Hence 1rA = IH. o

Note 4.1.6 From the above theorem, we have that every split extension G of N by H

is equivalent to a semidirect product of N by H . Hence the terms split extension and

semidirect product can be used interchangeably to mean one and the same entity.

Theorem 4.1.7 [341 If an extension splits, then so does any equivalent extension.

Proof. Let {1} --+ N ~ G .f!..t H --+ {1} be a split extension such that it is equivalent to

the extension {1} --+ N ~ G 4 H --+ {1}. Let fJ be the homomorphism that gives the

equivalence. Then there is a monomorphism A: H ~ G such that (3A = IH· Let Al = fJA,

then Al : H ~ G is a monomorphism such that (3IAI = (3lfJA = (3A = IH· 0

Remark 4.1.8 It is obvious that NH = G implies that HN = G so that N is a comple­

ment of H. An extension G of N by H is a semidirect product of N by H, if and only if

N ~ G and N has a complement ( necessarily isomorphic to H). A subgroup N of G, may

not have a complement, and even if it does, a complement need not to be unique. If both

subgroups Nand H are normal in G, then G is a direct product of Nand H.

Definition 4.1.9 Let G, Nand H be as in Definition 4.1.3 and ip : H ~ Aut(N). Then

the semidirect product G of N by H is said to realize cp if CPh(n) = nh for all n E N,

hEH.

Theorem 4.1.10 Let Nand H be qroups, ip E Hom(H, Aut(N)). Then G = N:'PH is a

semidirect product of N by H that realizes cp.

Proof. See Theorem 7.22 of [31]. 0

Theorem 4.1.11 If G is a semidirect product of N by H, then G ~ N:'PH for some

homomorphism ip : H ~ Aut(N).
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Proof. Define 'Ph(n) = hmh/:", We know that each element g E G has a unique expres­

sion g = nh with n E Nand h E H. Since multiplication in G satisfies (nh) (n' h') =
n(hn'h-1) hh' = nn,h hh', it is easy to see that the map a : N:C{J H ~ G, given by

a(n, h) = nh, is an isomorphism. For any n, n' E Nand h, h' E H if a(n, h) = a(n', h'),

then nh = n'h'. That is, n,-ln = h'h-1 E JlfnH = {lG}. So n,-ln = IG and h'h-1 = IG.

Hence n = n' and h' = h, so that a is injective. Also, since Im(a) = {a(n, h) I n E

Nand h E H} = {nh InE Nand hE H} = NH = G we have that a is onto. Finally we

need to show that a is a homomorphism. For n, n' E Nand h, h' we have that

a[(n, h)(n', h')] a(n'Ph(n'), hh') == a(nhn'h- 1, hh') = nhn'h-1hh' = nhn'h'

a(n, h)a(n', h').

Hence a is an isomorphism. o

As an illustration of the preceding discussion, we shall prove in the next example that,

there exists only one non-abelian group of order 16 of the type 04 : 04.

Example 4.1.12 There exists only one non-abelian group of order 16 of the type 04 : 0 4 •

Proof. Assume that G = 0 4 : 04. Then 0 4~ G and 04 n0 4 = {lG}. Define Ji : 04 ~ 04

by fi(X) = xi, with (i,4) = 1. Also we have that

Now define 'P : 04 -+ Aut(0 4 ) by

if y is not a generator

if y is a generator.

f ·4 - Xz - •Since 'P is a homomorphism we have that 'Py 4 = l Aut(C4), so that 'Py4(x)
'4 4Therefore XZ = x and so i == 1(mod4).

If i = 1, then i == 1(mod4) and so 'Py(;z;) = f1(X) = x. That is yxy-1 = x. Hence G is

abelian. If i = 3, then we have 81 == 1(mod4) so that 'Py(x) = f3(X) = x-1 and therefore

G has the presentation

Hence there exists only one non-abelian group of order 16 of the type 0 4 : 0 4 • In addition

it can be easily shown that G has 12 elements of order 4 and 3 elements of order 2. 0

Theorem 4.1.13 Let G be an extension of N by H. If a subgroup K of G contains N,

then K is an extension of N by K / N. If the extension G splits over N, then K also splits

over N. If L is a complement to N in G, then L n K is a complement to N in K.
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Proof. Since N ~ K ~ G and N ~ G, we have that N ~ K. So K is an extension of N

by K / N. Suppose that G splits over N and let L be a complement to N in G. So we have

NL = G and NnL = {lG}' Then since G = NL, we get K = NLnK. Now N,L and K

are subgroups of G such that N <K. So by Lemma 2.4.17 we have K n NL = N(L n K)

and hence K = N(L n K). Since N n (L n K) = (N n L) n K = {lG}, we get that L n K

is a complement of N in K. 0

Definition 4.1.14 Let G be a finite qroup . A subgroup K of G is said to be a Hall

subgroup if (\K I, [G : K]) = 1.

Theorem 4.1.15 [31} If N is an abelian normal Hall subgroup of a finite group G, then

N has a complement.

Proof. See Theorem 7.39 of [31].

4.2 The Holomorph

o

Definition 4.2.1 Let N be any group, and consider the natural action of Aut(N) on N.

Then the homomorphism ip : Aut(N) ---+ A.ut(N) given by <p(a) = a for every

a E Aut(N) defines a semidirect product l\r:'P Aut(N) which is called the holomorph of N

and denoted by H ol(N).

Note 4.2.2 (i) N ~ Hol(N) by the definition of holomorph and for every a E Aut(N)

and n E N we have ana-1 = nO, where the product on the left is defined in Hol(N).

Thus every automorphism of N is obtained by restriction from an inner automorphism of

Hol(N) .

(ii) If H :::; Aut(N) and we consider the natural action of H on N. Then the action is the

inclusion map i : H ---+ Aut(N). The corresponding semidirect product N: iH, is said to

be a relative holomorph of N by H . Clearly by definition N ~ N:i H = N H ~ H ol(N).

Proposition 4.2.3 If G1 ~ G2, then Hol(Gd ~ Hol(G2).

Proof. We first show that if G1 ~ G2 then Aut(Gd ~ Aut(G2). Let f : G1 ---+ G2, be an

isomorphism. Now we define! : Aut(Gd ---+ Aut(G2) by !(a)(g2) = f[a(f-1(92))]' for

all 92 E G2 • First notice that :

f[a(f-1 (929~))] = f[a(f-1 (92)f- 1(g~))] = f[af-1 (g2)af - 1(g~)]

f[a(f-1 (92) )]f[a(f-1 (9~))] = !(a)(92)!(a)(9~)·



CHAPTER 4. SEMIDlRECT PRODUCT 24

It is not difficult to see that Va E Aut(Gd we have ](a) E Aut(G2). We claim that] is

an isomorphism.

] is well defined: Let a, (3 E Aut(Gd such that a = (3 . Then (](a))(g2) = j[a(j-1(g2))]

and (]((3))(g2) = j[(3(j-1(g2))]. Now since a = (3 we have j((3(j-1(g2))) = j(a(j-1(g2))).

So ](a) = !((3).

! is one-to-one: ](a) = ]((3) => j(a(j--1(g2))) = j((3(j-1(g2))), Vg2 E G2

=> a(j-1 (g2)) = (3(j-1(g2)), since j is one-to-one

=> a(gt} := (3(gt}, Vg1 E G1, since j is an isomorphism

=> a = (3.

] is onto: Let (3 E Aut(G2). We need to find a E Aut(Gt} such that ](a) = (3. Let

a = j-1(3f. Then j-1(3j E Aut(Gt}. Now we have

!(a)(g2) = j(a(j-1(g2))) = j[j-1(3j(j-.1(g2))] = j(j-1(3(g2)) = (3(g2), Vg2 E G2.

Thus ](a) = (3.

! is a homomorphism: For all a, (3 E A.ut(Gd and all g2 E G2 we have

and

(!(a)!((3))(g2) = !(a)(!((3){g2)) = ](a)(j((3(j -1(g2))))

= j(a(j-1(f((3(j-1(g2)))))) = j(a((3(j-1(g2)))).

Thus ! (a(3) = ] (a)] ((3) and hence ] is a homomorphism. So ! is an isomorphism from

Aut(Gd into Aut(G2). We have the following diagram

<,

G2

and the map j-1(3j : G1 --+ G2. Now we have to show that Hol(Gd ~ Hol(G2). Define

'ljJ: Hol(Gt} --+ Hol(G2) by 'ljJ(g1,a) = (!(gt},!(a)), Vg1 E G1 and Va E Hol(Gt}.
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'ljJ is well defined and one-to-one :

'ljJ(gl' a) = 'ljJ(g~, a') {::} (f(gd, J(a)) = (f(gD, J(a'))

{::} f(gd = f(g~ ) and J(a) = J(a')

{::} gl = g~ and a = a' since f and J are isomorphisms.

25

'ljJ is onto : Let (g2' (3) E Hol(G2). There exists gl E G1 such that f (gd = g2 and there

exists a E Aut(Gd such that J(a) = (3. Now 'ljJ[(gl, a)] = (f(gl), J(a)) = (92, (3) imply

that 'ljJ is onto.

'lj; is a homomorphism :

and

'ljJ(gl' a )'ljJ(g~, a') (f(gd, J(a))(f(gD, J(a')) = (f(gd[j(g~)]7(a), J(a)J(a'))

(f(gdJ(a)[f(gD], J(a)J(a')) = (f(gdf(a(g~)), J(a)J(a'))

(f(gdf(g~a),J(a)!(a'))

o

Proposition 4.2.4 If cp : H --+ Aut(N) is a monomorphism, then N:C{JH is isomorphic

to the relative holomorph of N by I m( cp).

Proof. Let G = N:C{JH. Define cp* : G --+ Hol(N) by cp*(n, h) = (n, CPh) for all n E N and

h E H. Then it is easy to see that cp* is a homomorphism, Now

Ker(cp*) {(n,h) I (n,CPh) = (IN,IN)}

{(n, h) In = IN,CPh = IN}

{(n, h) In = IN, h = lH}, since cP is one-to-one

(IN, lH) = lG·

Thus ip" is a monomorphism. Hence G ~ Jm (cP*) where

Im(cp*) = {(n, CPh) In E N, h EH} = relative holomorph of N by Im(cp).

o

Corollary 4.2.5 If ip : Aut(N) --+ Aut(..!V) is an isomorphism, then

N:C{J Aut(N) ~ Hol(N).
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Proof. Follows immediately from Proposition 4.2.4.

Lemma 4.2.6 If Gp is the cyclic group of order p (p prime),then Aut(Gp) ~ Cp- l .

26

Proof. Let Gp =< x > . Each a E Aut(Gp) is determined by o(z), so that

Aut(Gp) = {aI, a2,"', ap-l} where ai is defined by ai(x) = xi for some i = 1,2"" ,p-1.

Now let Z; be the multiplicative group of non-zero elements of Z p ~ Z /p Z and define

ip : Aut(Gp) ---+ Z; by cp(ai) = Z. Then tp is an isomorphism so that Aut(Gp) ~ Z;.

But the group of non-zero elements of a finite field is cyclic, so Aut(Gp) ~ Gp-I. 0

Example 4.2.7 Hol(Gp).

We know that Hol(Gp) = Gp:Aut(Gp) ~~ Gp:Gp- l. Let Gp =< x > and Aut(Gp) =< y >
where o(x) = p, o(y) = p - 1 and y(x) = ~r;i with 1 ~ i ~ p - 1 and i k ~ l(modp) for all

k E {1, 2,'" ,p - 2}.

Let ip : Aut(Gp) ---+ Aut(Gp) be the isomorphism defined by cp(y) = cpy = yj where

(j,p - 1) = 1 with 1 ~ j ~ p - 1. If j = 1, then CPy = Y and ip = IAut(c
p

) ' Hence in this

case we have

If j =I 1, then sp =I IAut(cp ) ' In this case we have Hol(Gp) ~ Gp:'PAut(Gp),
by Corollary 4.2.5, and

For example if p = 7, then y(x) = x3 and for j = 1 we get

Hol(G7) =< x,y I Xl' = y6 = 1,yxy-1 = x3 > .

For j = 5 we have CPy = y5 and i j = 35 == )j(mod7). Thus

Next we show that the groups given by the above presentations are isomorphic. For

this we identify the first presentation with GI and the second with G2 and x and y with a

and b respectively in G2 . Therefore we have
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and
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G2 =< a, b Ia7 = b6 = 1 , bab-1 = a5 > .

Define cp : G1 ----+ G2 by cp(x) = a and cp(y) = b- 1. Since cp(yxy-1) = cp(y)cp(x)[cp(y)]-l =

cp(x3), we have b-1ab = a3. (1)

Now

b-5ab5 since b6 = 1,
b- 4(b- 1ab)b4 = b- 4a3b4, by (1)

b- 3(b- 1a3b)b3 = b- 3(b- 1a.b)3b3 = b-3a2b3 = b- 2(b- 1a2b)b2

b- 2(b- 1ab)2b2 = b- 2a6b2 := b- 1(b- 1ab)6 = b- 1a4b = (b- 1ab)4 = a5 .

4.3 The Wreath Product

In this section we introduce the concept of wreath products. Subsequently we study the

hyperoctahedral group as an example of the application of this concept.

Lemma 4.3.1 Let X be a non-empty finite set and let GX denote the set of all maps from

X into the group G. For any f, 9 E GX let f 9 be defined for all x E X by a pointwise

multiplication (fg)(x) = f(x)g(x). With respect with the operation of multiplication GX is

a group. Moreover GX , is the direct product of IXI isomorphic copies of G.

Proof. See Lemma 8.21 of [30]. D

Lemma 4.3.2 If G, H are groups and if I-I acts on a set X, then also H acts on GX with

action fh(x) = f(xh- 1), for all x E X, h '= Hand f E GX . Moreover, the action of H on

GX determines a homomorphism cp : H --+ Aut(GX ) given by

cp(h) = CPh : f f----t fh

for all h E H, and f E GX •

Proof. Let h,h1,h2 E H, x E X and f,g E GX, then fh 1h2(x) = f(x(h 1h2)- 1) =

f(xh2 - 1h
1 - 1 ) = f((xh2 - 1)h

1 - 1) = fh 1(:r;h2- 1) = (fh 1)h2(x). So fh 1h2 = (fh1)h2 • Also

fl(x) = f(xl- 1) = f(x) and (fg)h(x) = (fg)(xh- 1) = f(xh-1)g(xh- 1) = fh(x)gh(x) =
(fhgh)(x). Hence (fg)h = fhgh.
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Next, K er('Ph) consists of all those functions f E GX for which fh(x) = f(xh- 1)
=

1 E G for all x E X, hence for all xh-1 'c X, so f = 1 E GX
• Each 'Ph is onto since

'Ph(fh- 1) = (fh-1)h = f for any f E GX , so 'Ph E Aut(GX ) . Finally we have

'Phh' (f)(x) fhh'(X) = f(x(h,-l h-1)) = f((xh,-1)h- 1) = f h(xh,-l) = (fh)h'(x)

('Ph'P~)(f)(x).

Hence 'Phh' = 'Ph 'Ph' , for all h, h' E H. o

Definition 4.3.3 Let G and H be finite groups with H a subgroup of the symmetric group

Sn' The permutation wreath product; G l H, is the semidirect product of a normal

subgroup N by H, where N is the direct product of n copies of G. Thus, the elements of N

are n-tuples (gl' 92,' .. ,9n) with each 9i E G. The automorphism 'Ph of G" associated with

a permutation h in H is defined by 'Ph(91,g2,'" ,9n) = (9h(1),9h(2)"" ,9h(n))'

Now for f,9 E G" and h, h' E H we define (f, h) 0 (9, h') = (f'Ph(g), hh').

Remark 4.3.4 In the above construction, H acts by conjugation on N, permuting the n

direct factors. Also IGI = 1Nl x IHI = IGlnx IHI·

4.3.1 The Hyperoctahedral Group

An important source of examples of permutation wreath product arises when the permu­

tation group is taken to be the symmetric group Sn' In this section we study the group

O2 l Sn' We show that this group is the semidirect product of n copies of O2 by the group

Sn' The permutation wreath product O2 l Sn is also known as the hyperoctahedral group.

Definition 4.3.5 A permutation matrix is a matrix in which every row and column

has a unique non zero entry and all non zero entries are equal to 1.

Remark 4.3.6 Every permutation matrix can be obtained from the identity matrix by

permuting columns(rows). Every permutation matrix is orthogonal and thus has an inverse,

that is again a permutation matrix, namely its transpose. The set of all permutation

matrices is a group under the multiplication of matrices.

Proposition 4.3.7 The set of all permutation matrices is a subgroup of GL(n, IF).

Proof. Since the inverse of a permutation matrix is again a permutation matrix, it suffices

to show that the product of two permutation matrices is a permutation matrix. Let
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A = (aij) and B = (bij) be two permutation matrices and let AB = C = (Cij). For

any i and j we have that Cij = 1 if there exists k, such that aik = bkj = 1, and that Cij = 0

otherwise. Now given i, there exists a unique k, such that aik = 1, and there exists a unique

j such that bkj = 1. Therefore, we have that Cij = 1 for one and only one j. In a similar

manner we have that for a given j, Cij = 1 for exactly one i. Hence C is a permutation

matrix. 0

Proposition 4.3.8 [lJ The group of all permutation matrices is isomorphic to Sn·

Proof. See Proposition 5 of page 42 of [1]. o

o

Note 4.3.9 Let X be a set of cardinality n. We may assume that X = {1, 2,···, n}. The

set of all subsets of X is denoted by P(X), that is, P(X) = {A I A ~ X}.

Lemma 4.3.10 The set P(X) is an elernentary abelian 2-group of order 2n , under the

operation of symmetric difference.

Proof. It can be easily shown that (P(X),~) is an abelian group. Since for any A E P(X)

we have that A ~ A = 0 = 1p (x ) , we have that every non-identity element of P(X) has

order 2. Hence P(X) is an elementary abelian 2-group.

For calculating the order of P(X) we will consider those subsets X which have r ele­

ments each, where 0 ~ r ~ n. It is known that the number of ways in which r elements can

be selected out of n elements is ( n ) = ( ~!)' " which is therefore equal to the numberr n r .r .

of subsets of X having r elements each. Hence in total the number of subsets of X is

~~=o ( ~ ) . On substituting a = 1 in the binomial expansion (1+ a)n = ~~=o ( ~ ) «,

we get ~~=o ( ~ ) = 2n
. This proves that X has exactly 2n subsets. SO IP(X)I = 2n =

21x l.

Remark 4.3.11 Let V be the vector space of dimension n over a field IF. Let

{ VI, V2, ... , Vn-I, vn } be an ordered basis for ~ For each subset A of X we define an element

fA of GL( n, IF) as follows:

if i EA

if i ~ A .
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We denote by D the set of all such mappings and in Proposition 4.3.12 we shall see that

D is an elementary abelian 2-subgroup of GL(n, IF) which is isomorphic to P(X).

Proposition 4.3.12 {7} The group D = {fA I A ~ X} is an elementary abelian 2-subgroup

of GL(n, IF) isomorphic to P(X).

Proof. It suffices to show that every non-identity element of D has order 2. Let IAI =
m < n. By the observation made in Remark 4.3.11 we have that a non-identity element of

D has the following representation in matrix form

-1 0 0 0 0 0 0

0 -1 0 0 0 0 0

0 0 -1 0 0 0 0

fA = 0 0 0 -1 0 0 0 = ( -~m .: ).
0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 .. . 1

However easy computation shows that fA 2 = In for all A ~ X. So D is an elementary

abelian 2-subgroup of GL(n, IF) isomorphic to P(X). 0

Let G be the product of D and Sn in GL(n, IF). We show next that G is a split

extension.

Theorem 4.3.13 {7} The group G = D,Sn is a split extension of the group D by Sn.

Proof. We will show that (i) D ~ G , (ii) D n s; = In.

(i) For any 1f E Sn the action of 1f on the ordered basis {VI, V2 ,'" ,vn} of V is given

by 1f(Vi) = V1l"(i)' Now if 1f E Sn and A ~ ..X we show that 1ffA1f- 1 E D. But

if 1f-l(i) E A

if 1f-l(i) ~A

-Vi if i E 1f(A)

Vi if i ~ 1f(A)

f1l"( A) (Vi)'

Hence 1ffA1f- 1
= f1l"(A) and f1l"(A) E D, for any A ~ X. Therefore D ~ G.

(ii) Since the only diagonal permutation matrix is In, we have D n Sn = {In}. 0
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Remark 4.3.14 From above we have that IGI= IDSnl = 2n.n! . The group G constructed

in Theorem 4.3.13 is called the hyperoctahedral group and it is a special case of the

generalised symmetric group.



Chapter 5

Presentations of Group Extensions

Due to its role in the description of a group, in this chapter we will study the theory of

group presentations. Based on the theory of group presentation we study the presentation

of a group extension as well as that of a split extension. For the study of presentations we

have widely used [[20], [23], [29]].

5.1 Presentation of a Group

Definition 5.1.1 A group F is said to be free on a subset X ~ F if given any group G

and any map a : X ----+ G there is a unique homomorphism (3 : F ----+ G extending a, that

is, having the property that (3(x) = a(x), \Ix E X or that the diagram

X

,
G

is commutative (that is a = (3i) where i is the inclusion map from X to F.

The set X is called a basis of F and IXI .is called the rank of F, denoted by r(F).

Lemma 5.1.2 If F is free on X, then X generates F.

32
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Proof. Let H =< X >= n{K ~ F, X~. K}. That is H is the smallest subgroup of F

which contains the set X. Let ifJ : X ---t H denote the inclusion map with if/ : F ---t H the

corresponding extension of cjJ. Then cjJ'(x) == cjJ(x) , "Ix E X. Let i' : H ---t F, denote the

inclusion map from H to F. It can be seen from the diagram below that i'ifJ' is an extension

of i'ifJ. But so does the identity map IF. By uniqueness of the homomorphism i'ifJ', we have

that i'cjJ' = IF. Thus F = Im(IF) = Im(i'~6') = Im(cjJ') ~ H. Since H is a subgroup of F,

we must have F = H and hence X generates F.

i______~ FX

/'
H

i' 1
F

o

Lemma 5.1.3 Let G be a group generated by a subset Y and let X be any set in a bijective

correspondence a : X ---t Y, with Y. Then there exists a homomorphism (3 from the group

F with basis X, onto G such that (3(x) = a(x) for all x E x.

Proof. Since < Y >= G and a : X ---t G, there exists a unique homomorphism

(3 : F ---t G such that (3(x) = a(x) for all x E X. We need to show that Im((3) = G.

Im((3) { (3(f) I f E F}

=> {(3(x) I x E ~r}

=> {a(x) Ix E ~~} = Y, since a is a bijection.

So Im((3) ~ Y and hence Im((3) ~ < Y >== G. Since Im((3) ~ G, we must have Im((3) = Y.
Hence (3 is onto. 0

Proposition 5.1.4 Every group is isomorphic to a factor group of some free group.

Proof. Given a group G, let X be a set of generators of G. Let F be the free group

generated by X. Let cjJ' : F ---t G, be the extension of the inclusion cjJ : X ---t G. Then

Im(cjJ') { cjJ'(f) I f E F}

~ {ifJ'(x) I x EX}

~ {ifJ(x) I x EX} = X.

Thus Im(cjJ') ~ < X >= G and since Im(,p') ~ G we have that Im(ifJ') = G. Now if we let

K er(ifJ') = K, then we have that F / K ~ Jm(cjJ') = G. 0
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Definition 5.1.5 Let X be a set and F be a free group on X, that is, X generates F and

we have no relations in the set X± = { X, x-1 I x E X}. Let R ~ F and let !J.R denote the

normal closure of R in F (that is, !J.R is the normal subgroup of F generated by R). We

say that G is a group generated by X with relations {rj = e I rj E R} if G ~ F / !J.R. We

denote this by G = < X IR > and we say that < X IR > is a presentation for G.

Remark 5.1.6 If IXI< 00 and IRI< 00, then we say that G is finitely presented .

Theorem 5.1.7 Let F, G and H be groups, (3 : F ---7 G and a : F ---7 H be homomor­

phisms such that Im((3) = G and Ker((3) ~ Ker(a). Then there exists a homomorphism

a : G ---7 H such that Cf(3 = a.

Proof. We wish to prove the existence of (J E Hom(G, H), such that the diagram

F

H

commutes.

Given 9 E G, choose f E F, such that (3(f) = 9 and define Cf(g) = a(f). Such an f

exists since I m ((3) = G and a is well defined because K er ((3) ~ K er (a).

(3(f') = (3(f) {::} (3(f' f -1 ) = IG

{::} rr: E K er ((3)

::::} r r' E K er(a), since K er((3) ~ K er(a)

::::} ai]' j-1 ') = IH

::::} a(f') = a(f)·

Thus a(j) is independent of f E (3-1(g).

Now let g, g' E G and t, f' E F, such that (3(f) = 9 and (3(f') = g'. Since (3 is a

homomorphism, we have (3(f f') = (3(f)(3(/') = gg' and

Cf(gg') ai] f'), by the definition of a

a(f)a(f'), since a is a homomorphism

Cf(g)Cf(g') , by the definition of Cf.
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Proving that a is a homomorphism. Finally, for each f E F we have (u(3)(f) = u((3(f)) =
a(f) by definition of a. Hence u(3 = a. D

Proposition 5.1.8 (Substitution test) [20] Suppose that we are given a presentation

G =< X I R >, a group H and a mapping 4; : X -----t H. Then 4; extends to a homomor­

phism 4;" : G -----t H, if and only if for all ~; E X and r E R the result of substituting 4;(x)

for x in r yields the identity of H.

(3X ____

"H

Proof. Let G =< X IR> and consider the commutative diagram
R

ul

where a and i are inclusions and (3 is the natural homomorphism with K er((3) = ~R

and (3(x) = x for all x E X. Since F is free on X, we have that 4J extends to a unique

homomorphism 4J' : F -----t H.

Assume that for all x E X and r E R, the result of substituting 4;(x) for x in r yields

the identity of H. Then for r E R with r ==xrxj ... xi we have

4J'(r) 4;'(xi:c;j· ·· xi)

[4J' (Xi)]m[4J' (Xj)]n... [4;' (Xk)]l

[c/J(Xi) .m [cP(Xj)]n ..• [c/J(Xk)]l

lH·

Thus r E Ker(4J') and hence R ~ Ker(4;l). Now ~R =< R >= Ker((3) ~ Ker(4;'), and

then by Theorem 5.1.7 there exists c/J" such that 4;" (3 = 4;'. Since 4;' is an extension of 4;,

for all x E X we have 4J(x) = 4J' (x) = (4J" /1)(x) = 4;" ((3(x)) = 4;" (x). So c/J" is an extension

of 4J on X.

Conversely assume that 4J extends to a homomorphism 4;" : G -----t H, we show that

the result of substituting 4J(x) for x in r yields the identity of H. Let f E K er((3). Then

(3(f) = lG and hence 4J" ((3(f)) = 4J" (lG) == lH· Then f E K er(4;" (3) and hence K er((3) ~

Ker(4J"(3). Now, Ker((3) ~ Ker(4J"(3) implies that R ~ Ker(4J') (*). Let r E R then
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r = x'f··· xj and by (*) we have that 4>' (r ) = lH, so

lH 4>'(xi··· xj) = [4>'(Xi)]m ... [4>'(Xj)r

[4>(xd]m ... [4>(Xj)r, since 4>'(x) = 4>(x) Vx E X.
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D

Note 5.1.9 In Proposition 5.1.8, if 4>" exists then it must be unique. Assume 4>" and 4>~

are two homomorphisms such that 4>" {3 = (P' and 4>1" {3 = 4>'. Then

(4)'' (3)(x) = (4)1''(3)(x) => 4>" ({3(x)) = 4>1" ((3(x))

=> 4>" (x) = 4>1" (x ), for all x E X.

" "Thus 4> = 4>1 .

Remark 5.1.10 4>" is an epimorphism if and only if < 4>(X) >= H.

Proof. Suppose that 4>" is an epimorphisrn. Then we have 4>" (G) = H. Hence

4>"( < X » = H, so that < 4>"(X) >= FI. Since 4>" is an extension of 4> on X, we have

4>"(X) = 4>(X). Thus H =< 4>(X) > . Conversely, assume that H =< 4>(X) > . We have

H =< 4>"(X) >= 4>"(< X » = 4>"(G). This implies that 4>" is onto. D

Proposition 5.1.11 If Hand K are given by presentations H =< X IR> and

K =< Y IS>, then H x K =< X, Y I R, S, [X,Y] > (*) where

[X, Y] = {[x,y] I x E X,y E Y} = {xyx-1y-1 I x E X,y E Y}.

Proof. Let G be the group presented by (*). By Proposition 5.1.8 the inclusions

i : X ---+ G and j : Y ---+ G extend to homomorphisms a : H ---+ G and {3 : K ---+ G

respectively. Since (h, e)(e, k) and (e, k)(h, e) are both equal to (h, k), then the groups H

and K centralize one another in G, and we have a homomorphism a : H x K ---+ G defined

by (h, k) 1----+ a(h){3(k) such that a(h, e) = a(h){3(e) = a(h)lG = a(h) = i(h) = h and

a(e, k) = a(e){3(k) = lG{3(k) = (3(k) = j(k) = k for all hEX and kEY.

On the other hand, the mapping 4> : X U Y ---+ H x K sending x to (x, e) and

y to (e, y) , extends to a homomorphism p : G ---+ H x K. Since op : G ---+ G and

pa : H x K ---+ H x K both fix generating sets ( in H x K and G respectively), it follows

that a and p are mutually inverse, hence o is an isomorphism. D
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5.2 Presentation of a group extension
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Consider the extension {IN} -t N ~ G~~ H-t {IH}. Assume that Hand N are given

by the presentations H =< X I R > and N =< Y I S > respectively. We need to find

a presentation for G using these presentations. We introduce for this effect the following

notations:

Y = a(Y) = {y I y = a(y), yE Y} ~ G,

S = the set of all words in Y obtained from S by replacing each y by Y = { s Is E S},

X = { x I x E X} to be a set of liftings of { x I x E X} obtained by (3, then X is a

transversal for Im(a) in G. We can see that if x E H then there exists x E G, such that

(3(x) = x. Also, let R be the set of all words in X obtained from R by replacing each x in

R by z.

Lemma 5.2.1 (i) a(N) is generated by Y,

(ii) Vr E R we have rE Im(a).

Proof. (i) N is generated by Y, implies that a(N) is generated by a(Y) = Y.

(ii) Let r = w(x I x E X) be a word in .X . Then r = w(x Ix E X) is a word in X. Since

(3(r) = 1H, by Proposition 5.1.8 we have that rE Ker((3). Now Im(a) = Ker((3) implies

that rE Im(a), Vr E R. 0

Note 5.2.2 Lemma 5.2.1 implies that each rE R can be written as a word Vr in Y, since

Im(a) = a(N) is generated by Y. Let R = : {r(vr)-l IrE R}. Since Im(a) ~ G and Im(a)

is generated by Y, we have that "Ix E X and Vy E Y, X y(x)-l E Im(a). So x y(x)-l is

a word in Y, say Wx,y. Now let T = {x Z7(x)-lw;,~ I x E X, Y E Y}. Then we have the
following result.

Theorem 5.2.3 [20J If G is an extension of N by H, where N =< Y IS> and

H =< X IR >, then G has the presentation G =< X , Y IR, S,T >. (*)

Proof. Let F be the group given by the presentation (*). Since all the relations in (*)

hold in G, by applying Proposition 5.1.8 to {F, G, i, if} where i : X ---r G and if : Y ---r G

are inclusions we deduce that there is a homomorphism

4J:F---rG

y ~ y.
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The restriction of 4J to the subgroup < Y > of F gives rise to a homomorphism

cf;' = 4J I <17> : < Y > -+ I m(a) ~ N

Y I----t y.

Since the defining relations S of N (with each y replaced by y) hold in < Y >~ F, we

have Ker(4J') = { y E< Y > I y = iN} = {iF} and Im(4J') =< y lyE N >= N. Thus cf;'

is a bijection. Now the presence of the relations T in (*) means that < Y > is a normal

subgroup of F. Since 4J(< Y » ~ Im(a), ~6 induces a homomorphism

cf;" : F/< Y > -+ G/lm(a) ~ H

x < Y > I----t x.

The relations R defining H all hold ( with x replaced by x < Y » in F / < Y >, so cf;"

must be a bijection. Thus we have a commutative diagram

4J'

nat----__ F/<Y> ---__ IF /<17>inc
1<17> -----.._ < Y > ------tl- F

with exact rows. Since 4J' and cf;" are isomorphisms, it follows from Lemma 3.1.8 that cf; is

also an isomorphism. Hence the theorem is proved. D

The following is a very useful result in finding a presentation for a split extension.

Corollary 5.2.4 [20J Let N =< Y IS> and H =< X I R > be groups. Let

'P : H -+ Aut(N) be a homomorphism such that 'Px(Y) = Wx,y is a word in

y±( x E X, Y E Y). Then the semidirect product N:'PH of N by H has the following

presentation

G = N:'PH =< X, Y I R , 8, xyx-lw;,~, X E X, Y E Y > .

Proof. Since G = N:'PH is an extension of N =< Y IS>, by H =< X I R >,
by the Theorem 5.2.3 the group G has the presentation G =< X, Y I R, S, T > where

T = {x y(x)-lw;,11 x E X, Y E Y}. Now since the extension splits, there exists a homo­

morphism a : H -+ G such that {3a = IH. So we can choose the generators of X to be

{a(x) I x E X}. Then for each r E R we have a(r) = r = lG, and since each r E R is a
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word in Y written as Vr, all the Vr are equal to e in R. Identifying X = {(x, e) I x E X}

with X and Y = {(e, x) lyE Y} with Y, we have the presentation

G =< X, Y I R,S,xy~r;-lw;,t, x E X,y E Y >.

D

Example 5.2.5 (Metacyclic groups) Consider the group G = N:H where N ~ Cn and

H ~ Cm subject to the homomorphism 'P. Let N =< Y I yn = e > and H =< x I xm = e > .
We know that Aut(N) is an abelian group with IAut(N)1 = cjJ(n) where cP is the Euler

totient function. Assume that 'Px (y) = yk, 0 ~ k ~ n - 1 . Then it can be shown that

km == l(modn). Now application of Corollary 5.2.4 yields that

G < x, y I x m = tin = e, xyx-1(yk)-1 = e >

< x, y I x m = yn = e, xyx-1 = yk > .

Remark 5.2.6 (i) In the above example if k = 1, then G = N x H.

(ii) For n = 3 and m = 2, we have two different split extensions.

(1) 'Px(y) = y. So k = 1 and hence G = C3 X C2 = C6 •

(2) 'Px(Y) = y2 = y-l. So k = 2 and hence



Chapter 6

Groups of order pq, p2q and p3

The structure of a non-abelian group of order pq where p and q are distinct primes is well

known. The existence of such groups is often demonstrated by constructing the group

using group extensions. In this chapter we study the non-abelian groups of order pq, p2q

and p3. We exhibit two examples of groups of order pq, one in terms of permutations and

the other in terms of matrices. In this chapter p and q are distinct primes.

6.1 Groups of order pq

Proposition 6.1.1 [I] Let H be a cyclic group and let N be an arbitrary group. If 0

and iJ are monomorphisms from H to A~!J,t(N) such that O(H) = iJ(H), then we have

N:BH ~ N:{}H.

Proof. Let H =< x >. Since 8(H) = iJ(H) by hypothesis, we have that 8(x) and

iJ(x) generate the same cyclic subgroup of Aut(N). Hence we can find a, b E 7L such

that [O(x)]a = iJ(x) and [iJ(x)]b = 8(x). As H is cyclic we have that O(ha) = iJ(h) and

iJ(hb) = 8(h) for any h E H. Now define p : N:{} H -+ N:BH by p(nh) = nh": Then we

have

p(n 1o(h1) (n2)h1h2)

nl iJ(h1)(n2) (h1h2)a

nlO(h~)(n2)h~ h~, since H is abelian

nlhlan2hl-ahlah2a =nlh~n2h~

which shows that pis homomorphism.

40
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Similarly it can be checked that the map a : N:8 H --+ N:{} H defined by a(nh) = nhb

is a homomorphism. Now it suffices to show that p and a are mutually inverses. The

map po a sends nh E N:8 H to nhab. But 8(x) = [19(x)]b = ([8(x)]a)b = 8(xab) and 8 is a

monomorphism, therefore xab = x and hence hab = h, for all h E H. Therefore p 0 a sends

nh to nh, and so po a is the identity map on N:8H. In a similar way it can be checked

that a 0 p is the identity map on N:{} H. Hence the result. 0

Lemma 6.1.2 Every group of order pq, has a normal subgroup.

Proof. Let G be a group of order pq with p and q distinct primes. Without loss of

generality, assume that p > q. Let P E Sylp(G), then by Sylow's Theorem we have np ==
1(modp) and np I q, where np is the number of Sylow p-subgroups of G. So np = 1+ kp and

q = k'np for some k, k' E 7L. Then q = k'(l + kp). Since q is a prime, we have {I + kp = q

and k' = I} or {I + kp = 1 and k' = q}. But P > q implies that 1 + kp = q is not possible,

so 1 + kp = 1 and hence k = O. Therefore np = 1, so that P ~ G. 0

Theorem 6.1.3 If G is a finite group of order pq, where p > q. Then either G is cyclic or

G =< x, Y > with relations xP = yq = 1 and yxy-l = xi, where i t= l(modp), iq == l(modp)

and q I p - 1.

Proof. Let G be a group of order pq. By Cauchy's Theorem there exist x, y E G, such

that o(x) = p and o(y) = q. Let P =< x >, then P E Sylp(G). By Lemma 6.1.2 we have

that P ~ G. Similarly if Q =< Y >, then Q E Sylq(G) and using the same argument as

that of Lemma 6.1.2 we get nq = 1 + k'q where k' = 0 or nq = p.

Case 1 : If k' = 0, then nq = 1 and hence Q~G. Since P and Q are normal subgroups

of G and P n Q = {lG} and PQ = G, we have G = P x Q ~ Cpq.

Case 2 : If nq = p f= 1, then p == 1(rnodq) , and so q I p - 1. Then Q is not normal

in G. Since P ~ G, yxy-l = xi for some i. If i == l(modp), then we have that xi = x and

so yxy-l = x. Hence G is abelian and this shows that Q ~ G which is a contradiction.

So i t= l(modp). Now yxy-l = xi implies that yqxy-q = xi\ so that x = xiq. Thus

iq == l(modp). Hence G is given by the presentation

G =< x, y I xP = yq = 1, yxy-l = xi >

where i and q satisfy relations iq == l(modp), i t= l(modp) and q Ip - 1. o

Proposition 6.1.4 There exists a non-abelian split extension of the form Cp:Cq if and

only if q divides p - 1; and when this is the case the extension is uniquely determined (up

to isomorphism).
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Proof. If q divides p -1, the existence of the non-abelian split extension of the form Cp:Gq

has been dealt with in Theorem 6.1.3. We now show that if there exists a non-abelian split

extension of order pq of the form Gp:Gq, then q I p - 1. We also prove the uniqueness of

such extensions. Consider the split extension Gp:Gq. If p < q, then Gq acts trivially on Gp

and hence Gp:Gq~ Gp x Gq contradicting the assumption that Gp:Gq is non-abelian. Thus

p> q.

Let Gp =< x >= { 1, x, x2, ... ,xp- 1} =< x2 >= ... =< xp- 1 > and Gq =< Y >=
{1,Y,' .. ,yq- 1}. Then GpnGq = {1}. Define li : Gp -+ Gp by /i(x) = xi with 1 ~ i ~ p-1.

So that

Let ip : Gq -+ Aut(Gp) ~ Gp- 1 be given by cpy = li. Then cpy = 11, or cpy = /i and

2~i~p-1.

Suppose that cpy = 11. Then cpy(l) = 11 (1) = 1, cpy(x) = x, ... ,cpy(xp- 1) = h (xp- 1) =
xp- 1 and multiplication is defined by X1Y1,X2Y2 = x1Y1x2Y11Y1Y2 = X1X~lYIY2 = XIX2Y 1Y2·

Hence Gp:Gq = Gp x Gq~ Gpq. This contradicts the assumption that Gp:Gq is non-abelian.

Hence we must have cpy = li where 2 ~ i :::; p - 1.

Let cpy = /i where 2 ~ i ~ p - 1. Then cpy(l) = li(l) = 1, cpy(x) = xi, . . . ,cpy(xp- 1
) =

/i(xp- 1) = (xp- 1)i. Since ip is an automorphism, we have that cpyq = /iq = 1Aut(c p
) ' So

CPyq(x) = liq(x) = x and xiq = x. Thus xiq-1 = 1 and iq = l(mod p). Now 2 ~ i ~ p - 1,

implies that xi i- x, and so i "¥ l(modp ). Also, since ip is a homomorphism from Gq

into Aut(Gp), we have Ker(cp) :sJ Gq. Therefore IK er(cp )1 I q and so Ker(cp) = {1} or

Ker(cp) = Gq. If Ker(cp) = Gq, then cp = 11 which is a contradiction since i > 1. Therefore

Ker(cp) = {1}. By the first isomorphism theorem, we have that Gq/Ker(cp) ~ Im(cp) ~

Aut(Gp) and hence Gq is isomorphic to a subgroup of Aut(Gp). Thus q Ip - 1 and we have

that G is given by the presentation

G =< x, Y I xP = yq = 1, yxy- 1 = xi, 1 < i ~ p - 1 >

with i and q satisfying relations i "¥ l(mod p), iq =l(modp) and q Ip - 1.

To show the uniqueness, assume that there exists another monomorphism from Gq to

Aut(Gp). Let 'if; be such a monomorphism. Since Aut(Gp) is a cyclic group of order p - 1

and q Ip - 1 we have that Aut(Gp) contains a unique subgroup of order q. Let K be such

a subgroup. Then we must have that cp(Gq) = K = 'if;(Gq). Now by Theorem 6.1.1 we have

Gp:'PGq~ Gp:7/JGq and hence the result. D
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i (1 2 ... p-1 p )
yx = x y = . . . ..

22 + 1 .h + 1 . .. p2+ 1 2+ 1

In the following we give two examples of non-abelian groups of order pq, one in term

of permutations and the other in term of matrices,

Example 6.1.5 Let i, q and p satisfy relations i t 1(modp), iq == 1(modp) and q Ip - 1.

Let x be the cyclic permutation (1 2 3 ... p) and y be the permutation

(

1 2 ,.. p-1 p)
y = i + 1 2i + 1 ' . . (p - 1)i + 1 pi + 1

where each of the integers i + 1, 2i + 1,'" ,pi + 1 is to be taken modulo p if it exceeds

p. Then x and y generate a non-abelian group of order pq. For, it can be easily seen that

xP = 1 and

so that yxy-l = xi. Now let 1 ~ k ~ p. The permutation yq maps k to the integer

ki q + iq- 1 +... + i + 1 modulo p if it exceeds p. But i q -1 = (i -1)(iq-
1 +... + i + 1), and

since iq == 1(mod p) and i t 1(mod p), it follows that iq- 1 +... + i + 1 == O( mod p). Thus

yq = 1.

(11) (i 0)Example 6.1.6 Let x = and ~I = be 2 x 2 matrices over the fieldo 1 L 0 1

IF = GF(q) of p elements, where i is to be taken modulo p if it exceeds p. We have that

x
P

= (~ ~) = (~ n= 12 and yq = (~ ~) (~~) = h

Let G =< x, Y > . Then yxy-l = (1 2) = xi, and hence G is a non-abelian group of
01 .

order pq.

6.2 Groups of order p2q

In this section we will study the non-abelian groups of order p2q of type Cp 2 :Cq where

p and q are primes and p > q. Before we embark into a more detailed discussion of the

subject we need the following properties.

Remark 6.2.1 Similar to the argument used in Lemma 6.1.2 it can be shown that every

group of order p2q has a normal subgroup of order p2.
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Proposition 6.2.2 Let p be a prime integer and let G be an elementary abelian p-group

of order pn, so that G is the direct product of n copies of Cp, The automorphism group of

G is isomorphic to the group GL( n, p) of invertible n x n matrices over the field 7L p •

Proof. See Proposition 22.4 of [18]. o

Theorem 6.2.3 If p and q are two distinct prime integers such that p > q, then there

are only two classes of non-isomorphic rum-obelion groups of order p2q namely Gp2:Gq and

to, x Gp):Gq.

Proof. Let G be a group of order p2q. Let N be a subgroup of order p2 in G. Then N ::9 G.

Let H E Sylq(G), then H ~ Gq and H tvN = {lG} so G = NH and hence G = N:H, a

semidirect product of N by H. Since 1Nl = p2, we have that N is either cyclic or isomorphic

to Gp x c;

Case 1: Let N be a cyclic group of order p2 generated by x, Define fi : Gp2 --+ Gp2

by Ji(x) = xi with 1 ~ i ~ p(p - 1), then

Let H =< Y > and let ip : H --+ Aut(Cp2) ~ Gp X Gp- 1 given by cpy = Ji. Since ip is

a homomorphism, we have that CPyq = f i
q = 1Aut(C 2). (*) Then CPyq (x) = f i

q
(x) = x. So

p

xiq = x so that iq == l(mod p2). Now (*) implies that fi = 1 or o(fd = q. If o(Ji) = q then

we have that q I p(P - 1). Since q and p are primes, we deduce that q I p - 1.

If q = 2, we have that i 2 == l(mod p2), so p2 I i 2 - 1, and hence i == l(mod p2) (1) or

i == -l(mod p2) (2) or p I i + 1 and p I i - 1. (3) Condi tion (3) implies that p I2 so p = 2

which is a contradiction since p > q. From condit ion (1) we have that yxy-l = x, so that

G is an abelian group. However condition (2) implies that G is a non-abelian group given

by

If q =I=- 2, we have G =< x, y I xP2 = yq = 1, yxy- l = xi 1 < i ~ p2 > where i and q

satisfy relations iq == 1modp2 and q Ip - 1.

Now we will show that the split extension Gp2:Gq is unique up to isomorphism. Since

ip : H --+ Aut(Gp2), is a homomorphism we have that Ker(cp) ::9 H. So Ker(cp) = {1}

or Ker(cp) = H. The latter case implies that CPy = 1Aut(C 2)' hence G is abelian and
p

G ~ Gp 2 X Gq. If K er(cp) = {1} then cp is a monomorphism and we get that H ~ I m( cp) ~

Aut(Gp2 ). Hence H is isomorphic to a subgroup of Aut(Gp2). So, q I p(p - 1) and hence
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q I p - 1. Now assume that 'ljJ is another monomorphism from 'ljJ : H -+ Aut(Cp2 ), given

by 'ljJy = fj for some 1 < j ~ p(p - 1). Then since c, ~ H ~ cp(H) ~ Aut(Cp2) and

Gq~ H ~ 'ljJ(H) ~ Aut(Gp2), we have that 'ljJ(H) = H = cp(H). Now the Proposition 6.1.1

implies the uniqueness of the split extension in this case.

Case 2: Let N ~ Gp x Gp =< Xl, X2 > and let H ~ Gq , with H =< Y > . Let

f : Gp x Gp -+ Gp x Gp, be given by f(xt} = xYx~ and f(X2) = x~x~, where a, b, c, dE 7l. p,

Then it is not difficult to show that f E A'ut(Gp x Gp) if and only if ad - be i= O. Hence

Aut(Gp x Gp) { f I f(xt} = xlx~, f(X2) = x~x~, ad - be i= 0, a, b,c, dE 7l. p}

"" { (: ~) I ad - be # 0, a, b,c, d E z.p } = G£(2, p).

Now consider the group G = N:CfJH where cp : H -+ Aut(Gp x Gp) is given by 'Py(xt} =
xYx~ and Cpy(X2) = x~x~ with a, b,c, d E Zp and ad - be i= O. Then the group G has the

following presentation

G I _'P __'P q 1 [ ] a-l c [ ] 1 [ ] b d-l=< Xl, X2, Y Xi = X"2 = Y = , y, Xl = Xl X2' Xl, X2 = ,y, X2 = X1X2 >.

Using the same argument as in case 1, it can be shown that the non-abelian split extension

(Gp x Gp):Gq is unique up to isomorphism. 0

Example 6.2.4 Let G = (Gp x Gp):CfJGq where 'P is given by 'Py(xt} = X1X2 and 'Py(X2) =
X2. Then G has the following presentation

6.3 Groups of order p3

We now study the non-abelian groups of order p3 with p prime. We will assume the results

mentioned in Lemma 6.3.2.

Lemma 6.3.1 Let IGI = pn, where p is a prime integer. If 0 ~ k ~ n, then there exist

N ~ G such that 1Nl = pk.

Proof. Let IZ(G)I = pm where 1 ~ m ~ n. Let X E Z(G) such that o(x) = p. Let

H =< X > . Then since H ~ Z(G), we have that H ~ G and hence G/H is a group of

order v:'. We use induction on n to prove the result. Let 1 ::; k ::; n. Let k' = k -1. Since

o< k' <n - 1, by induction hypothesis there exists W ~ G/ H such that IW I= pk'. Hence

W = N/H for some N ~ G such that N:2 H. Thus 1Nl = /WI./HI = pk'.p = pk'+l = pk.

o
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Lemma 6.3.2 If G is a non-trivial p-group of order pn and N is a non-trivial normal

subgroup of G, then N n Z(G) i= {le}.

Proof. See Theorem 1, page 73 of [1].

Lemma 6.3.3 If G is a non-abelian group of order p3, then IZ(G)\ = p.

o

Proof. Since G is a non-abelian group, G/Z(G) cannot be cyclic. Thus IGjZ(G)1 i= p and

hence IZ(G)I = p. 0

Lemma 6.3.4 Let G be a group and let ~';, y E G. If [x, y] E Z(G), then [xn, y] = [x, y]n
n(n-l)

and xnyn = (xy)n[x, y]-2- for any n E ~1.

Proof. Consider the first statement. We use induction on n to prove the result. Assume

that the statement is true for n E IN, then we have

xn+1yx-(n+1)y-1 = x~rn(y-1y)x-1y-1 = x(xnyx-ny-1 )yx-1y-1

x[xn, y]yx-1y-1 = x[x:
1
Yryx-1y-1, by induction hypothesis

[x, y]nxyx-1y-1, since [x, y] E Z(G)

[x, y]n[x, y] = [x, y]n+1,

Now we consider the second statement. Again we use induction on n. Assume that the

statement is true for n E I'N. Then we have

xxny(yxn)-lyxnyn = X (xnyx-ny-1 )yxnyn

x[xn, y]yxnyn = x[x, yryxnyn, by the previous statement
n(n-l)

[x, y]nxyxnyn = [x, y]nxy(xy)n[x, y] -2-, by induction hypothesis
n(n-l) +' +1 n(n+l )[x, y]n[x, y] -2- (xy) n . = (xy)n [x, y] -2- .

o

Theorem 6.3.5 Let p be an odd prime. Then there is exactly one isomorphism class of

non-abelian groups of order p3 having elements of order p2.

Proof. Assume that G is a non-abelian group of order p3. Let x E G such that o(x) = p2

and let N =< x > . Then N is a maximal subgroup of G and hence N ~ G. Let y E G - N.

Then we have that o(y) = p or o(y) = p2.
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Case 1: Assume that o(y) = p. Let H =< Y > . We claim that N n H = {IG}'

Suppose that NnH i= {IG}. Let yk E N for some 1 ~ k ~ p-1. Since (k,p) = 1, there exists

0:, (3 E lL such that ap + f3k = 1. This implies that y = yap+/1k = (yp)a.(yk)/1 = (yk)/1 E N

which is a contradiction. Thus N n H = {IG} and G = N:H. So G ~ Gp2:Gp.

Case 2: Assume that o(y) = p2. Since N and < y > are non-trivial normal subgroups

of G, we must have N n Z(G) i= {IG} i=< y > nZ(G) by Lemma 6.3.2. Since IZ(G)\ = p

by Lemma 6.3.3, we must have Z(G) = N n Z(G) =< y > nZ(G) and hence Z(G) =<
xP >=< yP > . So yP = xkp for some 1 ~; k ~ p - 1. Let Xl = x-k. Then y fJ.< Xl >,
o(xt} = p and yP = Xl-Po Since G/Z(G) is an abelian group, we have {IG} i= G' ~ Z(G)

and hence G' = Z(G). So, in particular, [:Z:l,y] E Z(G) and hence [Xl,Y]P = IG. Now by

Lemma 6.3.4 we have

since ~ E lL. Now xlPyP = XlPXl-P = IG implies that O(XlY) E {1,p}. Since y fJ.< Xl >,
O(XlY) i= 1 and hence O(XlY) = p. Now let H =< XlY > . Then H ~ Gp and we can easily

see that N n H = {IG}' Hence G = N:H S~ Gp2:Gp.

In both the above cases the uniqueness of the group G, up to isomorphism follows from

Proposition 6.1.1. 0

Lemma 6.3.6 [lJ Let Nand H be groups, let'ljJ : H -+ Aut(N) be a homomorphism and

let j E Aut(N). If f is the inner automorphism of Aut(N) induced by j, then N:!o'IjJ H ~

N:'ljJH.

Proof. Define B : N:'IjJ H -+ N:!o'IjJ H by B(nh) = j(n)h. We have

B(nl'ljJ(hl)(n2)h lh2) = j(nl'ljJ(hl )(n2)h lh2)

j(nt}j('ljJ(ht}(n2))h1h2 = j(nd[j 0 'ljJ(h1 ) 0 r: 0 f](n2).h lh2

j(nt}(f 0 'ljJ)(ht}(j(n2 )).hlh2 = j(nt}hlj(n2)h2 = B(nlht}B(n2h2),

which shows that B is a homomorphism. But the homomorphism sending nh E N:f°'IjJ H to

j -1 ( n )hEN: 'IjJ H is the inverse of B, and therefore B is an isomorphism.

o

Theorem 6.3.7 Let p be an odd prime. Then there is exactly one isomorphism class of

non-abelian groups of order p3 having no elements of order p2.

Proof. Let G be a non-abelian group of order p3 with no elements of order p2 by Lemma

6.3.1, there exists N ~G such that 1Nl = p2. Obviously N ~ Gp x Gp. Let X E G - N. Then
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we must have o(x) = p and H =< x > is a cyclic group of order p. It is easy to see that

N n H = {lG} and G = N:H. Thus G ~ (Cp x Gp):Gp. Let 'ljJ and ip be monomorphisms

from Gp to Aut(Gp x Gp) ~ GL(2,p). Then cp(Gp) and 'ljJ(Gp) are subgroups of order pin

GL(2,p). Since IGL(2,p) 1= p(p - 1)2(p+ 1), cp(Gp) and 'ljJ(Gp) are Sylow p-subgroupa of

Aut(Gp x Gp). Then cp(Gp) and 'ljJ(Gp) are conjugate in Aut(Gp x Gp) and hence there exists

f E Aut(Gp x Gp) such that cp(Gp) = f'ljJ(Cp)f - l.

Let 1be the inner automorphism of Aut(Gp x Gp) induced by f. Then we have cp(Gp) =
(10 'ljJ)(Gp) and hence (Gp x Gp):tPGp ~ (Gp x Gp)}otPGp ~ ic, x Gp):<PGp by Proposition

6.1.1 and Lemma 6.3.6. 0

Remark 6.3.8 Let N =< x >~ Gp2 . As we have seen in the proof of Theorem 6.2.3 (case

1)

Consider the non-abelian extension N:<P H where H =< Y >~ Gp and ip : H --+ Aut(N)

is a homomorphism given by CPy = Ji with 1 ~ i ~ p(p - 1). Then cpyP = fl = 1Aut(C
p
2)

and hence we deduce that x iP = x for all x E N. So that iP == 1(modp2). Now the group

N: <PH has the following presentation :

If p is odd, then the above extension is unique, up to isomorphism by Theorem 6.3.5.

If p = 2, then p2 1i P - 1 implies that 4 1i2 - 1. Since 1 ~ i ~ 4 and (i,4) = 1, we have

i E {1, 3}. If i = 1 then yxy-l = x, and N:<PH ~ Gp2 X Gp. If i = 3, then

Remark 6.3.9 Let N =< Xl, X2 >~ Gp x Gp. As we have seen in the proof of Theorem

6.2.3 (case 2)

Aut(Gp x Gp) { f 1 f(xd = xlx2' f(X2) = x~x~ ad - be =f: 0, a, b,c,d E ?Lp }

C::!. GL(2,p).

Consider the extension N:<PH where If =< Y >~ Gp and 'P : H --+ Aut(N) is

a homomorphism given by cpy(xd = x~x~ and Cpy(X2) = x~x~ with a, b,c, d E ?Lp and

ad - be =f: 0, . Then
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By Theorem 6.3.7, the non-abelian group of the above type is unique up to isomorphism.

For example, if p = 2, and we let cpy(xd = Xl, CPy(X2) = X1X2 we get the following

presentation

which produces a group isomorphic to Ds,

Note 6.3.10 From the above results we can deduce that unlike all other groups of order

p3 the quaternion group Q cannot be writ ten non-trivially as a semidirect product.



Chapter 7

Frattini Extensions

7.1 Frattini Extensions

In this section we give an account of the study of the Frattini extensions. For the study

of Frattini extensions we have extensively used [[2],[3],[6],[17]]. In order to accomplish our

study we need the following definitions.

Definition 7.1.1 (G-Module) Given a (multiplicativelly written) group G, a G-module

is an (additivelly written) abelian group A together with an action of G on A such that the

following axioms hold for all a, b E A, g, h E G.

(i) (a + b)g = ag + bg

(ii) a(gh) = (ag)h

(iii) a1G = a.

Definition 7.1.2 (Submodule) A subset B of a G-module A is said to be a submodule

if B is a subgroup of A, and is closed under the action of G, that is, bg E B for all b E B

and 9 E G.

Remark 7.1.3 Abelian groups can be regarded as Z- modules. Elementary abelian p­

groups can be regarded as modules over GF'(p) = Zip Z (the naturally induced action is

well defined as every element is annihilated by every multiple of p). Since lLp is a field,

elementary abelian groups are in fact vector spaces.

50
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Definition 7.1.4 Let G be a group. An extension (G, f) is called a Frattini extension

if the Kernel of f is contained in the Fratiini subgroup <.I>(G) of G.

Here we use (G, f) as a shortened representation for {I N } ~ N~ G 4 H~ {I H }.

Theorem 7.1.5 gives a useful characterization of the Frattini extensions for finite groups.

Theorem 7.1.5 Let G be an extension of N by H and assume that G is finite. Then G

is a Frattini extension of N by H if and only if G/<.I>(G) ~ H/<.I>(H).

Proof. Assume that G is a Frattini extension of N by H. Since N ~ <.I> (G)and G/ N ~ H,

we have <.I> (G)/N = <.I>(G/N) ~ <.I>(H). Thus H/<.I>(H) ~ (G/N)/<.I>(G/N) ~ (G/N)/<.I>(G)/N ~

G/<.I>(G).

Conversely assume that G/<.I>(G) ~ H/<.I>(H). Then G/<.I>(G) ~ (G/N)/<.I>(G/N), since

H ~ G/N. Since <.I>(G/N) ~ <.I>(G)N/N ~ ~?(G)/N n <.I>(G), we have

IGI
I<.I> (G) I

IGI 1 < IGI INn <.I> (G)I
1Nl x ~G/N)I - 1Nl x I<.I> (G)I

=> 1 < INn ~p(G) 1
- I1'TI

=> 1Nl < IN n <.I> (G)I

=> 1Nl = INn <.I> (G)I

=> N = N n cp(G)

=> N < <.I>(G).

o

The following Lemma [Lemma 7.1.6] is a stated problem by D.Holt and W.Plesken

in [17]. We give a detailed proof for this Lemma and derive some new properties of the
Frattini extensions.

Lemma 7.1.6 [17} Let (G, f) be an extension in which Ker(f) is a finite G-module. If

L is a maximal subgroup of G which does not contain Ker(f), then (L, a) is an extension

with a = flL and Ker(a) a maximal G-submodule of Ker(f).

Proof. Let {IN} ~ N~ G4 H~ {lH} be the given extension where N = Ker(f). We

need to show that:

(i) (L, a) is an extension.

(ii) K er(a) is a maximal G-submodule of leer(f).
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(i) Since NiL and L is a maximal subgroup of G, L < LN ~ G. But L is maximal

in G implies that LN = G. Now, since (G', f) is an extension we have that GIN ~ H, so

LNIN = GIN ~ H. But LNIN ~ L/N n L ~ H implies that L is an extension of N n L

by H. Also note that

Ker(a) {l I l E L, a(l) = lG} = {l Il E L, f(l) = lG}

{l Il E L, l E K er (f)} = L n K er (f) = L n N.

(ii) Suppose to the contrary, that is, R~er(a) = N n L is not a maximal G-submodule

of Ker(f). Then there exists a G-submodule K of N such that N n L < K < N. Since

NiL, we deduce that L < LK < G. This contradicts the maximality of L in G. Hence

N n L is a maximal G-submodule of Ker( l:)' 0

Now if K er(f) is an irreducible G-module we use Lemma 7.1.6 to prove the following

result.

Theorem 7.1.7 Let K er (f) be an irreducible G-module. Then (G, f) is a Jilrattini exten­

sion if and only if it is non-split.

Proof. Suppose that {IN} ~ N ~ G4 H~ {lH} (*) is a non-split extension. We

need to show that N = Ker(f) is a subgroup of q>(G). IfNi q>(G), then there exists L a

maximal subgroup of G such that NiL and so by Lemma 7.1.6 we have that (L, a) is an

extension, with a = f lL' Moreover, Ker(a) is a maximal G-submodule of Ker(f) and since

Ker(f) is irreducible as a G-module we have that Ker(a) = NnL = {lG} or Ker(a) = N.

If Ker(a) = N we have that N ~ L which is a contradiction. Hence Ker(f) = {lG} and

therefore a is a monomorphism. But a is an epimorphism, since (L, a) is an extension.

Hence a is an isomorphism, and so a - 1 : If --+ L is also an isomorphism. Since L ~ G,

we have that a-1 : H --+ G is a monomorphism. Now for all hE H we have

f(l) where a- 1(h) = l for some l E L

a(l) = h.

Hence (fa-1) = IH, and so (*) splits, which is a contradiction.

Conversely, suppose that (G, f) is a Frattini extension. We need to show that (*) is

non-split. Suppose that (*) splits. Then there exists a homomorphism say cjJ from H into

G such that fcjJ = IH, and so cjJ is a monomorphism and therefore H ~ Im(cP). Hence

cjJ: H --+ Im(cP) is an isomorphism. Also, we have that Im(cjJ) ~ G and Ker(f) ~ G. It is

easy to show that G = Ker(f).Im(a) and Ker(f)nlm(a) = {lG}' Thus G = Ker(f):Im(cjJ)

is a split extension. Since Im(cjJ) 72 Ker(f), Im(cP) is not a maximal subgroup of G. Thus
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there exists L a maximal subgroup of G such that Im(q;) < L < G. But maximality

of L implies that L ~ cI>(G) ~ Ker(f). Now, Ker(f) ~ Land Im(q;) < L implies that

L ~ Ker(f)Im(ifJ) = G, which is contradiction. D

Remark 7.1.8 A simplest example of a Frattini extension is a non-split extension with

Ker(f) an irreducible G-module.

Corollary 7.1.9 If (G, f) is a Frattini extension, then (G, f) is non-split.

Proof. The proof follows from the argument used in the second part of the proof of

Theorem 7.1.7 or alternatively we can use Lemma 2.4.16. D

Theorem 7.1.10 If (G, f) is a Frattini extension, then (cI>(G), f) is also a Frattini exten­

sion.

Proof. Since (G, f) is an extension, we have GIKer(f) ~ H, and so cI>(GIKer(f)) ~ cI>(H).

By Lemma 2.4.14 (ii), we have that cI>(GI K er( f)) = cI>(G)IK er( f) and hence cI>(G) =
K er(f)cI>(H). 0

Theorem 7.1.11 [17J Let G be a finite g1~OUp and let (G, f) be a Frattini extension of N

by H with H a perfect group. Then G is perfect.

Proof. Suppose that G is not perfect. Since H is perfect we have that H = H' and

since G is an extension we have that GIKer(f) ~ H. Set N = Ker(f). Thus we have that

GIN ~ H. Now (GIN)' ~ H' = H imply that (GIN)' ~ GIN. (*) Since G'N ~ G and

G'N ~ N, we have (GIN)' = G'NIN ~ et». So by (*) we have that G'NIN = GIN. Since

G is finite and G'N ~ G, we have that IG'NI = IGI. Hence G'N = G. Since N ~ cI>(G),

then by Lemma 2.4.16 we get a contradiction. Hence G is perfect. D

In [6] J.Cossey, O. Kegel and L. Kovacs stated the following results ( Theorem 7.1.12,

Proposition 7.1.13 and Theorem 7.1.14) about Frattini extensions to which we give detailed
proofs.

Theorem 7.1.12 [6J If f : L~ M is an epimorphism of finite groups and G is minimal

among the subgroups of L, with f(G) = M, then (G, fIG) is a Frattini extension.

Proof. Let K be a maximal subgroup of G such that Ker(fIG) g K then we have

K < K.Ker(fla) ~ G. Now maximality of K implies that K.Ker(fIG) = G. Also we
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have that Ker(f) ~ L, Ker(f) ;;2 Ker(fIG) and K < L. Thus K < G = K.Ker(fIG) <
K.Ker(f) <L. (1) Let W = K.Ker(f), then

f(W) {f(kx) I k E K and x E Ker(f)}

{f(k)f(X) I k E K and x E Ker(f)} = {f(k) I k E K} = f(K).

Now by (1) we have that f(G) ~ f(W) ~ f(L), that is M ~ f(W) ~ M. Thus f(W) = M and

hence f(K) = M. Since K < G and f(K) == M, minimality of G produces a contradiction.

It follows that Ker(fIG) is contained in every maximal subgroup of G and hence in the

Frattini subgroup of G. Therefore (G, fiG) is a Frattini extension. D

Proposition 7.1.13 [6} If (G, a) is a Frattitii extension and (3 : F --+ G is a homomor­

phism, such that a(3 is surjective, then (3 is surjective.

Proof. Let K = Im((3) = (3(F). Since a(3 is surjective, we have that G = (a(3)(F) =

a((3(F)) = a(K). So for any 9 E G, there exists k E K such that a(g) = a(k). We have

a(g) = a(k) =} a(gk-1) = 1G

=} gk-1 E K er(a)

=} 9 E Ker(a)K, Vg E G

=} G <;;; Ker(a)K. (1)

Now K < G and Ker(a) ~ G implies that Ker(a)K < G. Hence by (1) we have that

G = Ker(a)K. Since Ker(a) ~ q>(G), by Lemma 2.4.16 we deduce that K = G and hence

(3 is surjective. D

Theorem 7.1.14 [6) Composites of Frattini extensions are Frattini extensions.

Proof. Consider {1} -+ Ker(a) -+ G ~ H-+ {1} with a an epimorphism and Ker(a) ~

q>(G) and let {1} -+ Ker((3)-+ H~ M-+ {1} with (3 an epimorphism and Ker((3) ~ q>(H).

We need to show that (3a is an epimorphis:m and that Ker((3a) ~ q>(G).

(i) (3a is an epimorphism: Since h E H, then there exists 9 E G such that a(g) = h. If

m E M, then there exists h E H such that (3(h) = m. Hence ((3a)(g) = (3(a(g)) = (3(h) =
m.

(ii) Ker((3a) ~ q>(G) : Since a(G) = H by Remark 2.4.5 we have that a(q>(G)) =
q>(a(G)) = q>(H). Thus q>(G) = a-1(q>(H)), the inverse image of q>(H). But,

Ker((3a) = {g I ((3a)(g) = 1M , 9 E G}
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{g I t~(a(g)) = 1M , 9 E G}

{g In(g) E Ker({3) , 9 E G}

= {g Ig E a-I (Ker({3))}.
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Since Ker({3) S ip(H), we have that a-I (Ker({3)) S a- I (ip(H )) = ip(G). Hence Ker({3a) S
ip(G). 0

The following theorem is a straightforward consequence of Theorem 2.4.27.

Theorem 7.1.15 Let N be a finite abelian group. Then there exists a Prattini extension

(G, E) with Ker(E) = N.

Proof. Since N is ab elian , Inn(N) = {t~} and hence Inn(N) S ip(Aut(N)). Now by

Theorem 2.4.27 we deduce that there exists a finite group G with N ::g G and N S ip(G).

If E is the natural homomorphism from G into GIN, then Ker(E) = N. Hence (G, E) is a

Frattini extension with Ker(E) = N. 0

Now if G is a p-group we will show that ip(G) is an extension of G' by ip(GIG').

Theorem 7.1.16 If G is a p-group, then ~~(G) is an extension of G' by ip(GIG').

Proof. Since G is a p-group, G is nilpotent and hence G' S ip (G). Also G' ::g G therefore

G' ::g ip(G). Since ip(GIG') = ip(G)IG' by Lemma 2.4.14, we deduce that ip(G) is an

extension of G' by ip(GIG'). 0

Remark 7.1.17 The extension given in Theorem 7.1.16 is not a Frattini extension in

general. For example take G = Q, the group of quaternions or G = D8 • It can he easily

checked that G' = ip (G) ~ C2 and ip (ip (G)) = {lG}. Thus G' <t ip (ip (G)) and hence the

extension ip(G) of G' by ip(GIG') is not a Frattini extension.
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In the following we determine all the non-abelian groups of order 16 and 32 for which

G' < <1> (<1> (G)), respectively.

Example 7.1.18 From the library of small groups of GAP4 [33] we found that there are

14 non-isomorphic groups of order 16. Only 9 of these groups are non-abelian. We consider

these non-abelian groups and label them as Gi with 1 ~ i ~ 9 as listed in the first column

of Table 1. The remaining columns of Table 1 have been computed by using GAP. It can

be observed from Table 1 that the group 0'3 is the only non-abelian group of order 16 for

which <1>(G) is a Frattini extension of G' by <1>(G/G').

Table 1 : Non-abelian groups of order 16

G <1> (G) G' <1>( <1>(G))

G1 V4 C2 {lG}

G2 V4 O2 {lG}
G3 04 O2 O2

G4 04 04 O2

Gs 04 04 O2

G6 04 0 4 O2

G7 O2 O2 {lG}
G8 O2 O2 {lG}

Gg O2 O2 {lG}

Similarly there are 51 non-isomorphic groups of order 32. Only 44 of these are non­

abelian and are labeled as Gi with 1 ~ i ~ 44. These groups are listed in the first column of

Table 2. As in Table 1, we completed the remaining columns of Table 2. We observe that

there are 6 possible candidates among Gi, 1 ~ i ~ 44 for which we may have G' ~ <1>(<1>(G)),

namely G2 , G3 , GlO, G14 , G32 and G33 . It is clear that Gl4, G32 and G33 satisfy the condition

G' ~ <1>(<1>(G)). Further investigation eliminates G3 and GlO. Hence G2 , G14 , G32 and G33

are the only non-abelian groups of order 32 for which <1>(G) is a Frattini extension of G' by

<1>(G/G').
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Table 2 : Non-abelian groups of order 32

G q>(G) G' q>(q>(G))

G l C23 C2 {lG}

G 2 C4 X O2 C2 C2
G 3 C4 X O2 C2 C2
G4 C23 V4 {lG}

G 5 C4 X O2 Vi C2
G 6 C4 x o. V4 C2
G7 C4 X O2 C4 C2
Gs C4 X O2 C4 C2
G 9 C4 X C2 C4 C2
GlO C4 X C2 C2 C2
Gu C4 X C2 C4 C2
G 12 C4 X C2 C4 C2
G 13 C4 X C2 C4 C2
G 14 Cs C2 C4
G 15 Cs Cs C4
G 16 Cs Cs C4
G17 Cs Cs C4
G1S Vi C2 {lG}

G 19 Vi C2 {lG}

G2D Vi C2 {lG}
G 2l Vi C2 {lG}
G 22 Vi Vi {lG}
G 23 Vi Vi {lG}

G 24 V4 Vi {lG}
G 25 Vi Vi {lG}

G26 Vi Vi {lG}

G 27 114 114 {lG}
G 2S 114 114 {lG}
G 29 Vi Vi {lG}
G 3D 114 114 {lG}
G 3l Vi Vi {lG}

G 32 C4 C2 C2
G 33 C4 C2 C2
G 34 C4 C4 C2

57
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Table 2 : Non-abelian groups of order 32{ continued)

G <p(G) G' <p(<p(G))

G35 04 04 O2

G36 04 04 O2

G37 04 04 O2

G38 04 04 O2

G39 04 04 O2

G40 O2 O2 {lG}

G41 O2 O2 {lG}

G42 O2 O2 {lG}

G43 O2 O2 {lG}

G44 O2 O2 {lG}
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Definition 7.1.19 A group G is called a :minimal Frattini extension of N by H, if it

is a Frattini extension of N by Hand N is a minimal normal subgroup of G.

Lemma 7.1.20 Let N be a minimal normal subgroup of G. If N has a complement in G,

then Nn <p(G) = {lG}.

Proof. If N is complemented in G then G = N Hand N n H = {lG} for some proper

subgroup H of G. Since N ~ G and <P (G) ~ G, we have N n <P (G) ~ G. Now N n <P (G) ~ N

and minimality of N implies that N n <p(G) = {lG} or N n <p(G) = N. If N n <p(G) = N

then N ~ <p(G) and hence NH ~ <P(G)H:1 so that G = <P(G)H and therefore H = G by

Corollary 2.4.9 which is not possible. Thus N n <p(G) = {lG} as required. 0

We use Lemma 7.1.20 to give a full proof for the following theorem which was stated

as Lemma 4.6 by Eick in [3].

Theorem 7.1.21 [3} Let G be an extension of N by H. Then G is a minimal Frattini

extension of N, if and only if N is a minirnal non-complemented normal subgroup of G.

Proof. Let N be a minimal normal subgroup of G. Suppose that N does not have a

complement in G. Then N ~ <p(G) by Lemma 2.4.16 and therefore G is a minimal Frattini

extension. Conversely, if N is a complemented minimal normal subgroup of G, then by

Lemma 7.1.20 we have that N n <p(G) = {lG} and hence N is not a subgroup of <p(G).

Hence G is not a Frattini extension. 0
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Remark 7.1.22 The minimal Frattini extensions of H are exactly the non-split extensions

of H by an irreducible H-module M. See [3].

To construct the minimal Frattini extensions of H we have to consider all suitable

irreducible H-modules M. Based on the theory of Frattini extensions, in [3] Bettina Eick

and Hans Besche described a method to compute the minimal Frattini extensions. This

method together with other related methods has been implemented in GAP4 [33] in order

to classify the groups of order at most 1000, except the groups of order 512 and 768.



Chapter 8

Commutator extensions

8.1 Commutator extensions

In this chapter we intend to give an account on the study of the commutator extensions.

By first reducing the study to the case in which N is an elementary abelian p-group we then

build up to the necessary and sufficient conditions for the existence of a split commutator

extension.

Definition 8.1.1 Let Nand H be groups. An extension G of N by H is said to be a

commutator extension if N is the corn-mutator subgroup G' of G.

Remark 8.1.2 (i) Since G is an extension we have GIN ~ H. But GIN = GIG' is abelian,

so in order that there exists a commutator extension of N by H, H must be abelian. On

the other hand, if N' is the commutator subgroup of N then NIN' is abelian. We may

assume that NIN' is also finite. Henceforth, we may assume that H is abelian and finite.

(ii) The commutator subgroup N' of N is normal not only in N, but also in every

extension of N. Since N' is a characteristic subgroup of Nand N ~ G, we have that

N'~G.

Theorem 8.1.3 [28} G is a commutator extension of N by H if and only if GIN' is a

commutator extension of NIN' by H.

Proof. From the isomorphism GIN ~ (ClIN') I (NIN'), it follows that G is an extension

of N by H if and only if GIN' is an extension of NIN' by H. Now if N = C', we have

60
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(GIN')' = G'N'IN' = N N'IN' = NIN'. Thus GIN' is a commutator extension of NIN'

byH.

Conversely if GIN' is a commutator extension of NIN' by H, then NIN' = (GIN')'.

Now NIN' = G' N' IN' and since N' ~ G', we have that NIN' = G'IN'. Therefore N = G'.

Hence G is a commutator extension of N by H. D

Remark 8.1.4 Theorem 8.1.3 reduces the discussion to the case in which N is finite

abelian. If N is trivial, then every extension of N by H is a commutator extension. For

if N = {lG} then N = G' = {lG}' So G/{lG} = G ~ H is abelian. We may assume that

N is a non-trivial finite abelian group. This lead us to the study of extensions of N by H

where N and H are both finite abelian groups.

In order for us to elaborate in the study of other properties of the commutator extensions

we need some concepts from the theory of extensions of N by H where Nand H are both

finite abelian groups .

Definition 8.1.5 Let G be an extension of N by H, so that GIN ~ H. Let ip : G ----+ H

be the epimorphism whose kernel is N. An element u E G is called a representative of

u E H if ep(u) = u.

Definition 8.1.6 Let (Zl' Z2, "', zs) be a basis of H, and let n, be the order of Zi. An

s-tuple S = (Zl ,Z2, "', zs) is called a set representative of the basis if each Zi is a

representative of Zi·

Definition 8.1.7 Given a pair (G, S) we define a triple (X, B, M) where X = (Xl, X2, "', X s ) :

B = (bl , ~, "', bs ) , M = (bi j ) (1 ~ i ~ s 1 ~ j ~ s) by the conditions

(1) a X i = Ziazi-l, for all a EN,

(2) Zi m i = bi E N,

(3) Zi Zj Zi-IZj-1 = bij EN,

the mappings a t--+ aX i of N onto itself are automorphisms of N. Since N ::9 G, we have

that a X i = Ziazi-l E N.

Lemma 8.1.8 Let G be a commutator extension of N by H. A subgroup K of N is normal

in G if and only if K is invariant under X.

Proof. Assume that K ::9 G. Then gkg- l ':: K for all 9 E G and k E K. Now let Xi E X

and k E K. Then k X i = Zikzi-l E K, for all i, since Zi E G. Hence K is invariant under X.
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Conversely if kX i E K for all Xi E X we have that Zikzi-i E K for all i. We show

that gkg- i E K for all 9 E G and k E le Since G is a commutator extension we have

that GIN = GIG' = H is a finite abelian group. So gn E H =< Zi, Z2, "', Zs > and

gn = Zi01.Z202 ... Zs Os. On the other hand

(Zt)°l (Z2)02 (zs)Osnk[(zt)°l (Z2)02 (zs)Osn]-l

(Zt)°l (Z2)02 (zs)Osnkn-i(zs)-os (Z2)-02(Zt)-Ol

(Zl)Ol (Z2)02 (zs)Os k' (zs)-Os ... (Z2)-02 (Zt)-Ol, since K <!J N.

Since K is invariant under X we have that gkg- i E K for all Zi E G so that K <!J G. 0

Lemma 8.1.9 If G is a commutator extension of N by H, then for each subgroup K of

N invariant under X, GI K is a commutator extension of NI K by H.

Proof. Assume that G is a commutator extension of N by H. Then N = G'. Also, let K

be an X-invariant subgroup of N. Then by the Lemma 8.1.8 we have that K <!J G. We need

to show that (GIK)' = NIK. But

(GIK)' = G'KIK N K IK, since G is a commutator extension

NIK, since K:::; N.

Hence GIK is a commutator extension of JVIK by H. D

Lemma 8.1.10 Suppose that N = N, X N.! and that gcd(ni, n2) = 1, where ni and n2 are

the orders of Ni and N2 respectively. If there exists commutator extensions of Ni and N2
by H, then there exists a commutator extension of N by H.

Proof. See Lemma 2 of [28]. o

Lemma 8.1.11 Let Nand H be finite abelian groups. There exists a commutator exten­

sion of N by H if and only if for each Sylow subgroup Np of N, there exists a commutator

extension of Np by H.

Proof. Since N is a finite abelian group, we have that N is the direct product of its Sylow

subgroups. Let N = N, X N2 X ••. x Nr , where the N; are Sylow p-subgroups of N. If
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nI, n2,· .. .ti; are respectively the orders of the NIs, then gcd(ni, nj) = 1, for all i =1= j.

Now if for each Sylow p-subgroup N; of N there exists a commutator extension of N; by

H, then by Lemma 8.1.10 we have that there exists a commutator extension of N by H.

Conversely assume that G is a commuator extension of N by H. Since N is a finite

abelian group we have N = NI X N2 X ••• x N; with each N, a Sylow p-subgroup of N. Thus

use of Lemma 8.1.9 yields that for each such a Sylowp-subgroup Ni, G/Ni is a commutator

extension of N/Ni by H and the proof follows by the Theorem 8.1.3. 0

Theorem 8.1.12 Let N be a finite abelum p-group, and let H be a finite abelian group.

G is a commutator extension of N by H if and only if G/ NP is a commutator extension

of N/NP by H.

Proof. Since NP = {xP I x E N}, it can be easily checked that NP is a characteristic

subgroup of N. Hence NP is a normal subgroup of G. So G/NP is a group. Now, since G

is a commutator extension of N by H and NP ~ G, by the Lemma 8.1.9 we obtain that

G/ NP is a commutator extension of N / NIl by H.

Conversely assume that G/ NP is a commutator extension of N / NP by H. Since G/ NP

a commutator extension of N/NP by H, we have that N/NP = (G/NP)'. So N/NP =
G'NP/ NP and hence we have N = G'NP. Since N is a finite p-group we have that <I> (N) =
N' NP. But N abelian implies that N' = : {lG} so <I>(N) = NP. Now <I>(N) = NP and

N = G'NP imply that N = G'. Thus G is a commutator extension of N by H. 0

Remark 8.1.13 (i) If N is a finite abelian p-group, then N/NP is an elementary abelian

p-group. For if x E N / NP we have x = n.N" for some n E N, and

xP = (nNP)P nPNP

NP, since nP E NP

(ii) N/NP is an elementary abelian p group of the same rank as N.

Note 8.1.14 Theorem 8.1.12 and Remark 8.1.13 reduce the study to the case in which N

is an elementary abelian p-group.

Theorem 8.1.15 establishes the conditions under which a commutator extension splits.
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Theorem 8.1.15 [28} Let N be an elementary abelian p-group of order pn , and let H

be a finite abelian group of order m. Let '11, q2, . .. ,qh be the distinct prime divisor of m

different from p, and let ''Yl , '2,···,'h be the orders ofp mod q1, ... , qh, respectively. Then

an extension of N by H is a split commutator extension if and only if

n = r1,1 + r2,2 + ... + rh'Yh (ri nonnegative integers)

is solvable for ri . In particular, h ~ 1.

Proof.

See Theorem 4 of [28]. D

Remark 8.1.16 If gcd(m,p) = 1, then by Theorem 4.1.15 every extension of N by H

splits over N and so the solvability of the equation given in the Theorem 8.1.15 is a

necessary and sufficient condition for the existence of a commutator extension of N by

H. Furthermore, Theorem 8.1.15 asserts that if H is also a p-group then there is no split

commutator extension of N by H.



Chapter 9

Extensions of non-abelian groups

In the Theorem 9.1.1 we prove that a finite group G splits over an abelian normal subgroup

N if its Frattini subgroup <1>(G) intersects N trivially. However when N is a non-abelian

nilpotent normal subgroup of G the condition <1>(G) n N = {le} cannot be satisfied and

hence it has to be modified. We study some similar type of conditions for G to split over

N when the restriction of N being an abelian normal subgroup is removed. Also, we

study a characterization of the split extensions of N in which every subgroup splits over

its intersection with N.

9.1 Extensions of non-abelian groups

Although our aim is the study of extensions of non-abelian groups, the following result

which is related to abelian groups is the key point for our discussion.

Theorem 9.1.1 (Gaschutz) [30J Let G be a finite group and N be an abelian normal

subgroup of G. Then G splits over N if <I> (G) n N = {lG}.

Proof. Let H :::; G be minimal subject to G = H N. Since N ::9 G, we have that H nN ::9 H.

Also, since N is abelian we have that If n N ::9 N. Therefore H n N ::9 H N = G. If

HnN:::; <1>(H), then by part (i) of Lemma 2.4.19 we have that HnN:::; <1>(G)nN = {le}.

Thus, we may assume that H nN i <1>(H). So there is a maximal subgroup M of H such

that HnN i M. Now since M < M(HnN):::; H, we get M(HnN) = H. But G = HN

implies G = M(H n N)N = MN. Hence we obtain a contradiction, since H is minimal by

the assumption. 0
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Lemma 9.1.2 If N is an abelian minimal normal subgroup of a finite group G, then either

N <e (G) or G splits over N.

Proof. Suppose that N i q> (G). Then there exists a maximal subgroup say M of G such

that N i M. Now N ~ G and M < G, implies that NM ::; G. Since M < NM < G and

M is maximal in G, we have NM = G. Now M n N = {lG} follows immediately from

the fact that N i M with M maximal in G and the minimality of N in G. Thus M is a

complement of N in G. Hence G splits over N. 0

In the Theorem 9.1.1 we have that a finite group G splits over an abelian normal

subgroup N if its Frattini subgroup q>(G) intersects N trivially. In the following we study

the cases when N is either a non-abelian normal nilpotent subgroup or a non-abelian

normal solvable subgroup of G.

Remark 9.1.3 If N is a non-abelian nilpotent subgroup of G, we have that q>(G) n N :f
{lG}'

Proof. Since N is non-abelian, we have that N' :f {lG}. Since N is nilpotent, we have

N' < q> (G). Therefore {lG} :f N' < q> (G). Now since N' < N and N' < q> (G), we have

that {la} :f N' ::; q>(G) n N. Hence q>(G) n N:f {lG}' 0

Lemma 9.1.4 Let N be a nilpotent normal subgroup of G and L be any subgroup of G. If

q>(L) n N = {la}, then L n N is abelian.

Proof. Assume that q>(L) n N = {lG}. Let M = L n N. Since N is nilpotent and

M ::; N, then M is nilpotent. Hence M is a nilpotent subgroup of L. Now q>(L) n M =
<t>(L) n (L n N) = <t>(L) n N = {lG}' Thus M is abelian by the Remark 9.1.3. 0

Theorem 9.1.5 [36} Let N be a nilpotent normal subgroup of G. Then G splits over N if

and only if G contains a subgroup L such that G = LN and q>(L) n N = {lG}'

Proof. Assume that G splits over N. Then we need to show that there exists a subgroup L

of G such that G = LN and q>(L) nN = {la}. Since G splits over N, N has a complement

in G. Let L be such a complement. Then G = LN and L n N = {lG}' Now q>(L) ::; L

implies that q>(L) n N::; L n N = {lG}. Thus q>(L) n N = {la}.

Conversely if G = LN and q>(L) n N := {lG}, we need to show that G splits over N.

Since q>(L) n N = {la} by Lemma 9.1.4 we have that L n N is abelian. So by Theorem
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9.1.1 we deduce that G splits over L n N. Now if M is a complement of L n N in L, we

will show that M is also a complement of N in G. That is M n N = {lG} and M N = G.

Since Mn (L nN) = {lG} and M(LnN) = L, we have G = LN = M(LnN)N = MN

and {lG} = M n (L n N) = (M n L) n N= M n N, since M::; L. So M is a complement

of N in G and hence G splits over N. 0

Lemma 9.1.6 [35} If a non-trivial group G is solvable, then G contains a characteristic

subgroup which is abelian and different from {lG}'

Proof. We may take the last term of the derived series which is different from {lG}' 0

Theorem 9.1.7 Let N be a solvable normal subgroup of G. Then G splits over N if and

only if G contains a subgroup L, minimal with respect to G = LN such that <I>(L) n N =

{lG}'

Proof. Assume that G splits over N. Then N has a complement L in G. Then we have

that G = LN and L n N = {lG}. We need to show that L is minimal with respect to

G = LN and that <I>(L) n N = {lG}' But L is a complement of N in G implies that L is

minimal with respect to G = LN. Now since <I>(L) ::; L, we have <I>(L) nN ::;LnN = {lG}'

So that <I>(L) n N = {lG}'

Conversely let M = LnN. Since N ~G: we have that M ~L. Also since N is solvable, M

is a solvable subgroup of L. Therefore M is a normal solvable subgroup of L. Assume that M

is a solvable group of length r ~ 1. Then by Lemma 9.1.6 we have that the (r-l)th derived

subgroup M(r-l) is abelian and non-trivial. Also M(r-l) is a characteristic subgroup of

M, hence normal in M. So we have that. M(r-l) is an abelian normal subgroup of M.

Since M(r-l) is abelian, by the Remark 9.1.3 we have that <I>(L) n M(r-l) = {lG}' Now

by the Theorem 9.1.1 we have that L splits over M(r-l). Hence there exists H < L with

L = HM(r-l) and nr.uv» = {lG}' Since G = LN = HM(r-l)N = HN and since L is

minimal with respect to G = LN, we must have that {lG} = H n M(r-l) = L n M(r-l) =
M(r-l) which is a contradiction. Thus r == 0 so that M = L n N = {lG}' Hence G splits

o~rN. 0

Using a similar argument to that in the proof of Theorem 9.1.7, with convenient changes,

the following result can be proved.

Theorem 9.1.8 [36} If N is a normal ttubgroup of G such that there exists a solvable

subgroup L of G minimal with respect to G = LN, and <I>(L) n N = {lG}, then G splits

over N.
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Theorem 9.1.9 [16} A subgroup H of a jtnite group G is a complement for the extension

G over N if and only if H is minimal with respect to the property G = N H and there

exists for each prime p a p-Bylow subgroup S of G, and a complement of N n S in S which

is part of H.

Proof. See Theorem 1 of [16] . o

Theorem 9.1.10 G splits over a normal.subgroup N if and only if G contains a subgroup

L, minimal with respect to G = LN such that for each prime p there exists a Bylow p­

subgroup P of L such that <I>(P) n N = {l.~}.

Proof. Assume that G splits over N. Since G splits over N, N has a complement in G. Let

L be such a complement of N. Then LN = G, and LnN = {lG}. Since L is a complement

of N, L is minimal with respect to G = EN. Now let P E Sylp(L). Then we have that

<I>(P) <L and that <I>(P) n N <L n N = {lG}. Hence <I>(P) n N = {lG}.

Conversely let L be minimal with respect to G = LN and let M = L n N. Let P E

Sylp(M) and Q E Sylp(L) such that P ~ Q. Since for each p there exists a Sylow p­

subgroup S of L such that <I>(S)nN = {lG} and since Sylow p-subgroups of L are conjugate,

it follows that <I>(Q)nN = {lG}. Since QnN is ap-subgroup of M and QnN:2 P, we have

QnN = P. Thus P is a nilpotent normal subgroup of Q. Now <I>(Q)np ~ <I>(Q)nN = {lG}

implies that <I>(Q) n P = {lG}. Hence by the Theorem 9.1.5 we have that Q splits over P,

that is Q = TP for some T complement of P in Q. Now let R E Sylp(N) containing P.

It can be seen that Q and R generate a Sylow p-subgroup V of G and that V n N = R.

Moreover V = TR and T n R = {lG}. Thus T is a complement of V n N in V. Now

T ~ Q ~ Land L is minimal with respect to G = LN. By the Theorem 9.1.9 we have that

G splits over N. Therefore L is a complement of N in G. 0

Remark 9.1.11 In general the minimality of L with respect to G = LN, does not neces­

sarily mean that L is a complement of N, even in the case when N is abelian. In Theorem

9.1.12 we will see that if N is a nilpotent normal subgroup of G, then the minimality of L

with respect to G = LN is characterized by L n N ~ <I>(L).

Theorem 9.1.12 [36} Let N be a nilpotent normal subgroup of G. L is minimal with

respect to G = LN if and only if L n N ~ <I>(L).

Proof. Let L be a minimal with respect to G = LN. Let L n N = M and K = <I>(L) n M,

then K = <I> (L ) n L n N = (<I> (L) n L) n N == <I> (L) n N. Now <I> (L) ~ L and M = L n N ~ L,
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so q>(L) n M ~ L. Hence K s L. Also since K = q>(L) n M, with q>(L) s L and M <L, we

have that q>(L) n M ~ M. Thus K ~ M. Let L = L/K and M = M/K. Since K < q>(L)

we have that q>(L) = q>(L/K) = q>(L)/K. Therefore q>(L) n M = (q>(L)/K) n (M/K) =

(q>(L) n M)/K = K/K = {la}. However M is a nilpotent normal subgroup of L, ( since

N is a nilpotent normal subgroup of G) and we have that M' ~ q>(M) ~ q>(L). Therefore

M' ~ q>(L)nN = K. Since M' ~ K and K~M, we get M = M/K is abelian. Application

of the Theorem 9.1.1 yields that L splits over M. Let A be a complement of M in L. Then

An M = {I} and L = A M. Let A be the set of all preimages of A in L. If M f= {I},

then A is a proper subgroup of L and G = AN contradicting the minimality of L with

respect to G = LN. Thus M = {I} and hence M = N. Thus L n N = q>(L) n M so that

M=LnNf;.q>(L).

Conversely if L n N f;. q> (L) we will show that L is minimal with respect to G =

LN. Suppose that H is any subgroup of L such that G = HN. Let K = q>(L) n N

we have that K ~ G. Let G = G/K, L = L/K and N = N/K. Then G = G/N =

LN/K = (L/K)(N/K) = L.N with L n N ' = {I}. Since G = HN, we have G = HN/K =

(HK/K).(N/K). Let H = HK/K. Then G = H. N = HN. But H f;. L implies that

H n N = {I}. Hence H = L. Since HK/I< ~ H/H n K, we deduce that L = HK. Now

K f;. q>(L) implies that L = H. This completes the proof. D

9.2 Hereditarily non-Frattini subgroups

Remark 9.2.1 In general if a group G splits over a normal subgroup N the subgroups of G

may not necessarily split over their intersections with N. We will see next a characterization

of normal subgroups of G with the property that every subgroup H of G splits over H nN.

Definition 9.2.2 A subgroup N of G is said to be hereditarily non-Frattini in G if,

for every non-trivial subgroups H of G, N n H ~ q>(H) unless N n H = {la}.

Lemma 9.2.3 Let G be a finitely generated group and N be a normal subgroup of G such

that N ~ q>(G). Then G splits over N if eVE~ry maximal subgroup M of G splits over MnN.

Proof. See Lemma 2.2 of [36].

Theorem 9.2.4 Let G be a finite group and N be a normal subgroup of G. Then every

subgroup H of G splits over H n N if and only if N is hereditarily non-Frattini in G.
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Proof. Suppose that every subgroup H of G splits over N n H. Then N n H 1:. <I>(H)

unless N n H = {lG} ( since otherwise, because N n H s Hand N n H < <I>(H) imply

that there exists no L a subgroup of H such that (N n H)L = H, which is a contradiction

with the fact that H splits over N n H). Hence N is hereditarily non-Frattini in G.

Conversely if N is hereditarily non-Frattini in G, then we show that G splits over N. We

apply induction on the order of G. Let H be any proper subgroup of G and let N nH = M.

Moreover since N is hereditarily non-Frattini in G, it follows that M is hereditarily non­

Frattini in H. Since H is a proper subgroup of G, by induction every subgroup K of H

splits over K nM. In particular H splits over M. Thus every maximal subgroup of G splits

over its intersection with N. Since N 1:. ~?(G ), by the Lemma 9.2.3 we get that G splits

o~rK. 0



Chapter 10

Affine Subgroups

In this chapter we will discuss the general linear group GL(n, IF) and the symplectic

group SP(2n, IF) as well as their corresponding affine subgroups. We construct the affine

subgroups and prove that they are split extensions. Further properties of these subgroups

will also be investigated. For further reading and information on the general linear and

symplectic groups, readers are encouraged to consult [9], [13], [14],[18],[19],[24],[26], [27]and

[31].

10.1 The General Linear Group

Definition 10.1.1 Let IF be a filed. For any positive integer n, the general linear

group, denoted by GL(n, IF) is the set of all invertible n X n matrices over IF, under the

matrix multiplication. If IF = GF(q), the .finite field of order q, then we denote GL(n, IF)

by GL(n, q).

Proposition 10.1.2 The order of the general linear group GL(n, q) is
(qn _ l)(qn _ q)(qn _ q2) ... (qn _ qn-l).

Proof. See Proposition 23.3 of [18]. D

Definition 10.1.3 The special linear group, denoted by SL(n, IF) is the subgroup of

the group GL(n, IF) consisting of those matrices whose determinant is 1.

Proposition 10.1.4 Let n be a positive inieqer and IF a field. Then GL(n, IF) splits

over SL(n, IF).
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Proof. We will show that GL(n, IF) = SL(n, IF): IF*. Let sp : GL(n, IF) ---+ IF*

given by ep(A) = det(A) for all A E GL(n, IF). Then since det(AB) = det(A).det(B) for

all A and B E GL(n, IF), we have that ep(AB) = ep(A)ep(B). Hence ep is a homomor-

phism. If a E IF*, then ip ( a 0 ) := a. Hence ip is onto. Thus Im(ep) = IF*. So
o I n - 1

GL(n, IF)/Ker(ep) ~ Im(ep) = IF*. But

Ker(ep) = {A I A E GL(n, 1F),det(A) = 1 IF} = SL(n, IF),

implies that GL(n, 1F)/SL(n, IF) ~ IF*. Now let

Then H <GL(n, IF). Now

H n SL(n, IF)
{(

a 0) la=1 1F }
o I n - 1

{ (
1 0 )} = {In}.
o I n- 1

Since SL(n, IF) ~ GL(n, IF), SL(n, IF).H:::; GL(n, IF). Let A E GL(n, IF).

(
det(A) 0 ).Then det(A) =I 0 IF and hence IS an element of H. If we let B =

o I n - 1

(
1/det(A) 0 ) . 1

A. , then B E GL(n, IF) with det(B) = det(A) det(A) = 1.
o I n - 1

. (det(A) 0 )So B E SL(n, IF). Now SInce A = B. we deduce that GL(n, IF) =
o I n - 1

SL(n, IF).H. Thus GL(n, IF) is a semidirect product of SL(n, IF) and H. D

Proof. By Proposition 10.1.4 we have IGL(n, IF)I = ISL(n, IF)I x I IF*I where IF =
GF(q). Hence IGL(n,q)1 = ISL(n,q)1 x (q - 1). Now the proof follows from Proposition

10.1.2. D

We shall see next in the Proposition 10.1.6 and its subsequent Corollary a characteri­

zation of the group GL (n, IF) as the direct product of S L (n, IF) and IF *

Proposition 10.1.6 Let IF be a field and n be a positive integer. Suppose that for each

a E IF, there is a unique bE IF, such that bn = a. Then GL(n, IF) ~ SL(n, IF) x IF*.

( In particular this is true when IF = Rand n is odd).
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Proof. Let K = {aIn I a E IF*}. Then J( = Z(GL(n, IF)) and hence K ~ GL(n, IF).

Obviously K.SL(n, IF) ~ GL(n, IF). Now let A E GL(n, IF). If det(A) = a, then a E

IF* and a-I A E SL(n, IF). Now since A. = (aIn)(a- 1A), we deduce that GL(n, IF) =
K.SL(n, IF). Now for A = aIn E K we have

A E K n SL(n, IF) <:} det(A) = 1 {:} an = 1 IF.

Since for 1 IF ElF, by the assumption there is only one element a E IF such that

an = 1 IF. Since (1 IF)n = 1 IF, we must have a = 1 IF. Thus K n SL(n, IF) = {In}.

Hence GL(n, IF) must be a direct product. of K and SL(n, IF). Since K ~ IF*, the proof

follows. 0

Lemma 10.1.7 Ij ti = 2 and q = 2m , with m ~ 1 then K n SL(2, 2m ) = 12 • In general we

have that GL(2, 2m ) = SL(2, 2m ) x K where K ~ C2m - l .

Proof. In this case it is easy to see that K = (aI2 ) where IF* = (a) with a q- I = 1 IF.

Now let A E K. Then A = a k 12 where 0 ~: k ~ q - 1.

det(A)

{:} (q - 1) I 2k

{:} (q - 1) I k, because q - 1 is odd

{:} k = 0, because 0 ~ k ~ q - 1

{:} A = 12 .

Hence K n SL(2, 2m ) = {I2 } and the proof follows.

o

Example 10.1.8 Using Lemma 10.1.7 we have GL(2, 23 ) = SL(2, 23 ) x C7• Also we know

by Proposition 10.1.4 that GL(2, 23) = SL(2, 23):H, where H ~ C7 .

Let

where f* = {l, a, o?, ... ,a6
} and a 7 = 1. Then if y = (~ ~) we have H =< Y >e-'

C7•

Now, if (: :) E 8L(2, 23
) then ad -- be = 1 and

(
a b ) Y = (a 0) (a b) (a

6 0) = (aaa-
I

ab).
c dOl c dOl ca-I d
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Let K =< aI2 > . Then by Lemma 10,,1.6 we have that GL(2, 23
)

SL(2,23 ) x K where K ~ 07·
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10.1.1 The Affine Subgroup of the General Linear Group

Let IF be a field and let IF n be the n dimensional vector space consisting of row vectors

over the field IF . The group GL(n, IF) of all n x n invertible matrices over IF acts on

IF n by left multiplication as follows: (x, 11) I----t xA for x E IF n and AE GL(n, IF). We

can see that

(i) (x, In) I----t xIn = x,

(ii) (x, A lA2) I-------t x(AlA2) = (xAdA2, since matrix multiplication is associative.

Remark 10.1.9 We have seen that the elements of GL(n, IF) act on IF n as automor­

phisms ( ie invertible linear transformations) as the equation ('\x +(3y)A = ,\xA+ (3yA for

all ('\,(3 ElF, x, y E IF n ) says, and in fact all automorphisms of IF n are obtained in this

way. Let V be any n-dimensional vector space over IF. Choose a basis VI,V2, ... ,Vn for

V. Then with respect to this basis each element V of V has a unique expression as a linear

combination v = alVI + a2V2 + ...+ anVn for suitable ai ElF, 1 ::; i ::; n. Consequently

the map cP: V ---+ IF n defined by 4J(v) = (aI, a2,"', an)t is well defined and obviously is

a bijection. For if

and

then

For any x E F"; if x = (Xl, X2,'" ,xn)t, then let v = (Xl,X2,' .. ,xn). Now

4J(v) = (Xl,X2,"', xn)t = X.

Moreover, if f is a linear transformation of V , then

f(Vi) = L aijVj, 1::; i <n
j

for uniquely determinable scalars aij, and if f is invertible, then the matrix (aij) lies in

GL(n, IF). The map h : Aut(V) ---+ GL(n, IF) given by f I-------t (aij) is an isomorphism,
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and the pair (cjJ, h) is an equivalence between the permutation groups (V, Aut(V)) and

( IF n , GL(n, IF)). For if

v = ~=O!iVi E V
1:

and f E Aut(V) then

cjJ(f (v))

whereas,

cjJ(f ('E O!iVi)) = cjJ('E f (O!iVi))
i i

cjJ('EO!i(I: f(Vi))) = cjJ('EO!i('E aijVj))
j j

cjJ('E('E O!iaij )Vj)
j

(~ O!iail,~ O!iai2,... ,~O!iain)t
z z z

Definition 10.1.10 Let IF be an arbitrary field, and let V = IF n be the n-dimensional

vector space consisting of row vectors over the field IF. Given A E GL(n, IF) and bE IF n ,

define TA,b : V ---+ V by x t--+ xA + b. We can see that for A, A' E GL(n, IF) we have

TA,b = TA',b' {::> (X)(TA,b) = (X)(TA',b') ' \Ix E V

{::> xA + b = xA' + b', \Ix E V

{::> xA - xA' = b' - b, \Ix E V

{::> (x)(A - A') = b' - b, \Ix E V

{::> (x)(A - A') + (b - b') = Dy, \Ix E V

{::> (x)(A - A') = Dy and b - b' = Dy, \Ix E V

{::> A - A' = Dy and b - b' = Dy,

{::> A = A' and b = b'.

These mappings are known as the affine transformations of V. They constitute the

affine group, to which we denote

AGL(n, IF) = {TA,b I A E GL(n, IF), bE IF n
} .

Note 10.1.11 AGL(n, 1F):2 GL(n, IF), since TA,O = A.

Lemma 10.1.12 TA,b is a bijection.



CHAPTER 10. AFFINE SUBGROUPS

Proof. For Xl, X2 E IF n we have

(xl)(TA,b) = (x2)(TA,b) => ,X1A + b = X2A+ b

=> X1A1 = X2A

=> (Xl - x2)A

=> Xl - X2 = Ov,since A E GL(n, IF)

=> Xl = X2·
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Therefore TA,b is one to one. We can easily check that TA,b is onto, since for any x' E V

we can find X E V, such that (X)(TA,b) = z', To find x E V, notice that

(X)(TA,b) = x' => x' = xA + b

=> x' - b = xA

=> x = (x' - b)A-1.

o

Lemma 10.1.13 The set AGL(n, IF) is a group under the composition of functions.

Proof. (i) AGL(n, IF) is closed under the composition: For all x E V we have

(X)(TA,bTC,d) = (xA + b)(Tc,d) = (xA + b)C + d = xAC + bC + d, thus TA,bTC,d =
TAC, bC +d.

(ii) (X)(Tln,O) = x, for all x E V, implies that Tln,O = 1AGL(n ,F ).

(iii) By part (ii) we have (TA,b)(TAI,b') = TAAI,bAI+b'. Now

(TA,b)(TA',b l ) = Tln,O IF <=> AA' = In and bA' + b' = 0 IF

<=> A' = A-1 and b' = -bA-1 ,

o

Note 10.1.14 Lemmas 10.1.12 and 10.1.13 show that AGL(n, IF):S Sv where Sv is the

Symmetric group on V.

Note 10.1.15 In general (x + y)(TA,b) i- (X)(TA,b) + (y)(TA,b) for x, y E V.

Remark 10.1.16 The set Tr(V) = {Tb = T1n,b I bE IF n
} of all translations Tb : V -+ V

given by (X)Tb = x + b, is an abelian subgroup of AGL(n, IF). Note that if I IF I < 00 then

ITr(V)1 = I IFnl·
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Lemma 10.1.17 The group Tr(V) is isomorphic to the additive group ofV.
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Proof. Define p : V --+ Bv by (b)p = Tb for all bE V. We show that p is a monomor­

phism.

p is a homomorphism: We note that for all x E V,

(X)(Tb 0 Tb') = ((X)Tb)Tb' = (x + b)Tb ==(x + b) + b' = x + (b + b') = (X)Tb+b"

so Tb 0 Tb' = Tb+b'. The fact that p is a homomorphism, then follows since (b)p 0 (b')p =

Tb 0 Tb' = Tb+b' = (b+ b')p.

p is one to one:

K er(p) = {b E V I (b) p = 1Sv} = {b E V I Tb = 1Sv}

{b E V I (X)'Tb = x, for all x E V}

{b E V I x + b = x, for all x E V} = {Ov}.

So p is a monomorphism from V into Bv. Also

Im(p) = {(b)p I bE V} = {Tb I bE V} = Tr(V).

Since V/Ker(p) ~ Im(p), we have V ~ T7·(V). D

Remark 10.1.18 Let ip = TA,b E AGL(n, [F), then ip is of the form cp = TO A, where

A E GL(n, [F) and T E Tr(V). Hence AGL(n, [F) = < GL(n, [F), Tr(V) > = Tr(V) .

GL(n, [F). Also the stabilizer of the zero vector in AGL(n, [F) is

[AGL(n, IF )]ov {TA,b I (TA,b)(OV) = Ov,A E GL(n, 1F),b E IF n}

{TA,b Ib = 0 lF n and A E GL(n, IF)}

{TA,O I A E GL(n, IF)} = GL(n, IF).

Theorem 10.1.19 The group AGL(n, IF) is the semidirect product of Tr(V) by GL(n, IF).

Proof. (i) Tr(V) ~ AGL(n, IF): Let A E AGL(n, [F) and T = (T1n ,b') E Tr(V). Then

(TA,b)-l 0 Tln,b' 0 TA,b = T1n,A-1b' E Tr(V). Hence Tr(V) ~ AGL(n, [F).

(ii) Tr(V)nGL(n, [F) = {In}: Let T1n,b E Tr(V)nGL(n, [F). Then T1n,b = A = TA,Ov'

for some A E GL(n, [F). Hence A = In and b = Ov, so Tln,b = Tln,O = In. Therefore

Tr(V) n GL(n, IF) = {In}. D
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Remark 10.1.20 Since, AGL(n, IF) = T'r(V) : GL(n, F), we have

AGL(n, F)jTr(V) ~ GL(n, IF). Since V = F n and Tr(V) ~ V, we have that

AGL(n, F) ~ Fn : GL(n, F) ~ F n : Aut( F") = Hol( F"), where Hol( F") is the

holomorph of F n
. The Theorem 10.1.19 shows that if I F I = qn, then IAGL(n, F) I =

qn X IGL(n, F)I.

Theorem 10.1.21 The affine group AGL(n, F) is isomorphic to a subgroup of

GL(n + 1, F).

Proof. Define w: AGL(n, F) --+ GL(n + 1, F) by

,p(TA,b) ,= (~ ~).

We claim that 'l/J is an monomorphism.

(i) 'l/J is a homomorphism:

(
A A' 0 )'l/J(TA,b 0 TA',b') = 'l/J(T lA' b')-AA',' + - bA' + b' 1

( ~ ~) ( ; ' ~) = ,p(TA,b) 0 ,p(TA, ,Y).

(ii) 'l/J is one to one:

Ker('l/J) {TA'bl ( ~ n= (; n,AEGL(n, F)}
{TA,b I A = In, b = O} = {Tln,O} = {1AGL(n, IF)}'

Hence 'l/J is monomorphism. Thus

AGL(n, F) e- Im(,p) = { ( ~ ~) lA.E GL(n, F), b E F n } :<:: GL(n + 1, F).

o

o 0

o
1

o
1 )
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Thus

H = {( ~ ~) IA E GL(n, 1<), bE I<n} < [GL(n + 1, 1<)]""+1" (1)

Now let T E [GL(n+ 1, IF)]en+l' then T(en+l) = en+l and suppose that

T(el) aUel + a21 e2 + + anlen + b1en+l

T(e2) a12el + a2~!e2 + + an2en + b2en+l

Then

T = (~ ~) ,where A = (aij)nxn .
(n+l) x (n+l)
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Therefore, T E H and hence [GL(n + 1, IF)]en+l ~ H (2). Now (1) and (2) imply that

H = [GL(n + 1, IF)]en+l.

We also deduce that Hol( IF n) ~ AGL(n, IF) ~ [GL(n + 1, IF)]en+l. In particular if

IF = GF(q), we have IGL(n + 1, IF)en+ll = IAGL(n, IF)I = qn X IGL(n, q)l·

In what follows we give some examples of isomorphisms between the affine group and

the symmetric group.

Lemma 10.1.22 The Affine group AGL(n, IF) which is defined as a subgroup of 8 IF n

produces the following isomorphisms

(i) AGL(l, 2) ~ 82 , (ii) AGL(l, 3) ~ 83

(iii) AGL(l, 4) ~ A4 , (iv) AGL(2, 2) ~~ 84.

Proof. Recall that AGL(n, IF) is defined to be the group of all transformations TA,b of the

vector space IF n where A E GL(n, IF), bE IF n, and TA,b : x t--+ xA + b for all x E IF n.

We write AGL(n, q) to denote AGL(n, IF ) when IF = GF(q). Note that AGL(l, q) is the

group of all transformations of the form x t--+ xa + b with a, b E IF and a i=- 0 IF' and

therefore IAGL(l,q)1 = q(q -1).

(i) AGL(1, 2) is a subgroup of 82 of order 2. Therefore AGL(l, 2) ~ 82 .

(ii)AGL(1, 3) is a subgroup of 83 of order 6, and so AGL(l, 3) ~ 83 .
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(iii) Now AGL(l, 4) is a subgroup of 84 of order 12. To see that AGL(l, 4) ~ A4 we

either quote the fact that A4 is the only subgroup of 84 of order 12 or we examine each

element of AGL(l, 4) and check that it is an even permutation.

(iv) The order of GL(2, 2) is 6. Thus there are 6 possibilities for A and 4 possibilities

for b. Therefore we have 24 transformations TA ,b in AGL(2, 2). Since AGL(2, 2) ~ 84 and

1841 = 24, we have AGL(2, 2) ~ 84, as required. 0

10.2 Symplectic Groups

In this section we will discuss the Symplectic Group and consequently its affine subgroup.

We give a construction for the affine subgroup of 8P(4,2) and find its conjugacy classes.

10.2.1 Symplectic Forms

Definition 10.2.1 Let V be a finite dimensional vector space over a field IF. A function

f from the set V x V of ordered pairs in V to IF is called a bilinear form on V if for

each v E V, the functions f (v, ) and f ( ,v) are linear functionals on V. In this case we say

that (V, f) is an inner product space.

If f is a bilinear form on V such that for each non-zero x E V, there exists y E V for

which f(x, y) # 0, then f is said to be non-degenerate.

Remark 10.2.2 A bilinear form f is caned alternating (symplectic) on V if f(x, x) = 0

for all x E V.

Let V be a vector space over a field IF and f be a symplectic form on V. If char ( IF) =1= 2

then we obtain that for all x, Y E V,

o= f(x + y, x + y) = f(x + y, x) + f(x + y, y) = f(x, x) + f(y, x) + f(x, y) + f(y, y).

However, since f(x + y, x + y) = f(x, x) == f(y, y) = 0 we have that f(x, y) = - f(y, x).

Conversely if f is a bilinear form for which f(x, y) = - f(y, x) for all x, y E V, then in

particular for x E V we have f(x, x) = - f(x, x). This implies that 2f(x, x) = 0 and so

f(x, x) = 0, V x E ~
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10.2.2 Symplectic Spaces
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Definition 10.2.3 Let V be a vector space over a field IF. Let f : V x V ---+ IF be a

bilinear form on V such that

(i) f(x,x) = 0, "Ix E V

(ii) f(x , y) = - f(y, x), Vx, Y E V.

Then we say that (V, f) is a symplectic space over the field IF.

Remark 10.2.4 If char( IF) i= 2, then the properties (i) and (ii) in the above definition

are equivalent.

Let (V, f) and (U, g) be symplectic spaces over IF, then we say that V ~ U if there

exists an isomorphism T E L(V, U) such that V x , y E V we have f(x, y) = g(T(x), T(y)).

Definition 10.2.5 Let (V, f) be a symplectic space. If x, yEW, then x and y are or­

thogonal if f(x, y) = O. If W is a subspace of V then the orthogonal complement of

W is defined by

W..L = {y E V I f(x , y) = 0, Vx E W}.

Note that for all x E W we have f(O, x = f(x - x, x) = f(x, x) - f(x, x) = 0 - 0 = 0,

so that 0 E W..L. Now if x,y E W..L, then for any a,(3 E F and z E W we have

f(ax + (3y, z) = f(ax, z) + f((3y, z ) = af(x, z) + (3f(y, z) = aO + (30 = 0,

therefore ax + (3y E w-, and hence w- is a subspace of V.

Let (V, f) be a symplectic space and define R(V) by R(V) = v '. Then we call R(V) the

radical of V. We can easily see that (~f) is non-degenerate if and only if R(V) = {Ov}.

(See [27].)

Definition 10.2.6 Consider (~f) with f bilinear. If {VI, V2,"', vn } is an ordered basis

of V , then the inner product matrix of f relative to this basis is given by an n x n

matrix

Remark 10.2.7 It is clear that f is completely determined by an inner product matrix,

for if u = L aivi and V = L (3jVj then f(u, v) = Li,j ai(3jf(vi, Vj).

Lemma 10.2.8 Let V* be the dual space of V. If (V, f) is a non-degenerate inner product

space, then for every linear functional 9 E 11*, there exists a unique x E V, with 9 = f(x,).
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Proof. We first prove that if {Vi, V2, ... ,vn} is a basis of V, then {f (Vi, ), f (V2' ), ... , f (Vn, )}

is a basis of V*. Since dim V* = n, it suffices to show that these n linear functionals

are linearly independent. If there are scalars , Ai not all zero, with L Aif(Vi,) = 0 then

0= LAif(Vi ,)(y) = f(LAivi,y) Vy E V. Thus LAiVi = 0, because f is non-degenerate,

and this contradicts the independence of the Vi. Let 9 E V*. Then there exists J-Li E IF

with 9 = L fJ-if(Vi,)' Now let x = L J-LiVi· Then for all V E V we have

g(V) [LfJ-if(Vi' )](v)

L p'if(Vi, v)

f(~= fJ-iVi, v) = f(x, v).

Thus 9 = f(x,). To prove the uniqueness of x, suppose that f(x, v) = f(y, v) for all v E V.

Then f(x - y, v) = 0 Vv E V. So non-degeneracy of f implies that x - y = Ov and hence

x=y. o

Lemma 10.2.9 Let (V, f) be an inner product space. Then (V, f) is non-degenerate if and

only if the inner product matrices of f art: non-singular.

Proof. Let {Vi, V2,'" ,vn} be a basis for 11. If an inner product matrix A of f is singular,

then there is a non-zero column vector Y with AY = O. Therefore if Y = (J-Li, fJ-2,'" ,J-Ln)

where J-Li E IF then u = L J-LiVi is a non-zero vector with f( v, u) = X tAY = 0, for all

v = L AiVi, where X = (Ai, A2," . ,An). Conversely if u is a non-zero vector satisfying

f(u, v) = 0 for all v E V, then f(u, Vi) = 0 for all Vi. This implies that if u = L J-LjVj, then

Lj J-Ljf(Vj, Vi) = O. Let Y = (J-Li, J-L2,"', J-Ln)t be the column vector of u: Then Y =1= 0 and

AY = 0, hence A is singular. 0

Remark 10.2.10 Let (V, f) be a non-degenerate inner product space. If W is a subspace

of V then it is possible that the restriction f .t (W x W) is degenerate. For example let

V =< x, Y > be a two dimensional space over a field IF and let f be a bilinear form having

the following inner product matrix relative to the basis {x, y}

Then f is symmetric and non-degenerate.. However, if W =< x >, then the restriction

f .t (W x W) is zero and hence degenerate.

Lemma 10.2.11 {31} Let (~f) be a symplectic space and let W be a subspace of V.

(i) If f .t (W x W) is non-degenerate, then V = W EB W..L.

(ii) If (V, f) is a non-degenerate space and V = WEB W..L, then f .t (W..L X W..L) 'lS

non-degenerate.
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Proof. (i) If x E W n W..L, then f (x, w) =: 0 for all w E Wand so by the non-degeneracy

of f we have x = Oy. If v E V , then the restriction 9 = f (v,) -!- W is a linear functional

on W and so by Lemma 10.2.8 there is et unique Wo E W such that 9 = f(wo,)· Now

for all w E W we obtain that g(w) = f(v, w) = f(wo, w). But v = Wo + (v - wo) and

f(v - Wo, w) = f(v, w) - f(wo, w) = 0 IF imply v - Wo E W..L.

(ii) If {Vi, V2,"', vr} is a basis of W and {Vr+i, Vr+2,"', vn} is a basis of W..L, then

the inner product matrix of f relative to the basis {Vi, V2,'" ,vn} has the form

A= (B 0)o C '

so that detA = det(B)det(C). Since A is non-singular by Lemma 10.2.9, C is also non­

singular. Hence the restriction of f to ~1..L X W.l is non-degenerate by Lemma 10.2.9.

o

Definition 10.2.12 An isometry of a non-degenerate space (V, j) is a linear transfor­

mation T: V -+ V, such that j(T(x),T(~V)) = f(x,y) for all x,y E V.

Lemma 10.2.13 If (~j) is a non-deqeneraie space, then every isometry is non-singular,

and so the set of all isometries denoted by Isom(V, f) form a subgroup of GL(V).

Proof. If T is an isometry and T(x) = Oy, for some x E V then j(x, y) = j(T(x), T(y)) =
f(Oy, T(y)) = Oy, for all y E V. Since j is non-degenerate, it follows that x = Oy and T is

injective. Since V is finite dimensional, T is non-singular and so Isom(V, j) ::; GL(V). 0

Remark 10.2.14 (i) The product of isometries is also an isometry: For if Ti and T2

are two isometries, we have j(Ti(x),Ti(y)) = j(x,y) \lx,y E V and j(T2(x),T2(y)) =
j(x, y) \Ix, yE V. Then

j (TiT2 (x), T1T2(y)) = j(TdT2(X)], TdT2(Y)]) = j(T2(x), T2(y)) = j(x, y).

Hence T; T2 is an isometry.

(ii) The identity map is an isometry: Because f(Iy(x), Iy(y)) = j(x, y) \Ix , y E V.

(iii) An isometry T has an inverse T- i and T-i is also an isometry: Because

j(T-i(x), T -i(y)) = j(TT-i(x), TT-i(y)) = j(Iy(x), Iy(y)) = j(x, y).

Lemma 10.2.15 Let (~j) be a non-degenerate space. Let A be the inner product matrix

of j relative to an ordered basis B = {Vi, 'i~2,'" ,vn} of V, and let T be a linear transfor­

mation on V. Then T is an isometry if and only if its matrix M = (mij) relative to B

satisfies MtAM = A. If T is an isometry, then det(M) = ±1.
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Proof. Since f(T(Vi),T(vj)) = f('L,kmkivk,'L,rmrjVr) = 'L,k,r mkif(vk, vr)mrj, we have

that f(T(Vi),T(vj)) = f(Vi,Vj) if and only if MtAM = A. If T is an isometry, then

MtAM = A and we have

det(A) = det(MtAM) = det(Mt)det(A)det(M) = (det(M))tdet(M)det(A) = (detM)2detA.

Non-degeneracy of (V, f) gives non-singularity of A and so det(M) = ±1. o

Remark 10.2.16 The group GL(V) acts on F(V), the set of all functions V x V --+ IF

in the following way. If f is a function and P E GL(V), define

fP(x,y) = f(p-l(x),p-l(y)).

If Q E GL(V), then fPQ = (fQ)P, since

fPQ(x, y) - f((PQ)-l(x), (PQ)-l(y)) = f(Q-l p-l(x), o:'p-l(y))

= f(Q-l(p-l(x)),Q-l(p--l(y))) = fQ(p-l(x),p-l(y)) = (fQ)P(x,y).

If f is symplectic, then so is f ". Because

fP(x, y) = f(p-l(X), p-l(y)) = - f(p-l(y), p-l(x)) = - fP(y, x) \:Ix, yE V

and fP(x, x) = f(p-l(x), p-l(x)) = 0 \:la.:E ~

Theorem 10.2.17 {31} Let V be a vector space over a field IF. Let f be a bilinear form

on ~ If f is symplectic, then the stabilizer of f in GL(V), under the action of GL(V) on

F(V), is Isom(V, f)· Moreover, if 9 is in the orbit of t, then Isom(V, g) is isomorphic to

Isom(V, f).

Proof. The stabilizer GL(V)f of f is GL (V)f = {P E GL(V), I I" = f}. Hence

p E GL(V)f {:} fP(x, y) = f(x, y) \:Ix, y E V

{:} f(p-l( :r), p-l(y)) = f(x, y) \/x, y E V

{:} r:' E Isom(V, f)

{:} P E Isom(V, f),

Hence GL(V)f = Isomtv, f).

If 9 = I" for some PE GL(V), then

Isom(V,g) = GL(V)fP = {Q E GL(V) I (fP)Q = fP} = {Q E GL(V) I fPQ = fP}

= {Q E GL(V) I (fQp)P-l = f} = {Q E GL(V) I f P- IQP = f}

- {Q E GL(V) I p-1QP E GL(V)f}

= {Q E GL(V) IQ E p GL(V)f p-l}

= P GL(V)f r:' = P Isom(V, f) r:'.
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D

Definition 10.2.18 Two elements f, 9 E ..r(V) are called equivalent if 9 = fP for some

PE GL(V).

Remark 10.2.19 From Theorem 10.2.17 we deduce that equivalent symplectic forms de­

termine isomorphic groups of isometries.

Definition 10.2.20 Let (V, f) be a symplectic space and {VI, V2, . . . ,Vn } be a set of sub­

spaces of V such that

and f (Yi,Yj) = 0 for all Yi E Vi, Yj E vj for which i -1= i- Then we say that V is an

orthogonal sum of the subspaces {VI, V2"... , Vn } and we denote this by writing

V = VI ..1 V2 ..1 ... ..1 Vn ·

Remark 10.2.21 Let (V, f) be a symplectic space and W be a subspace of V. Then it

can be shown that (see [19]):

(1) dim(W -L) ~ dim(V) - dim(W) .

(2) If V is finite dimensional non-degenerate, then dim(W-L) = dim(V) - dim(W).

(3) If V is non-degenerate, then there exists a linear isomorphism () : V ---+ V* given by

uO(v) = f(u, v).

(4) If W is non-degenerate, then V = W 1_W -L.

Note 10.2.22 Assume that (V, f) is a non-degenerate symplectic space. If f is not iden­

tically zero, there are vectors x and Y with f(x, y) = a -1= O. Replacing x by a-Ix if

necessary, we may assume that f(x, y) = 1.. If dim V = 2, then its inner product matrix is

thus

Definition 10.2.23 Let (V, f) be a symplectic space and x, Y E V such that f(x, y) = 1.

Then the vectors x, Y E V are called a hyperbolic pair and the 2-dimensional subspace

of V generated by {x, y} is called a hyperlbolic plane.

Remark 10.2.24 We can easily show tha.t every hyperbolic plane is non-degenerate. If

H =< x, Y > is an hyperbolic plane in V, then f .J,. (H x H) is a bilinear form on H. Let
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U = Aox + /-LoY E H. We need to show that if f (u, v) = 0, \Iv E H then u = O. Consider

an arbitrary element v = ax + by of H. Then 0 = f(u,v) = f(Aox + /-LoY,ax + by) =
Aoa + J-Lob, \fa, b E IF imply that Ao = /-Lo := O. Hence u = O.

Theorem 10.2.25 {9} Let (V, f) be a non-degenerate finite dimensional symplectic space

over a field IF. If W is a subspace of V such that W n W..1 = 0, then V = W EI1 W..1.

Proof. Since V is finite dimensional, then W is finite dimensional. Let {Xl, X2,"" Xk} be

a basis for W. Then W..1 will be the collection of all vectors Y E V for which f(Xi, y) =

0, 1 ~ i ~ k. Since V is non-degenerate, then dim(W..L) = dim(V) - dim(W) and thus

we obtain that dim(V) = dim(W..L) + di'ln(W). Since W n W..1 = 0, then we obtain that

V=WEI1W..1. D

Theorem 10.2.26 Let (V, f) be a symplectic space over a field IF such that dim(V) = n

and dim(R(V)) = r. Then we have

V = HI 1- H2 1- ... 1- n.; 1- R(V),

where Hi, 1 ~ i ~ m are hyperbolic planes. Furthermore n - r = 2m.

Proof. We have that R(V) is a subspace of V. However if R(V) = V, then m = 0 and

thus n - r = 0 = 2 x 0 and the proof is complete. Thus, without loss of generality, suppose

that R(V) ::I V. Let X E V - R(V). Since x rI. R(V), there 3 z E V such that f(x, z) ::I O.

Thus we can choose y E V such that f (~:, y) = 1 and hence {x, y} is a hyperbolic pair.

This is true, since if f(x, z) = Q ::I 0, then for y = ~z we have f(x, y) = 1. Now suppose

that HI is the hyperbolic plane generated by {x, y} and that Ht = VI. Since HI is a

hyperbolic plane, then it is non-degenerate and thus we have that V = HI 1- VI and we

also have that R(Hd = O. Hence R(V) = R(Hd 1- R(VI) = R(Vd.

We now apply induction on dim(V) = n. Since HI = (x, y), then dim(Hd = 2 and so

we have that dim(V) = n = dim(Hd + di1n(Vd. Thus, dim(Vd = n - 2 < dim(V) and so

by induction hypothesis we obtain

where Hi, 2 ~ i ~ m are hyperbolic planes and that 2(m - 1) = n - 2 - r. So we get

2m = n - r. Since R(V1) = R(V) and V == HI 1- VI, then we also obtain that

D
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The result that follows shows that the dimension of a non-degenerate symplectic space

must be even.

Corollary 10.2.27 Let (V, f) be a non-degenerate symplectic space of dimension n over

a field IF. Then

where Hi, 1 ::; i ::; m are hyperbolic planes and n = 2m.

Proof. By the above theorem, we obtain that V = HI ..L H2 ..L ... ..L H m ..L R(V).

However V is non-degenerate and thus R(V) = O.

Hence we obtain that V = HI ..L H2 ..L ... ..L H m and dim(V) = n = 2m. D

Theorem 10.2.28 Let (V, f) be a non-degenerate symplectic space and {UI, ... ,ur } be a

linearly independent set of elements of V such that f (Ui' Uj) = 0 V i, j. Then there is a

linearly independent set {VI, V2, ... , vr } of elements of V such that

where VI is a subspace of V and Hi, 1::; i ::; r are hyperbolic planes and 2r ::; dim(V).

Proof. Since V is non-degenerate, R(V) = O. Hence UI f/. R(V) and there is VI E V

such that f(UI,vd = 1. Let HI = (UI,VI). Then H I is a hyperbolic plane. Since HI

is non-degenerate, V = HI ..L Ht-. Now 0 = R(V) = R( H d ..L R( Ht-) implies that

R(Ht-) = O. Hence Ht- is non-degenerate. Since f(UI' Ui) = 0 for 2 ::; i ::; r, Ui E Ht-.

Hence {U2' U3, ,ur } ~ Ht-. Since dim(lJt-) = dim(V) - 2 ::; dim(V), by induction there

exists {V2, V3, ,vr } ~ Ht- such that

where Hi = (Ui' Vi), 2 ::; i ::; r, Since V = H, ..L Ht-, we have

Also dim(V) = 2r + dim(Vd and hence 21' ::; dim(V). D

Theorem 10.2.29 fig} Let (V, f) be a non-degenerate symplectic space and W I , W2 be

two subspaces of V and T : W I --+ W2 be an isometry. Then there exists an isometry

s .V --+ V such that S -!-Wl= T.
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Proof. We have that WI = HI ..1 H2 ..1 ... ..1 u.; ..1 R(Wd, where Hi, 1 ~ i ~ m are

hyperbolic planes. Thus we obtain that

and Hi is a hyperbolic plane in W2. Since T(R(Wd) = R(T(Wd) = R(W2), we have

Now let

H = HI ..1 H 2 ..1 ... ..1 H m and H' = H~ ..1 H~ ..1 ... ..1 H!m.

Then we get

Since Hi and Hi, 1 ~ i ~ m, are hyperbolic planes, they are non-degenerate and hence

R(Hi) = R(HD = 0, 1 ~ i ~ m. Thus we obtain that R(H) = R(H') = 0 and hence

H, H' are non-degenerate. Therefore V = H ..1 Hl.. = H' ..1 (H')l.. . However since V is

non-degenerate, then R(V) = O. Thus

0= R(V) = R(H) ..1 R(Hl..) = R(H') ..1 R((H')l..)

and hence we obtain that R(Hl..) = R((H')l..) = O. Therefore n-, (H')l.. are non-degenerate.

Since H ~ WI and H' ~ W2, R(Wd ~ H°l.. and R(W2) < (H') .1.. Let {UI' U2, ... ,Uk} be

a basis for R(WI). Then f(Ui,Uj) = 0 \;/ i,j. Thus by Theorem 10.2.28, there exists a

linearly independent set {VI, V2, ... ,Vk} such that

where L is a subspace of n- and K, = (Ui, Vi) such that f(Ui, vd = 1. Since T is an

isometry, {T(UI), T(U2), ... ,T(Uk)} is a linearly independent set in T(R(Wd) = R(W2).
We also obtain that 0 = f(Ui, Uj) = f(T(Ui), T(uj)). Again by Theorem 10.2.28 there

exists a linearly independent set {vi, V~ ••• vk} such that

V HI ..1 H 2 ••• s.tt; ..1 K I ..1 K 2 ••• ..1 «, ..1 L

H~ ..1 H~ ... ..1 ll!m ..1 K~ ..1 K~ ... ..1 Kk ..1 L'
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with R(L) = R(L') = 0 and dim(V) = 2(rn + k) + dim(L) = 2(m + k) + dim(L'). Thus

we obtain that dim(L) = dim(L'). Hence there exists an isometry M : L -----+ L' . Define a

linear transformation S : V -----+ V by

S (Vi) = v~ 1 <i < k , S (£) = M (£) V £ EL.

Then S is an isometry on V and S .J,Wl = T.

10.2.3 Symplectic Groups

o

Definition 10.2.30 Let (V, f) be a non-degenerate symplectic space of dimension 2n over

a field [F. Then by Lemma 10.2.13 Isom(V, f) is a subgroup of GL(V). The group

Isom(V, f) is denoted by SP(2n, [F), and is called the symplectic group of degree 2n

over [F.

Note 10.2.31 If [F = GF(q) is a Galois field of q elements, where q = pk for some k

with p a prime, we denote SP(2n, [F) by 8P(2n, q). We further obtain that Isom(V, f) =

SP(2n, [F) ~ GL(2n, [F). We shall see in Theorem 10.2.33 that this group (within

isomorphism) is independent of the choice of f.

Definition 10.2.32 Let (V, f) be a non-degenerate symplectic space of dimension 2m. Let

B = {Xl, Yl, X2, Y2,···, Xm, Ym} be a basis for V such that {Xi, Yi} is a hyperbolic pair for

all 1 ~ i ~ m with f(Xi,Xj) = 0 = f(Yi,:I)j) for all i,j and f(Xi,Yj) = 6ij = -f(Yj,xd,

where 6ij = 1 if i = j and 6ij = 0 if i =I- [. Then we say that the set B is a hyperbolic

basis for v.

Thus all inner product are 0 except f(Xi' Yi) = 1 = - f(Yi, Xi) for all i .

Theorem 10.2.33 [31JLet (~f) be a non-degenerate symplectic space of dimension 2m.

(i) V has a hyperbolic basis {Xl, vi, X2, Y2,···, Xm, Ym}.

(ii) The inner product matrix A of f relatsue to this ordered basis is the matrix J which is

the direct sum of 2x 2blocks (0 1).
-1 0

(iii) If u = Li(aixi + (3iYi) and v = Li(AiXi + IJ-iYi) , then f(u, v) = Li(aiIJ-i - (3iAi).

(iv) All non-degenerate symplectic forms on V are equivalent and the symplectic group

Isom(V, f), up to isomorphism, do not depend on the choice of f.
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Proof. (i) Since V is the orthogonal direct sum of hyperbolic planes Hi by Corollary

10.2.27, the union of the bases of Hi, 1 ~ i ~ m produces hyperbolic basis of V.

(ii) By simple calculations we can see that the matrix of j with respect to the above
basis is

o 1

-1 0
o

o 1

- 1 0

J

o
o 1

-1 0

which is the direct sum of 2 x 2 blocks (0 1).
-1 0

j(u,v) j(L(aiXi + f3iYi) , L(AiXi + J.LiYi ))

L aiAjj(Xi, Xj) + L aiJ.Lj'/(xi, Yj) + L f3i Ajj(Yi, Xj) + L f3iJ.Ljj(Yi, Yj)
iJ iJ iJ iJ

(iv) If 9 is a non-degenerate symplectic form, then there exists a hyperbolic basis of V

relative to g, so that any inner product matrix of 9 is also congruent to J, and hence to any

inner product matrix of j. Therefore, by Theorem 10.2.17 the isometry group Isom(V, j)

does not depend on the choice of j. Thu.s up to isomorphism there is a unique class of

symplectic groups on V. 0

Note 10.2.34 The result of part (iii) in Theorem 10.2.33 implies that the symplectic

forms are sums of 2 x 2 determinants. If a hyperbolic basis is reordered so that all the Xi

precede all the Yi, then the matrix J is congruent to ( 0 Im). In this case we say
-Im 0

that {Xl, X2,' .. ,Xm, Y1, Y2, ... ,Ym} is a reordered hyperbolic basis of V.

Definition 10.2.35 If (~j) is a non-degenerate space, then the adjoint of a linear trans­

formation T, denoted by T*, is a linear transformation on V for which j(T(x), y) =
j(x, T*(y)) \Ix, Y E V.



CHAPTER 10. AFFINE SUBGROUPS 91

Lemma 10.2.36 Let (~f) be a non-degenerate symplectic space and let T be a linear

transformation on V having an adjoint T*. Then T is an isometry if and only if T*T = Iv·

Proof. HT has an adjoint with T*T = Iv . Then for all X,Y E V we have f(T(x),T(y)) =
f(x, T*T(y)) = f(x, y), hence T is an isometry. Conversely assume that T is an isometry.

Then for all x, y E V we have f(x, T*T(y) -- y) = f(x, T*T(y)) - f(x, y) = f(T(x), T(y))­

f(x, y) = O. Since f is non-degenerate, we must have T*T(y) - y = Ov for all y E V. That

is (T*T -lv)(y) = Ov for all y E V. Hence T*T = Iv. 0

Theorem 10.2.37 [31} Let (V, f) be a non-degenerate symplectic space. Let T E GL(V),

and let {Xl,X2,···, xm, YI,Y2,···, Ym} be a reordered hyperbolic basis of V. If the matrix Q

of T with respect to this basis is decomposed into m x m blocks Q = (~ ~) then T*

exists and has a matrix

Q* =

moreover, Q E SP(2n, q) if and only if Q*Q = 12m·

f(T(Xi),Xj) = f(L(akixk + (3kiYk),Xj)
k

f(2:, akixk, Xj) + f(2_: (3kiYk, Xj) = L akif(xk, Xj) + L (3kif(Yk,Xj)
k k k k

-(3ji.

On the other hand if T*(xj) = Er(ArjXr + {LrjYr) , then

r

f(xi'LArjXr) + f(Xi,~={LrjYr) = LArjf(Xi,Xr) + L{Lrjf(Xi,Yr)
r ;" r r

Hence -{3ji = !-Lij, and so it follows that the matrix of T* is Q* = (~ ~) where

N = - Bt. Similar calculations give the other three blocks, that is, M = o', X = -et and

Y = At. For the existence of T* we can see that the matrix construction defines a linear

transformation that behaves as the adjoint must. Now from Lemma 10.2.36 we deduce that

T is an isometry if and only if T*T = Iv. Hence Q E SP(2n, q) if and only if Q*Q = 12m.

o
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Note 10.2.38 Notice that by Lemma 10.2.15, symplectic matrices have determinant ±1. It

can be shown, in fact that every symplectic matrix has determinant 1; that is SP(2n, IF) ~

SL(2n, IF).

Theorem 10.2.39 SP(2n, IF) is a tratisitiue permutation group on the set of all hyper­

bolic pairs.

Proof. SP(2n, IF) has a permutation representation on the set of all hyperbolic pairs

{x,y} given by T 1-+ T l , where T E SP(2n, IF) and

T _ ( {x,y} )
1 - {1'(x), T(y)} .

Let {Xl,Yl},{X2, Y2} be two hyperbolic pairs. Then we have that f (Xl, yd = f (X2, Y2) = 1.

Thus there is a linear automorphism T such that T(xt} = X2 and T(yd = Y2· Let

Then we observe that T : H l --+ H 2 is an isometry. By Theorem 10.2.29, there is an

isometry S E SP(2n, IF) such that S 4-Hl := T. Hence SP(2n, IF) is transitive on the set

of all hyperbolic pairs. D

Theorem 10.2.40 [19] Let (V, f) be a non-degenerate symplectic space of dimension 2n

over GF(q). Then the number of hyperbol~:c pairs of V is q2n-l.(q2n - 1).

Proof. We observe that IVI = q2n. Let {x, y} be a hyperbolic pair. Then we have that

f(x,y) = 1 and hence X =1= Ov. Thus we have that dim((x)) = 1 and hence we obtain

that dim( (x)..L) = 2n - 1. Therefore the number of elements of V which are not in (x)..L is

q2n - q2n-l. Since I IF*I = q - 1, the number of elements y E V for which f(x, y) = 1 is
2n 2n-l

given by q ;~ 1 . Thus the number of hyperbolic pairs is given by

2n 2n-l 1
(q2n _ l).(q - q ) = (q2n _. 1).q2n-l(~) = q2n-l.(q2n - 1)

q-1 q-1

D

Theorem 10.2.41 [9] Let (V, f) be a non-degenemte symplectic space of dimension 2n

over GF(q). Then
n

ISP(2n, q)1 = qn
2 IT (q2i - 1)

i=l
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Proof. Since V is non-degenerate, there is a hyperbolic basis for V. Let

{Xl, Yl, X2, Y2,"', Xn, Yn} be a fixed hyperbolic basis for V. Let T E SP(2n, q). Since

T is an isometry, {T(xd, T(yd, T(X2), T(:V2) , ... ,T(xn), T(Yn)} is a hyperbolic basis for

V. Thus we obtain that ISP(2n, q)1 is the number of hyperbolic bases for V. We apply

induction on n, to count the number of ways of choosing hyperbolic bases for V. There are

q2n-l.(q2n - 1) ways of choosing a hyperbolic pair Xl, Yl E V. Let Hi = (Xl, Yl), then the

restriction j of f to H [- is non-degenerate and thus making (H [-, j) into a non-degenerate

symplectic space. Thus the remaining vectors of the hyperbolic basis for V may be chosen

as a hyperbolic basis for (Hr, j). Since dirn(H[-) = 2n-2, the number of hyperbolic bases

for (Hr,j) is equal to ISP(2n - 2,q)l. Hence we obtain that

ISP(2n, q)1 q2n-l. {q2n _ 1).ISP(2n - 2, q)1
n-l

q2n-l. (q2n _ 1).q(n-l)2 IT (q2i - 1)
i=l

n

qn
2IT (q2i - 1).

i=l

o

Note 10.2.42 If V is a 2n-dimensional non-degenerate symplectic space over a field IF,

and SP(2n, IF) is the symplectic group of isometries of V, then the centre Z(SP(2n, IF)

of SP(2n, IF) consists of the transformations T = kI, where k = ±1. The factor

group SP(2n, IF)jZ(SP(2n, IF)) is called the projective symplectic group and is denoted

by PSP(2n, IF). The projective symplectic groups are simple except for PSP(2,2) =

PSL(2,2), PSP(2,3) = PSL(2,3) and PSP(4,2). If IF = GF(q), is the Galois field of

q elements, then SP(2n, IF) and PSP(2n, IF) are denoted by SP(2n, q) and PSP(2n, q)

respectively, and we have

We also have

Z(SP(2n, q))

Z(SP(2n, q))

IPSP(2n, q)/

{I} if char( IF) = 2 and

{I,-I} if char( IF) =I 2

1
(2, q _ 1) x ISP(2n, q)1

n2 n
q IT 2i

(2, q - 1) i=l (q - 1) .

Definition 10.2.43 If V is a vector space of dimension nand H is a subspace of V of

dimension n - 1, then we say that H is a hyperplane of V. If IF = GF(q) and H is a

hyperplane in V, then H contains qn-l points.



CHAPTER 10. AFFINE SUBGROUPS

Definition 10.2.44 Let V be a non-degenerate symplectic space over a field IF and

T E SP(2n, IF), T i- I such that for some hyperplane H of V, we have

(i) T(h) = h V h E H,
(ii) T(u) - u E H VuE V-H. Then T -is called symplectic transvection of v.

94

Theorem 10.2.45 [19} Let T be a symplectic transvection with hyperplane H. Then there

is a non-zero z E V such that H = (z)..L and for all y E V we have T(y) = y + kf(z, y)z

for k ElF. Conversely for z i- 0, z E V and 0 i- k E IF define T : V ---+ V by

T(y) = y + kf(z, y)z for all v E V. Then T is a symplectic transvection with hyperplane

(z)..L .

Proof. Let u E V-H. Since T is non-identity, T(u) - u i- O. Let v EH such that vi- 0

and T(u) - u = v. Since H is a hyperplane and u ft H, V = (u) ED H. Then dim(H..L) = 1

and hence H..L = (z) for some z i- 0, z E V. Define ifJ : V ---+ IF by <j;(y) = ifJ(AU + h) = A

and it can be shown that <j; is a linear functional, so there is w E V such that wO = ifJ,
where () : V ---+ V* is the linear isomorphism given in Remark 10.2.21 part 3. For all

yE V, <j;(y) = wO(y) = f(w,y),

T(y) T(AU + h) = AT(u) +T(h) = AT(u) + h = A(V + u) + h

Av + Au + h = y + )~v = y + ifJ(y)v = y + f (w, y)v.

Now, for all h E H, f(h, u) = f(T(h), T(u)) = f(h, u+v) = f(h, u)+ f(h, v). So f(h, v) = 0

for all h E H, that is v E H..L. Since H = (z)..L then v E (z), so that v = k1z for

some k1 ElF. Since v i- 0, then k1 l O. Therefore T(y) = y + k1f(w, y)z. Since

o= <j;(h) = f(w, h) for all h E H, w E H'..L and thus w = k2z for some k2 ElF. Hence

T(y) = y + k1k2f(z, y)z.

Conversely for 0 i- k E IF and 0 i- z E V, define T : V ---+ V by T(y) = y + kf(z, y)z

for all y E V. It can be shown that T E: SP(2n, IF). Let H = (z)..L then for h E H,

T (h) = h + k f (z, h)z = h + 0 = h and if y E V then T (y) - y = k f (z, y)z = az for

some a E F. Since (z) ~ (z)..L, then T(y) - y E (z)..L = H. Therefore T is a symplectic

transvection with the hyperplane H = (z)_L. 0

If T is a transvection, then by Theorem 10.2.45 there exists k E F* and z E V* such

that T = Tk,z. For T = Tk,z we say that 'T is a transvection in the direction z. Let X be

the set of all symplectic transvections of 1r. Then it can be shown that (X) is transitive

on V - {Ov} and on hyperbolic pairs.

Theorem 10.2.46 [19} SP(2n, IF) is generated by the set of all symplectic tmnsvections.
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Proof. For n = 1, we obtain that SP(2, IF) ~ SL(2, IF) and that SL(V) = (X)

and the proof is complete. Suppose that n > 1 and let {u, v} be a hyperbolic pair and

SE SP(2n, IF). Then {S(u),S(v)} is also a hyperbolic pair. Since (X) is transitive on

hyperbolic pairs, then there exists T E (X) such that T (u) = S(u) and T(v) = S(v)

Let P = T-lS : {u,v} --+ {u,v} and H = (u,v). Then V = H ..L HJ... Since P fixes

H, then P(HJ..) = HJ.. and thus P also fixes HJ... Thus by Theorem 10.2.29 we obtain

that P ..J..HJ..= pI is an isometry on H J... Now suppose the result is true for all symplectic

spaces whose dimensions are less than 2n. Since dim(HJ..) = 2n - 2, then by the induction

hypothesis

pI = IIT!

where TI's are symplectic transvections of s». Now we define 7i : V --+ V by Ti(h+h') =
h + Tf (h') \:I h E H, h' E H 1.. and all indices i. If Tf is a transvection with hyperplane

(hDJ.. n HJ.., where h~ E HJ.., then 7i will also be a transvection with hyperplane

HJ..((hDJ.. n HJ..). Since

pI = IIT! and P = T-lS ,
i

then we obtain that

S == IITTi
i

and thus S E (X).

Corollary 10.2.47 SP(2n, IF) is transiiiue on V - {Ov}.

o

Proof. The result follows immediately since SP(2n, IF) is generated by the set of all

symplectic transvections of V. 0

10.2.4 The Affine Subgroup of the Symplectic Group

Since SP(2n, q) is transitive on the non-zero vectors of V, we consider the subgroup of

SP(2n, q) which is a stabilizer of a non-zero vector of V and study its structure.

Definition 10.2.48 Let (V, f) be a non-degenerate symplectic space of dimension 2n over

IF = GF(q), where q = pk for some prime p. Let B = {el, e2,... , e2n} be a basis for V

and f : V x V --+ IF defined by f(ei, ej) = 6(i,2n + 1 - j), where i ::; j. Let T be an
isometry of (V, f) and

G(n) = SP(2n, q) = {T I f(T(x), T(y)) = f(x, y) \:Ix, y E V}.
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Since G(n) acts transitively on V - {Qv}, let a E V - {Qv} and A(n) be the stabilizer of

a in G(n) then we have that

A(n) = {T E G(n) IT(a) = a}.

Thus A(n) ~ G(n). The group A(n) is called the affine subgroup of G(n).

Remark 10.2.49 Since A(n) is the stabilizer of a E V - {Qv} in G(n), we have that

[G(n):A(n)] = IV - {Qv}1 = q2n - 1. Now since G(n) acts transitively on V - {Qv}, then

we let A(n) to be the stabilizer of el in G(n). That is A(n) = {T E G(n) IT(ed = ell.

Remark 10.2.50 If P is a p-group. Then P' ~ <p(P). We say that P is a special p-group

if we have that Z(P) = P' = <p(P) is elementary abelian.

Lemma 10.2.51 Let a E GF(q), with char(GF(q)) = p and (n,p) = 1, n ErN. Then

there exists b E GF(q) such that nb = a.

Proof. If a = Q, then let b = Q. Suppose a i- Q. Let (GF(q))* =< x > where o(x) = q-l.

Then a E (GF(q))* implies that a = x m' , 1 ~ rn' ~ q - 1. Since (n,p) = 1, nx i- Q.

Thus nx E (GF(q))* and hence nx = x m where 1 ~ m ~ q - 1. Let b = xm'-m+l. Then

bE (GF(q))* and nb = nxm'-m+l = (nx)xm'-m = xm.xm'-m = x m' = a. D

Definition 10.2.52 We define P(n) to be the subgroup of A(n) consisting of elements

T E G(n), such that

and
2n

T(e2n) = L ,8iei
i=l

with ,82n = 1 and

{

-,82n+l-'; 2 < j <n

aj = ,82n+l-j' n < j ~ 2n - l.

If x E P(n), then x is represented by the following matrix, with respect to the basis B given
in Definition 10.2.48:

1 -/hn-l -/hn-:~ fh fh
0 1 0 0 fh

0 0 0 1 fhn-l
0 0 0 0 1
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It is convenient to describe P(n) as an abstract group P in the following manner: Let

(V, f) be a non-degenerate symplectic space of dimension 2n - 2 over GF(q) and consider

the pairs [v, a]' where v E V and a E GF'(q). Define a multiplication on such pairs by

[v, a][u, b] = [u + v, a + b+ f(v, u)]. It is clear that IPI = q2n-2 X q = q2n-l.

Lemma 10.2.53 [13} If char( IF) = p where p is an odd prime, then the group P is a

non-abelian specialp-group of order q2n-l isomorphic to P(n).

Proof. It is not difficult to see that P is a non-abelian group of order q2n-l under the

multiplication defined above, with [Ov, 0] = 1p and [v, a]-l = [-v, -a].

(i) P is non-abelian: Since

[v, a][u, b] = [u + v, a + b+ f(v, u)] and [u, b][v, a] = [u + v, a + b + f(u, v)],

it suffices to show that f(u, v) =1= f(v, u). Now, since f is symplectic we have that f(u, v) =
- f(v, u) =1= f(v, u) , thus P is non-abelian.

(ii) P is special: We need to show that Z(P) = pI = q>(P). Now

[v , a] E Z(P) {:} [v, a][u, b] = [u, b][v, a] Vu E V and Va, bE GF(q)

{:} f(u, v) = f(v, u) VUE V

{:} f(u, v) = f(v, u) = - f(u, v) Vu EV

{:} 2f(u,v) = 0 Vu E V

{:} f(u, v) = 0 Vu E V

{:} v =Ov.

Thus Z(P) = ([Ov, a] Ia E GF(q)} ~ GF(q) and IZ (P )/ = IGF (q)1= q. Now

pI < [v, a], [u,b] Iu,v E ~ a,b E GF(q) >

- ([v, a][u, b][v, a]-l [u, b]-l I U, v E V, a, b E GF(q)}

([v, a][u, b]([u, b][v, a]) -l Iu, v E V, a, b E GF(q)}

([Ov, 2f(u, v)] I 'U.,V E ~a,b E GF(q)}.

Hence P' ~ Z(P). Conversely we need to show that Z(P) ~ PI. By Lemma 10.2.51,

if [Ov, a] E Z(P), with a E GF(q) we can find b E GF(q) such that 2b = a. Now let

v = el and u = be2n, then f(v, u) = f(el :be2n) = b811 = b, so 2f(v, u) = 2b = a. Hence

[Ov, a] = [Ov, 2f(v,u)] E pI, which implies that Z(P) ~ r'. Thus pI = Z(P). Therefore

pI = ([Ov, a] Ia E GF(q)}. Since P = ([v, a] Iv E V, a E GF(q)}, we have

pp = < xPIXEP > = < [v,a]P IVEV, aEGF(q) >.
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But
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[v, a]P [ pv, pa + f (v, v) + ... + f (v, v) ]
, .-I

'"(p-1)times

[ OV, f(v, v) + ... + f(v, v) ] == [Ov, c] E P', where c = f(v, v) + ... + f(v, v),
, " , -#

(p-1)times (p-1~imes

implies that [v, a]P E P' and hence pp ~ P'. Since q>(P) = P'PP, we have that

q>(P) = P'pP = P'. Thus P is a special p-group.

(iii) P(n) is isomorphic to P : Define 4J : P(n) -+ P given by ifJ(x) = [v, a], where
x E P(n) has the form

1 -!32n-l -!32n-2 !32 !3l
0 1 0 0 !32

X

0 0 0 1 !32n-l
0 0 0 0 1

and v = (-(32n-1, -(32n-2,··· ,(33,(32) with a = (31 ( see Definition 10.2.52). We need to

show that 4J is a one to one and onto homomorphism.

if; is a homomorphism: Let x, y E P (n) such that

1 -!32n-l -!32n-2 !32 !3l
0 1 0 0 !32

X

0 0 0 1 !32n-l
0 0 0 0 1

and

1 -!3~n-l -!3~n-2 !3~ !3~
0 1 0 0 !3~

y =

0 0 0 1 !3~n-l
0 0 0 0 1

If v = (-(32n-1, -(32n-2,···, (33, (32) and v' = (-(3~n-1' -(3~n-2'···' (3~, (3~) then we have

that 4J(xy) = [ v + v', (31 - (32n-1(3~ - (32n-2(3~ - ... + (33(3~n-2 + (32(3~n-1 + (3~ ]. Since

if;(x) = [v, (31] and if;(y) = [v', (3i], we have if;(x)if;(y) = [v + v', (31 + (3~ + f(v, v')]. So it

suffices to show that -(32n-1(3~ - (32n-2(3~ -- ... + (33(3~n-2 + (32(3~n-1 = f(v, v'). Now direct

calculations show that f( v, v') = -(32n-1(3~ - (32n-2(3~ - ... + (33(3~n-2 + (32(3~n-1 , and hence

we have that 4J(xy) = 4J(x)4J(y).

4J is one-to-one:

ifJ(x) = 4J(y) =} [v, (31] == [v', (3~]

=} v = v' and (31 = (3~
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::::} {3i = {3~ and {31 = {3~ 2 ~ i ~ 2n - 1

::::} {3i = {3~ Vi 1 ~ i ~ 2n - 1

::::} x = y.

Now
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Im(q;) = {q;(x) Ix E P(n) }

Hence q; is onto, so P(n) ~ P.

We know that

{[v, {31] Iv E V, (31 = a E GF(q) }

{[v, a] Iv E V, a E GF (q)} = P.

1 -fJ2n-1 -fJ2n-2

o 1 0

P(n)

o
o

o
o

o
o

fJ2 fJI

o fJ2

, fJiEGF(q), i=1,2···,2n-l .

1 fJ2n-1

o 1

Since the entries above the main diagonal are arbitrary elements of GF(q) and there are

exactly 2n - 1 places above the diagonal, we have that IP(n)1 = q2n-l. 0

Remark 10.2.54 If p = 2, then P(n) is an elementary abelian 2-group. Let x E P, then

x = [v, a] where v E V and a E GF(q). Since p = 2 we have that x2 = [v, a]2 = [2v,2a] =
[Ov, 0] = 1p. Thus P is an elementary abelian 2-group. Since P(n) ~ P, then P(n) is also

an elementary abelian 2-group.

Lemma 10.2.55 [24} Let H be the subgroup of A(n) which fixes e2n. Then H fixes both

el and e2n and acts on W = (e2' e3, ... , e2n-l) as G(n - 1). Moreover H ~ G(n - 1) ~

SP(2n - 2, q).

Proof. Follows immediately from Theorem 10.2.41. D

Theorem 10.2.56 [13} Let q be a power of an oddprime p. Then A(n) is a split extension

of P(n) by H where H ~ G(n - 1) ~ SP(2n - 2,q). That is

A(n) = P(n):H = P(n):SP(2n - 2,q)

Proof. We need to show that H is a complement of P(n) in A(n). This is equivalent to

show the following:

(i) P(n) n H = {l A (n ) }
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(ii) P(n) . H = A(n)

(iii) P(n) ~ A(n).
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(i) Let T E P(n) then T(e2n) = {3lel + {32e2 + ... + (32n-le2n-l + e2n. If T E H, then

T (e2n) = e2n and hence we must have {3:~ = 0 1 ~ i ~ 2n - 1 and (32n = 1. Hence

Qi = 0, 2 ~ i ~ 2n - 1. Thus T(ei) = e, Vi, so that T = IA(n)·

(ii) Since G(n) acts transitively on V -- {Ov}, we have that IG(n)1 = IV*IIA(n)l.

So

Now

IA(n)1
qn2(q2n-2 _1)(q2n-4 -1) ... (q4 _ 1)(q2 _1)(q2n -1)

q2n -1

qn2(q2n-2 _ 1)(q2n--4 _ 1)... (q4 _ 1)(q2 - 1).

IP(n)IIHI
IP(n)· HI = IP(n) nHI = IP(n)IIHJ.

Since H ~ SP(2n - 2, q), we have that

IHI = q(n-l)2 (q2n-2 _ 1)(q2n-4 _ 1)... (q4 _ 1)(q2 - 1).

Thus

IP(n)IIHI q2n-lq(n-l
j2(q2n-2 _ 1)... (q4 _ 1)(q2 - 1)

qn2(q2n-2 __ 1)... (q4 _ 1)(q2 - 1)

IA(n)l·

Since P(n) . H ~ A(n), we must have P(n) . H = A(n).

(iii) If A E A(n), then A = PoTo where Po E P(n) and To E H. To show that P(n) ~

A(n), let p E P(n). Then

poTop(poTo)-l = poTopTo-1POl = Po (TopTo-
l )Po -1.

Hence it suffices to show that TpT- l E P(n) VT E H, Vp E P(n). If

B' = {ei, e2,"', en, e2n, e2n-l, e2n-2,···, en+2, en+l} is the ordered basis obtained from B,

then the action of T E H on the vectors of B' is described by

and
n 2n

T(ei) = L Ajiej + ~= Ajie3n+l-j, 2 <i <n,
j=l j=n+l

n 2n
T(ei) = L Aj 3n+l-iej + L Aj 3n+l-ie3n+l-j, n < i ~ 2n - 1.

j=l j=n+l
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Hence T can be represented by the following matrix, with respect to B'

1 Al 2 A1n 0 Al n+2 Al 2n

0 A2 2 A2 n 0 A2 n+2 A22n

0 An 2 An n 0 An n+2 An 2n = (Aij hnX 2n .

0 An+1 2 An+1n 1 An+1n+2 An+12n

0 A2n 2 A2n n 0 A2n n+2 A2n 2n

101

Since T is an isometry, then the adjoint of T exists and its action on the vectors of B' is

given by

and
n ~~n

T*(ei) = L J-Ljiej + :C J.Lji e3n+l-j, 2 <i <n,
j=l j=n+l

n 2n
T*(ei) = L J-Lj 3n+l-iej + L J-Lj 3n+l-ie3n+l-j, n < i ~ 2n - 1.

j=l j=n+l

Using the definition of adjoint of T, we find the entries of the first and the (n + l)-th rows

of the matrix of T* with respect to B'. For example, entries in the first row of the matrix

of T* are obtained as follows:

!(T(e2n), ed
! (T( e2n),e2)

!(T(e2n), en)

!(T(e2n), e2n)

!(e2n, T*(ed) = !(e2n, ei) = 1, so J-Lll = An+l n-l-I = 1

!(e2n, T*(e2))' so J-L12 = An+2 n-l-I = 0

!(e2n, T*(en)), so J-Ll n = A2n ri-l-L = 0

!(e2n, T*(e2n)) = : !(e2n, e2n) = 0, so J-Ll n-l-I = Al n-l-l = 0

Similar calculations give the entries of the (n + l)-th row of the matrix of T*. Now
by using the Theorem 10.2.37, we can easily see that T and T* have the following matrix
representations (with respect to B') respectively

1 0 0 0 0 0
0 A22 A2 n 0 .~ 2 n+2 A22n

0 An 2 An n 0 '~n n+2 An 2n

=(~ ~)0 0 0 1 0 0
0 An+22 An+2 n 0 An+2 n+2 An+22n

0 A2n 2 A2n n 0 ) .2n n+2 A2n 2n
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and
1 0 0 0 0 0

0 An+2 n+2 A2n n+2 0 -A~: n+2 -An n+2

0 An+22n A2n 2n 0 -A22n -An 2n =( Dt -et )0 0 0 1 0 0 _Bt At

0 - An + 2 2 -A2n 2 0 A22 A n 2

0 -An+2 n -A2n n 0 A2n An n

Since T E P(n) ~ SP(2n, q), by Theorem 10.2.37 we have that T*T = 12n . Using this

fact we obtain the following relations

n

L(An+k n+iAkj - Ak n+iAn+kj), 2 ~ i ~ n, 2 <j ~ 2n,
k=2

and

n-2

L (- Ai+k i-nAlj + Al i-nAi+k j), n + 2 <i <2n, 2 <j <2n, 2 ~ l < ti,

k=O

Now if pEP(n), then p can be represented (with respect to B ') by the following matrix

1 -fhn-l -Bz«:» -.8n+l fh .8n
0 1 0 0 .82 0
0 0 1 0 .83 0

0 0 0 1 .8n 0
0 0 0 0 1 0
0 0 0 0 .82n-l 0

0 0 0 0 .8n+l

Using the above relations obtained for the entries of T we deduce that T-1pT has the
following matrix representation

1 -.B~n-l -.B~n-2 -.B~+l .B~ .B~
0 1 0 0 .B~ 0
0 0 1 0 .B~ 0

0 0 0 1 .8~ 0
0 0 0 0 1 0
0 0 0 0 .8~n-l 0

0 0 0 0 .8~+1

Thus T-1pT E P(n), so that P(n) ::g A(n}. 0
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10.2.5 The group A(2) = 23:SP(2, 2:)
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Here P(2) is an elementary abelian group of order 8, so P(2) ~ V3(2), the vector space

of dimension three over the field of two elements. Let H ~ SP(2 ,2), we determine the

conjugacy classes of the group A(2) = P(2):H ~ 23:SP(2, 2), where H acts naturally on

P(2).

Let P(2) be generated by {El, E2, E3}, according to the Definition 10.2.52, where

(

1 1 1 0)
010 1

and €3 = ,
001 1

000 1

and E[ = 1, for 1 ::; i ::; 3. Hence P(2) = {l, El, E2, E3, E1E2, E1E3, E2E3, E1E2E3}. Let
H =< a, (3 >, where

a=U
0 0

D p=U
0 0

D'
1 0 0 1

and
1 1 1 1

0 0 0 0

with o(a) = 2 and 0((3) = 3. Then the group A(2) is generated by two 4 x 4 matrices

over GF(2), namely

x= U
0 0

D y=U
1 1

D
1 1 0 1

and
1 0 1 0

0 0 0 0

where o(x) = 6 and o(y) = 2.

10.2.6 The conjugacy classes of A(2) = 23:SP(2, 2)

We have used GAP3 [32] to compute the conjugacy classes of the group A(2), and we

found that A(2) has 10 conjugacy classes. We use Atlas [5] notation to list the conjugacy

classes of A(2). We also give class representatives in terms of 4 x 4 matrices over GF(2).

The information is given in the Table 9.1.
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Table 9.1: The conjugacy classes of elements of 23:8P(2, 2)

[g]a M I[g]G' I [g]a M I[g]al
I 1 o 0 o ' I 1 o 0 o \

0 1 0 0
2A

0 1 1 0
6lA 1

0 o 1 0 0 o 1 0

0 o 0 1 0 o 0 1

U
1 0

D U
1 0

D
1 0

2C
1 0

62B 3
0 1 1 1

0 0 0 0

u
0 0

D U
1 0

D
1 0 1 0

32D 1 2E
0 1 0 1

0 0 0 0

u
0 0

n u
0 1

D
1 1

4A 0 13A 8 6
1 0 1 0

0 0 0 0

I 1 0 1 1 1 1 1 0

0 0 1 0 0 1 1 04B 6 6B 8
0 1 0 1 0 1 0 1

\ 0 0 0 1 ) \ 0 0 0 1 )
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Lemma 10.2.57 The group A(2) is isomorphic to the generalised symmetric group 23:8
3.

Proof. In the generalized symmetric group 23:8
3 , 83 acts on 23 naturally producing four

orbits of lengths 1, 1, 3 and 3 respectively. Using Table 9.1 we can see that for the

group A(2) = P(2):8P(2, 2) we have P(2) = {lA} U[2B] U[2E] U[2D]}, where l[lA]1 = 1,

1[2B]1 = I[2E] I = 3 and 1[2D]1 = 1. Hence 8P(2, 2) has 4 orbits of lengths 1, 1, 3 and 3 on

P(2) = 23
. Since 8P(2, 2) ~ 83 , the proof follows. 0

Remark 10.2.58 Using the technique of the Fischer-Clifford matrices, Mpono in [27] has

determined the conjugacy classes and constructed the character table of the affine group

A(3) = 25:8
6 ~ 25:8P(4,2) which is maximal in the group 8P(6,2) of index 63. For a

more detailed and thorough account on the subject the reader is submitted to a reading of

[26] and [27].
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