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Abstract

The use of characteristic functions to represent well-known sets in graph theory ­

such as dominating, irredundant, independent, covering and packing sets - leads

naturally to fractional versions of these sets and corresponding fractional parameters.

Let S be a dominating set of a graph G and f : V(G) f---t {a, 1} the characteristic

function of that set. By first translating the restrictions which define a dominating set

from a set-based to a function-based form, and then allowing the function f to map

the vertex set to the unit closed interval, we obtain the fractional generalisation of

the dominating set S. In chapter 1, known domination-related parameters and their

fractional generalisations are introduced, relations between them are investigated,

and Gallai type results are derived. Particular attention is given to graphs with

symmetry and to products of graphs.

If instead of replacing the function f : V(G) f---t {0,1} with a function which

maps the vertex set to the unit closed interval we introduce a function t' which

maps the vertex set to {a, 1, ... ,k} (where k is some fixed, non-negative integer)

and a corresponding change in the restrictions on the dominating set, we obtain a

k-dominating function. In chapter 2 corresponding k-parameters are considered and

are related to the classical and fractional parameters. The calculations of some well­

known fractional parameters are expressed as optimization problems involving the

k- parameters.

An e = 1 function is a function f : V (G) f---t [0, 1] which obeys the restrictions that

(i) every non-isolated vertex u is adjacent to some vertex v such that f( u)+ f( v) = 1,

and (ii) every isolated vertex w has f (w) = 1. In chapter 3 a theory of e = 1 functions

and parameters is developed. Relationships are traced between e = 1 parameters

and those previously introduced, some Gallai type results are derived for the e = 1

parameters, and e = 1 parameters are determined for several classes of graphs. The

e = 1 theory is applied to derive new results about classical and fractional domination

parameters.
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Chapter 1

An introduction to fractional

parameters

1.1 Introductory remarks and some notation

This thesis deals with a family of parameters which are fractional versions of more

familiar parameters. The original parameters are, in general, of the form: the min­

imum/maximum cardinality of a minimal/maximal set of vertices/edges such that

for each vertex/edge the number of elements of the set in the neighbourhood of the

vertex/edge is at most/least one. The parameters studied here are the extension

where one places weights on the vertices/edges and the weight of a neighbourhood is

the sum of the weights of the neighbours. The parameters studied include fra ctional .

domination, packing, irredundance, independence, and more. We begin by examin­

ing some of the well-known set-based parameters which we shall later fractionalise.

The field of fractional parameters is a large one and we shall not attempt to survey

all of it. We shall concentrate upon the theoretical aspects of some parameters close­

ly linked to fractional domination. The algorithms and complexity issues related to

these fractional parameters will not be considered .

The notion of domination in graphs is generally traced back to 1862 when C.F.

de J aenisch [dJ62] posed the problem of findin g the smallest number of queens that

could be placed on a chessboard to at tack (i.e. dominate) each square on the board.

Related problems, concerning other chess pieces, were sporadically considered , but

the formal graph-theoretical formulation of the concept of domination was introduced

much later, by Berge in 1958 [Ber58] and Ore in 1962 [Ore62] (Ore first referred to

the 'domination number ' of a graph, which Berge called its 'coefficient of external

stability ') .
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During the past two decades the study of various domination parameters and

concepts related to them has developed into a major field of graph-theoretical re­

search. The first survey of results on domination was published in 1977 by Cockayne

and Hedetniemi [CH77]; since then a vast body of literature has been produced.

In 1994 a provisional list of papers on .domination in graphs, compiled by Teresa

Haynes [Hay94], comprised 878 titles.

We shall not attempt to survey the field of domination but will indicate briefly

the three main directions followed by researchers in order to generalise or specialise

domination-related concepts.

Let C be a graph and 5 a set of vertices of C such that every vertex in C is in 5

or adjacent to at least one vertex in 5. Then 5 is called a dominating set of C and

the smallest cardinality of such a dominating set of C is known as the domination

number of C, r(C),
The earliest variations of these concepts were obtained by placing restrictions on

the dominating sets 5 under consideration. We cite a few instances: in [CH77] 5

is required to be independent (and the associated minimum cardinality of an inde­

pendent dominating set of C is the independent domination number of C, i(C));

in [CDH80] it was required that the subgraph (5) induced by 5 should contain no

isolated vertex (yielding the total domination number of C, rt(C)); the requirement

that the dominating sets should induce connected subgraphs [HL84a] yields the con­

nected domination number of C , r c(C ), For a connected graph C that contains no

induced path or cycle of order 5, dominating sets that induce complete subgraphs of

C exist and the smallest cardinality of such a dominating clique is called the clique

domination number of C, f3k(C) [CK90]. If the induced graph (5) is to contain a

perfect matching, 5 is called a paired dominating set and the minimum cardinality

of such a paired dominating set is the paired domination number of C , rp(C) [Sla95].

A further class of parameters may be obtained by modifying the requirement that

every vertex of a graph C should be adjacent to at least one vertex of a dominating

set 5 or in that set. By requiring that each vertex of C not in 5 should be adjacent

to at least n vertices of S, the n-domination number of C was introduced by Fink

and Jacobson [FJ85] . If each vertex of C is contained in a subgraph of C which

is isomorphic to a given graph F, the requirement that each vertex of C should be

contained in such a subgraph that also contains at least one vertex of 5 leads to the

definition of an F -domination number of C, rP(G). Distance-domination parameters

are obtained if it is required that each vertex of C be within (prescribed) distance

n - 1 from a vertex of 5 [HOS91]. The requirement that each vertex in C should be

adjacent to the vertices of a subset of 5 which is unique to that vertex leads to the
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definition of locating-domination parameters [Sla88]. Many further variations on the

above two themes are possible (see, for instance, [HL91]).

We are particularly interested in the class of parameters that arise as follows: a

dominating set S of a graph G determines and is determined by its characteristic

function f : V(G) 1-+ {O, I}, defined, for v E V(G), by f(v) = 1 if v E S, f(v) = °if

v rt S. Changing the eodomain {O, I} to {-I, I} or {-I, 0, I} subject to appropriate

restrictions on f has generated signed domination and minus domination param­

eters (see [DHHS], [DHHM]). We shall investigate a range of domination-related

parameters that result when f : V(G) 1-+ {O, I} is replaced by f : V(G) 1-+ [0,1]

and suitable constraints are imposed on f to yield generalisations of domination,

independence, packing and irredundance numbers. References will be provided in

the relevant sections.

For notation we follow Chartrand and Lesniak [CL86], and for convenience all

the non-standard notation used is presented in appendix A. In particular, let G be

a graph, then we denote by V (G) the vertex set of G and by E (G) the edge set

of G. The order of G is p = IV(G)I and the size is q = IE(G)I. The degree of a

vertex v is degv; the smallest degree in G is 8(G) = min{degv : v E V(G)} and the

largest degree is 6.(G) = max{degv : v E V(G)}. We denote by iso(G) the number

of isolated components of a graph G, i.e. vertices of degree 0, and by niso(G) the

number of non-trivial components of G. Thus

iso(G) + niso(G) = k(G).

If M and N are (m X n)-vectors then we define the notation M :2: N to mean that,

for 1 :::; i :::; m and 1 :::; j :::; n, u., :2: N i j . We denote by rn, On the (n x I)-vectors

consisting of n. L's and nO's, respectively. The notation e"'--+ v means that the edge

e is incident with the vertex v.

1.2 Introduction to some established classes of sets

Let G = (V, E) be a graph. Then a dominating set S ~ V(G) of vertices is a set of

vertices chosen in such a way that every vertex not in the set is adjacent to at least

one vertex in the set. We say that S is a dominating set of G if

V(G) ~ N[S].

Obviously, V(G) is a dominating set of any graph but we are most interested in those

dominating sets which have small cardinalities. A dominating set S ~ V(G) is said

to be minimal if the removal of any vertex from that set results in a non-dominating

3



set. The domination number ,(C) is the cardinality of a smallest of all the minimal

dominating sets of C,

,(C) = min{ISI : S is a minimal dominating set of C},

and the upper domination number is the cardinality of a largest of the minimal

dominating sets of C:

f(C) = max{ISI : S is a minimal dominating set of C}.

The formal theory of domination was introduced by Ore [Ore62] and Berge [Ber58].

An irredundant set S s: V(C) is a set of vertices in which every member v E S

has within its closed neighbourhood a 'private neighbour ' : some vertex which is not

in the closed neighbourhood of any other member of S:

(\Iv E S) N[v] - N[S - {v}] =1= 0.

Any vertex v is an irredundant set in C, but we are interested in those irredundant

sets which are maximal. An irredundant set is maximal if the addition of any vertex

yields a set which is no longer irredundant. The irredundance number ir(C) is then

defined as the cardinality of a smallest of these maximal irredundant sets, and the

upper irredundance number of C is the cardinality of a largest of these maximal

irredundant sets (see [CFPT81]):

ir(C) = min{ISI : S is a maximal irredundant set},

IR(C) = max{ISI : S is a maximal irredundant set}.

In any minimal dominating set S s: V(C), N[S] = V(C) and the closed neigh­

bourhood of each v E S contains at least one vertex which is not in the closed

neighbourhood of any other member of S (if this is not true for some v E S then

S - {v} is a smaller dominating set, contradicting the minimality of S). Thus every

minimal dominating set is also a maximal irredundant set. Hence ir(C) < ,(C).
This result was first proved by Cockayne and Hedetniemi [CH77].

An independent set S s: V (C) is a set of pairwise-nonadjacent vertices, i.e.

u.,» E S ~ u.u tJ. E(C)

and S is a maximal independent set of C if, furthermore, it is not properly con­

tained in any independent set. The independence number f3( C) is defined to be the

cardinality of a biggest possible maximal independent set in C, where by maximal

we mean that the addition of any vertex to that set ruins the independence;

f3(C) = max{ISI : S is an independent set of C}.

4
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Note that every maximal independent set of G is a minimal dominating set of G

(let I ~ V(G) be a maximal independent set of G, and suppose that , for some

v E I , 1- {v} is a dominating set of G; then N [v ] ~ N[I - {v}] which implies that

v E N [I - {v} ] and hence I is not independent) . Hence we get the well-known result

(see, for example, [CHM78]) that

, (G) ~ {3 (G).

A packing set S ~ V (G) satisfies the restriction that no closed neighbourhood of any

vertex in V (G) contains more than one element of that set S, i.e.

\Iv E V( G) IN[v] n SI ~ 1,

and a maximal packing set is a packing set of G which is not contained as a proper

subset in any packing set of G. The upper packing number and lower packing number

are defined , respectively, as

P(G ) = max{IS/ : S is a maximal packing set of G} ,

p(G) = min{ISI : S is a maximal packing set of G} .

Packing sets have been studied by Meir and Moon [MM75].

A set S ~ V (G) is called a vertex cover of G or just a cover of G if

uv E E(G) ===? u E S or v E S,

and we define the vertex-covering number (or just the covering number) of G to be

a(G) = min{ISI : S is a vertex cover of G}.

We can also consider those sets which are subsets of the edge set of some graph G.

Let v E V (G), then we recall that the notation e 'V? v means that the edge e is

incident with the vertex v, i.e. there is a vertex u such that e = uu , Let S ~ E (G),
then we say that S is

• an edge cover of G if

\Iv E V(G ), S n (Ue"-tve) =1= 0,

and the edge-covering number of G is

a1(G) = min{ISI : S is an edge cover of G} .

• a matching of G if

v E V(G ) ===? ISn (Ue"->ve)I ~ 1;

associated with this class of sets is the matching number of G

(31(G) = max{ISI : S is a matching of G}.
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1.3 Introduction to fractional set functions

Definitions of classes of sets which make reference to set-based conditions - as in

the dominating, independent and irredundant sets - can be replaced by equivalent

definitions of classes of junctions and corresponding junction-based conditions. We

set up functions mapping the vertex set V (G) to some set X ~ lR and then place

restrictions on properties of those functions. The simplest way to do this, for any set

S obeying whichever of the above restrictions we choose, is to use the characteristic

junction of S (here X = {O, I}):

vrJ-S

v E S.
(1.3.1)

We must now translate the restrictions which define our classes of sets into 'function­

based' rather than 'set-based' terminology. The resulting definition varies with the

type of set we are considering. To produce a dominating junction (see [GS90]) we

must require that, for any vertex v E V (G), the sum - over the closed neighbourhood

of v - of the values of 9 in that neighbourhood must be at least one (since then any

vertex v E V (G) is in the closed neighbourhood of at least one vertex in S):

(Vv E V(G)) L g(u) 2: 1.
uEN[v]

An irredundant junction must fulfill the requirement

(1.3.2)

(Vv E V(G)) g(v) > ° ===} 311, E N[v] such that L g(w) = 1,
WEN[u] (1.3.3)

and an independent junction must meet the condition

uv E E(G) ===} g(u) + g(v) ~ 1. (1.3.4)

We could seek other sets X and corresponding functional requirements to reproduce

functional versions of our ordinary dominating, irredundant and independent sets.

However, a question which arises naturally at this point is : what properties of a

graph can we examine if we now drop the implicit requirement that our functions ­

when suitably restricted - reproduce the well-known sets S which we had encoun­

tered earlier, and instead vary X (while retaining the requirements (1.3.2), (1.3.3)

or (1.3.4) or some equivalent of them) and see what results? Perhaps the simplest

problem in this class occurs when X = [0,1]. Those functions 9 which map the vertex

set to the unit closed interval, 9 : V (G) /---7 [0, 1], we shall call jractional set junctions.
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We shall also encounter functions h which map the edge set of G to the unit closed

interval h : E (G) 1---* [0, 1]: these we shall call fractional edge set functions.

An alternative motivation for studying fra ctional parameters based on familar

classes of sets is that of complexity: problems of the type 'determine a subset 5 ~

V (G) which has the following property' are often NP-complete: for example, find­

ing dominating, covering, and independent sets are NP-complete problems [GJ79].

However, the related fractional problems can often be formulated as a linear pro­

gramming problem and thus be solved in polynomial time, i.e. fractional domination

is the linear relaxation of the integer programming problem for (normal) domina­

tion. The values of these related fractional parameters can sometimes be used to

characterize or provide bounds for their integer counterparts.

1.4 Definitions of fractional set functions

It has been the case (see for example [DHL88, DHLF91]) that the terms dominat­

ing function and fractional dominating function, irredundant function and fractional

irredundant function, and so on, have been used interchangeably. For the sake of

clarity, throughout this document the two will be taken to be different. Thus by

a dominating function we shall always mean (1.3.1) together with (1.3.2), while a

fractional dominating function is a function f : V(G) 1---* [0,1] satisfying (1.3.2).

Let 5 be a subset of the vertex set V(G), and let g : V(G) 1---* [0,1]. Then we

define

g(5) = L g(v)
vES

and

Igl = g(V) .

If I, 9 : A 1---* B (B ~ IR), we denote by f < 9 (or f > g) that f(a) ::; g(a)

(respectively f(a) 2:: g(a)) for all a E A and f(x) < g(x) (respectively f(x) > g(x))

for at least one x E A. A function f : A 1---* B which satisfies a condition C is said to

be minimal (or maximal) with respect to that condition C if no function 9 : A 1---* B

exists which satisfies C such that 9 < f (respectively 9 > j).

We shall also adopt the following convention: when a function (fractional or

otherwise) of a certain class C has a cardinality equal to one of the bounds associated

with that class C then we shall simply refer to it by the name of that bound. For

example, if f : V(G) 1---* [0,1] is a fractional dominating function and Ifl = 'Yf(G)

then we shall call f a 'Yf(G) -function or, if no ambiguity is possible, a 'Yrfunction.
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1.4.1 The fractional dominating function

Fractional domination appears to have been introduced by Farber [Far83] though it

was first studied by Hedetniemi, Hedetniemi and Wimer [HHW83]. It has also been

studied by Grinstead and Slater [GS90], Domke, Hedetniemi and Laskar [DHL88],

and Domke, Hedetniemi, Laskar and Fricke [DHLF91]. Currie and Nowakows­

ki [CN91] studied fractionally well-dominated graphs. We say that 9 : V(G) f---' [0,1]

is a fractional dominating function of G if

('\Iv E V(G)) g(N[v]) ~ 1; (1.4.1)

hence 9 is a minimal fractional dominating function if, furthermore, for any v E V (G)

g(v) > 0 ===* 311, E N[v] such that g(N[u]) = 1. (1.4.2)

(If there is a vertex v for which (1.4 .2) is not true, i.e. every vertex it in the closed

neighbourhood of v obeys g(N[11,]) > 1, then we can decrease g(v) to obtain a small­

er fractional dominating function and so 9 is not a minimal fractional dominating

function. Conversely, (1.4.2) obviously implies minimality of a fractional dominating

function g).

The fractional domination number of G, "'U(G), and upper fractional domination

number of G, r/(G), are defined by

I/(G) = min{lgl : 9 is a minimal fractional dominating function of G},

r/(G) = max{lgl : 9 is a minimal fractional dominating function of G}.

1.4.2 The fractional packing function

We call 9 : V(G) f---' [0,1] a fractional packing function of G if

('\Iv E V(G)) g(N[v]) ::; 1.

A maximal fractional packing function is a fractional packing function for which, for

any v E V(G),

g(v) < 1 ===* 311, E N[v] such that g(N[11,]) = 1.

Notice that a vertex x with g(x) = 1 induces a 'dead-zone': all those vertices y with

o < d(x, y) ::; 2 must have g(y) = O. This suggests a relationship with 2-packings

which we shall examine later (Section 1.8).
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The lower fra ctional packing number of G , Pf (G), and upper fra ctional packing

number of G , P f(G ), are defined by

Pf(G) = min{ lgl : 9 is a maximal fractional packing function of G} ,

Pf(G ) = max{ lgl : 9 is a maximal fractional packing function of G} .

The concept of a fractional packing function was introduced by Domke, Hedetniemi

and Laskar (DHL88].

1.4.3 The fractional irredundance function

We call 9 : V(G) 1---* [0 ,1] a fractional irredundance function if for any v E V(G)

g(v ) > 0 ==} 3u E N[v] such that g(N[u]) = 1. (1.4.3)

A maximal fra ctional irredundance fun ction ofG is a fractional irr edundance function

which is maximal with respect to (1.4.3). The frac ti on al irredundance number of G ,

ir f (G) , and uppe r fract ional irredundance number of G , I R f (G) , are defined as

i r f (G ) = min{l gl : 9 is a maximal fractional irredundance function of G} ,

IRf(G) = max{ lgl : 9 is a maximal fractional irredundance function of G} .

Comparing the condit ions (1.4.2) and (1.4.3) we see that every minimal fractional

dominating function is also a fractional irr edundance function. This is analogous

with the relationship between dominating and irredundant sets: every vertex v in a

minimal dominating set S of a graph G has a private neighbour and hence that set S

is also an irredundant set of G. Fractional irredundance was introduced by Domke,

Hedetniemi and Laskar [DHL88].

Examples of fractional dominating, packing and irredundance functions are shown

in Figure 1.1.

1.4.4 Other fractional set functions

Besides those described above we can define fractional set func tions corresponding

to other classes of sets which we have already discussed (Section 1.2) . We say that

9 : V (G ) 1---* [0 ,1] is a

• fra ctional vertex coveri ng junction if

uv E E(G) ==} g(u ) + g(v) ~ 1.

9
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o 1/2

Figure 1.1: Examples of fractional dominating, packing and irredundance functions .

The first graph shows a '"'(f(G) = ~ = irf( G) function, and the second a fractional

packing function with value Pf(G) = ~.

Figure 1.2: The values on the vertices are both a minimal fractional covering function

and a maximal fractional independence function.

• fractional vertex independence function if

uv E E(G) ==} g(u) + g(v) ::; 1. (1.4.5)

Examples of fractional covering and fractional independence functions are shown in

Figure 1.2.

In addition to those functions 9 which assign weights to the vertices of G, we can

also consider fractional edge set functions. We say that 9 : E (G) I---t [0, 1] is a

• fractional edge covering function if

(Vv E V(G)) L g(e) 2 1,
e"--'>v

• fractional matching function if

(Vv E V(G)) L g(e) ::; 1. (1.4.6)

Examples of fractional edge covering and fractional matching functions are shown in

Figure 1.3.
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1/2

Figur e 1.3: The values on the edges are both a minimal fra ctional edge covering

function and a maximal fra ctional matching function.

Fractional matchings have been studied by Pulleyblank [Pu187]. We introduce

the following related fractional parameters:

af (G) = min{lgl : 9 is a fractional vertex covering function} , (1.4.7)

(3f (G) = max{lgJ : 9 is a fractional independence function}, (1.4.8)

a}(G) = min{lgl : 9 is a fractional edge covering function} , (1.4.9)

(3}(G) = max{Jgl : 9 is a fractional matching}. (1.4.10)

These four parameters (1.4.7) , (1.4.8) , (1.4.9) and (1.4.10) were independently intro­

duced by Grinstead and Slater [GS90] and Domke, Hedetniemi and Laskar [DHL88].

A minimal fractional vertex covering function 9 : V (G) 1---* [0, 1] is characterized

by (1.4.4) together with

("Iv E V(G))(:Ju E N(v)) such that g(u) + g(v) = 1,

and thus the upper fractional vertex covering number is

aj (G) = max{lgl : 9 is a minimal fractional vertex covering function}.

(1.4.11)

A maximal fract ional vertex independence function 9 : V (G) 1---* [0, 1] is charac­

terized by (1.4.5) together with

("Iv E V(G ))(:Ju E N(v)) such that g(u) + g(v) = 1,

and t he lower fractional vertex independence number is

(3T (G) = min {IgI : 9 is a maximal fractional vertex independence function}.

(1.4.12)

Analogously, we can define similar parameters, a}+(G) and (3}- (G), for fraction­

al edge set functions 9 : E(G) 1---* [0 ,1]. These two edge set function parameter­

s together with (1.4.11) and (1.4.12) were introduced by Domke, Hedetniemi and

Laskar [DHL88].

11



1.5 Some preliminary results

1. As noted in [DHL88], every minimal dominating set induces a minimal dom­

inating function, and every minimal dominating function is itself a minimal

fractional dominating function . This implies that

(1.5.1)

In [CFHJ90] an example of a graph G is provided for which I'(G) < r J(G) and

it is shown that f.f(T) = f(T) for every tree, T . The latter result is extended

in [CF93] in which classes of graphs G for which f3(G) = r(G) = f.f(G) =
I R(G) are obtained: a subset S of vertices of G is called a stable transversal

of G if S cont ains exactly one vertex from each maximal clique in G; G is

said to be strongly perfect if G and each of its induced subgraphs has a stable

transversal. It is shown in [CF93] that f3(G) = I'(G) = I'J(G) = I R(G) for all

strongly perfect graphs G, and hence for even cycles, trees and all bipartite,

permutation, comparability, chordal, eo-chordal, peripheral, parity, perfectly

orderable, Gallai and Meyniel graphs. For all simplicial graphs G, f3(G) =

I'(G) = f.f(G), but simplicial graphs exist for which I'(G) < I R( G) [CHHL88].

It is shown in [CF93] that if ~ ,,,., E {f3 ,f,fJ,IR} and GI,G2 are two graphs

for which ~(Gi) = ".,(Gi) , i = 1,2 , then ~(GI + G2 ) = ".,(G1 + G2 ) (where +
denotes the join operation). This resu lt provides the means for constructing

infinite classes of graphs for which the above inequalities hold .

2. The following resu lts are derived in [DHL88] and [GS90]. We define the neig h­

bourhood matrix of a graph G, N(G) = A(G)+I(p) where A(G) is the adjacency

matrix of G and I(p) the (p x p) unit matrix, where p = IV(G)I. For any graph

G with V(G) = {VI , . .. , vp } , the determination of "yt(G) and Pf( G) is reducible

to two linear programming problems. Let 9 be a fractional set function on G.

Then we define the character is tic vector of g, Xg , to be a (p x 1) vector the

entries of which are xg , = g(Vi)' Denote by x an arbitrary (p x 1) vector. The

two problems are then

I'r(G ) Pr(G) (1.5.2)

minimize IT .x maximize IT .x (1.5.3)

subject to N x 2': f subject to N e-: f (1.5.4)

o:::;x:::;f o:::;x:::;f (1.5.5)
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where 0 and rare (p x L) vectors wit h zero an d unit entries, resp ectively. A

feasible solution to either of these two prob lems is t he characteristic vector x=
xg of some fractional dominating or fracti onal packing fun ct ion g. T he optimal

solutions of these problems are obviously 'Yf(G) and Pf (G). Furthermore, since

N is symmetric , the two problems are du als of one another and so by the strong

duali ty principle their solutions are equal. T hus, for any graph G,

(1.5.6)

(1.5.7)

This result has the following useful consequence : suppose that 9 : V I---t [0, 1] is

a fractional dominating function and that h : V I---t [0, 1] is a fractional packing

funct ion. T hen by definit ion Igl 2: 'Yf(G) = Pf(G) 2: Ihl. Thus, if we find

two such functi ons 9 an d h such that Igl = !h!, it must t hen be the case that

'Yf (G) = Igl = Ihl = Pf(G) and we have determined the fractional domination

and up per fractional packing numbers of G. T his is true even if t here are

vertices Vi E V(G) where g(Vi) =!= h(Vi)'

3. T he next three results were derived , independently, by Domke, Hedetniemi and

Laskar [DHL88] and by Gri nstead and Slater [GS90]. For any v E V(G) , define

a function 9 : V(G) I---t [0, 1] by

1
g(V) = ~ +1 '

where ~ = ~(G) . Let v E V(G) ; t hen

g(N[v])
degv + 1

-
~+1

<
~ +1--
~+1

- 1.

So g(N [v]) ::; 1 for all v E V(G) and 9 is a fractional packing fun ction of G.
Now Igl ::; Pf (G) and Igl =~ imply that

p
Pf(G)2:~ +l '

4. For any v E V(G) , define a function h: V(G) I---t [0, 1] by

1
h(v) =-,

6+1

13



where 8 = 8(G). Then

h(N [v])

>

degv + 1

8+1
0 + 1

8 + 1
1.

So h(N[v]) ~ 1 for all v E V(G) and h is a fractional dominating function.

Now Ihl ~ "f/ (G) and Ihl = mimply that

(G) < .L:r ! - 8 + i (1.5.8)

This result (1.5 .8) and the previous result (1.5.7) produce the following chain

of inequalities

(1.5.9)

5. This las t result (1.5.9) has the immediate consequence that if G is an r -regular

graph then

P
Pf(G) = r! (G) =-.

. r + 1

This implies that

(a) for complete graphs (r = p - 1)

(b) for cycles (r = 2)

(1.5.10)

The linear programming formulation presented above prompts the definition of other

par ameters first introduced by Grinstead and Slater [GS90]. Let 9 : V(G) f-+ [0,1]

be a fractional set function , and consider the sum over closed neighbourhoods

L g(N[v]).
vEV(G)

(1.5.11)

We are summing over the weights of the closed neighbourhoods. In general, the

weight of any vertex v, 9 (v), is counted more than once in this sum over the neigh­

bourhoods of G. Each vertex v E V(G) is counted in (1.5.11) once for the term

14



g(N[v]) corresponding to its own closed neighbourhood, and once again for each of

the neighbourhoods of its degv neighbours. Thus we can rewrite (1.5.11) as

L g(N [v ]) = L (1 + degv)g(v) .
vEV(G) vEV(G)

Define the influence of 9 to be

I (g) = L (1+ degv)g( v) ,
vEV(G)

and the two related parameters

(1.5.12)

Rf(G) = min I(g)
g

Ff (G) = max I (g)
g

subject to N xg ~ 1,

subject to N e, :::; 1.

(1.5.13 )

(1.5.14)

Notice that Rf(G) is a type of domination parameter and Ff(G) a type of packing

parameter. Functions obeying the const raints in (1.5.13) and (1.5.14) are resp ectively

fra ctional dominating functions and fractional packing functions but these new pa­

rameters related to them we shall call the minflue nce, Rf(G) , and maxfluence, Ff(G) ,
of G. For any set S ~ V (G) we define

R(S) = L(1 + degv),
vES

and define the redundance num ber of G [GS] to be

R(G) = min{R(S) : S is a dominating set of G}.

Examples of Pf (G) and Rf(G) functions are shown in Figure 1.4, which is taken

from [GS90].

The following theorem is due to Grinstead and Slater [GS90].

Theorem 1.5.1. If there exists a frac tional packing function, 9 V (G ) I---t [0,1],

such that N xg = 1, then

If there exists a fra ctional dominating functi on, h : V (G) I---t [0 , 1], such that N Xh = 1,
th en

R.f(G) = p.
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(0,0)

(113,112)
(113 ,112)

(1I3,1/4)0----D (113,114)

Figure 1.4: The figures in brackets are F.f(G) and R.f(G) functions, respectively. For

this graph F.f(G) = 134 < R.f(G) = 1r
Proof. Let 9 be a fractional packing function. Then

l(g) L g(N[v])
vEV(G)

< p ,

and obviously if NXg = f (which implies that g(N[v]) = 1, \Iv E V(G)) then Ff(G) =
p. A similar proof holds for the fractional dominating case. D

1.6 Further results

The following theorem is due to Domke , Hedetniemi and Laskar [DHL88], but the

proof has been modified.

Theorem 1.6.1. For any graph G

'Y.f(G) = 1 <==} ~(G) = p - 1.

Proof.

1. First, we assume tha t ~(G) = p - 1 and prove that 'Y.f(G) = 1. If ~(G) = p-1

then G possesses a dominating vertex. Hence (referring to (1.5.1)) we find that

1 :s; 'Y.f (G) :s; 'Y(G) = 1.

2. Now, we assume that 'Y.f(G) = 1 and prove that ~(G) = p - 1. By reference to

equation (1.5.9), this statement is obviously true. However, we shall present
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a longer proof so as to obtain t he Corollary 1.6.2. Let v be any vertex in G,

and let 9 be a fractional dominating function of G such that Igl = ' j (G) = 1.

Let P = {v E V (G) : g(v) > a}. Then , since , j (G) = 1, g(P) = 1. Since

g(N [v ]) ?:: 1 for all v E V (G), we must have that P ~ N[v]. Hence, if u E P ,

then u. is adjacent to every other vertex of G, so that degu = p - 1.

o

The following corollary, not due to the above authors, is a direct result of the proof

of Theorem 1.6.1.

Corollary 1.6.2. Let G be any graph with ~(G) = p-1 , and let 9 be any fra ctional

dominating fun ction with Igl = ' j (G). Then only those vertices v E V(G) with

degv = p - 1 satisfy g(v ) > a. 0

We remarked earlier that Cockayne and Hedetniemi [CH77] have shown that for

any graph G, ir (G) ::; , (G). Cockayne, Hedetniemi and Miller [CHM78] have proved

an exte nded result: that for any graph G ,

ir (G)::; , (G) ::; (r (G)::; (3 (G) ::; r(G)::; IR (G). (1.6.1)

We can prove a corresponding theorem , though not including as many parameters,

for fractional parameters. We start with a resul t first proved by Domke, Hedetniemi

and Laskar [DHL88].

Theorem 1.6.3. Let G be any graph. Then

Proof. To prove the first and last inequalities, it suffices to show that any minimal

fractional dominating function is a maxim al fractional irredundant function. Let 9

be a minimal fractional dominating function, then,

(Vv E V (G)) g(v ) > a ==? 3u E N[v] such that g(N[u]) = 1

and hence 9 is also a fractional irredundant funcion. We must show that 9 is maximal.

For suppose, to the cont rary, that there exists a fractional irredundant function

h : V(G) f-t [a, 1] with

h(v ) > g(v ),

h(u) ?:: g('I1,) Vu E V(G) - {v}.
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Since 9 is a fra ctional dominating function , g(N [u ]) ~ 1 and thus h(N['11,]) > g(N[u]) ~

1 for all u E N [v], so h. cannot be an irr edundant function, Hence 9 must be a max­

imal irr edundant function. D

Every I R(G)-set induces a maximal fractional irredundance function and hence

I R(G) ::; I R f (G) . This remark, together wit h the result from Theorem 1.6.3 that

r f (G ) ::; IRf (G) , poses a question as to the relat ion between r f(G) and IR(G).

The following theorem is due to Domke, Hedetniemi , Laskar and Fricke [DHLF91].

Theorem 1.6.4. For any graph G,

Proof. Let g : V(G) I-t [0,1] be a r f (G)-function, and denote by S = {VI, . .. ,Vm } ~

V(G) the set of vertices with g(N h]) = 1 for i = 1, . .. ,m. Let P = {u E V (G ) :

g(u) > O} . Since 9 is minimal, every '11, E P is either in S or adjacent to an element

of S , i.e. S dominates P. Let D ~ S be a minimal set that dominates P. Then D

is an irredundant set of (D U P) , hence D is an irredundant set of G, and hence

IR(G) ~ IDI .

Now since D dominates P , every vertex 71. having g(71. ) > °satisfies u E N[Vi] for

some 1 ::; i ::; m. Let D = {Wj : j = 1, ... ,n, n ::; m}. Noti ce that g(N[wj]) = 1

for all 1 ::; j ::; n. Hence

n

= L 9(N[wj])
j =I

~ L g(v)
vEV (G)

Hence I R(G) ~ r f( G) and the result follows. D

Every i r(G)-set induces a maximal fractional irredundant function, hence i r (G) ~

i rf (G). This remark in combinat ion with Theorem 1.6.3 might seem to prompt

a theorem similar to 1.6.4 to establish an analogous result for 'Yf(G) and ir(G).
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Figure 1.5: T here is no relation between I f(C) and i r (G). The graph G l has

."f! (G l ) = ~ < 2 = ir (G l ) . T he graph G2 has , f(G2 ) = 5 > 4 = ir (G2 ) . In the

diagram, the shaded ver ti ces are ir -sets of G l and G2 , and the values on the vertices

ar e I f -funct ions of G l and G2.

However , reference to Figure 1.5 shows that there is no relation between I j (G) and

ir (G) .

We thus have the following chain of inequaliti es:

Corollary 1.6.5. For any G ,

The following theorem is original.

Theorem 1.6.6. For any graph C ,

Proof. Let G be a graph. The second inequality is obvious. To prove the first ,

it suffices to show that every maximal fractional independence function of G is a

fraction al dominating function of G. Let f : V( G) 1-+ [0,1] be a maximal fractional

independence fun ction of G , and let v E V (G). If degv = 0 then f (v) = 1 otherwise

f is not maximal, so suppose that degv ;::: 1. Then there must be a vertex '/1, E N (v)

such that f( '/1,) + f( v) = 1, otherwise for all W E N(v ), f( v) + f(w) < 1 and we can

increase f (v) and st ill have a fractional independence function of G , which contradicts

t he maximality of f. Thus for each v E V(G ),

f (N[v]) ;::: 1,

and hence f is a fractional dominating function of G .
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We would expect from (1.6.1) that for any C, {3f(G) ::; rf(G). However, this is

not the case. Figure 1.2 shows a fractional set function for a graph G which is a

maximal fractional independence function of G: f(u) + f(v) = 1 for all uv E E(G)

and hence no f(u) can be increased. Hence {3f(G) ~ !. However, any minimal

fractional dominating function of G for any v E V(G) has f(N[v]) = If 1 = 1 and

thus r.f(G) = 1; so rf(G) < {3f(G). This is regarded as a serious deficiency in

the theory of fractional domination and independence by Fricke [Fri95] and seems

to indicate the need to extend the theory of fractional independence. One such

approach is dealt with in Chapter 3 where e = 1 functions are introduced, both

as intrinsically interesting parameters and for their obvious relation to maximally

independent functions.

1.7 Fractionally well-dominated graphs

Plummer [PIu70] calls a graph G well-covered if every maximal independent set of G

has the same size, and well-dominated if every minimal dominating set of G has the

same size. Currie and Nowakowski [CN91] call a graph G fractionally well-covered

if every minimal fractional dominating function g : V (G) 1-+ [0, 1] (what they call a

minimal fractional cover) has the same weight, Igl; to preserve our terminology we

shall call a graph with this property fractionally well-dominated. They prove the

next theorem for the more general case where g : V (G) 1-+ [0,00), but their proof is

easily modifiable to cover the normal fractional dominating function which we are

interested in. Before we prove this result, we shall need a lemma:

Lemma 1.7.1. For i = 1, ... ,k (where k is some positive integer), let fi : V (G) 1-+

[0, 1] be a fractional dominating function of G. Then the function defined as (for all

v E V(G))

1 k

f(v) = k2:Ji(v)
1,=1

is also a fractional dominating function of G.

Proof. Let v E V (G), then

1 k

f(N[v]) = k2: Ji (N [v])
1,=1

1 k

> -2: 1
- k ' 11,=

= 1,
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and f is a fractional dominating function of G. D

for v = y,

for v E V(G) - {y}.

Let G be a graph , then v E V( G) is called a simplicial vertex of G if N[v] C:::!

K de gv+1 ' The graph G is called a simpli cial graph if it is possible to partition V (G) in­

to t he closed neighbourhoods of simplicial vertices; i.e. into vertex-disjoint, maximal,

complete subgraphs of G , each subgraph containing at least one simplicial vertex.

Theorem 1.7.2. Let G be a graph. Then G is fractionally well-dominated if and

only if G is simplicial.

Proof.

1. Assume G is simplicial. Let HI , ... , Hk be a decomposition of G into vertex

disjoint , complete subgraphs, and for 1 ~ i ~ k denote by Xi a simplicial vertex

of H i and Vi = V(Hi ) . Let f be a minimal fractional dominating function of

G. Suppose that there is some i , where 1 ~ i ~ k , and some m > °such that

f(Vi) = 1 + m.

Choose a vertex y E Vi with f (y) > 0, and define a frac tional set function

l' : V(G) 1----+ [0,1] as

f'( v) = {f(Y) - min{f(y) ,m}

f(v)

Let v E V(G) , then

• if v E Vj , where 1 ~ j ~ k and j =j:. i , t hen

f'(N[v]) ~ f'(N[xj])

= f (N[ xj])

~ 1;

• if v E Vi , then

f'(N[v]) ~ f'(N[Xi])

= f'( Vi)

= 1 + m - min{f(y), m}

~1.
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Hence our assumption that such an m exists is wrong and it must be the case

that f(Vi) = 1 for all 1 :::; i :::; k. Thus all minimal fractional dominating

functions of G have weight k and G is fractionally well-dominated.

2. Assume G is fractionally well-dominated. It is obvious that connected graphs

of order one and two are fractionally well-dominated and simplicial. There are

two connected graphs of order three: K 3 (which is obviously simplicial and for

which any fractional dominating function f has If 1 = 1) and Ps. There are two

possible decompositions of P3 into vertex disjoint complete subgraphs (one of

which has components isomorphic to K 1 and the other components isomorphic

to K 1 and K 2), neither of which yields a simplicial graph. It is obvious that P3

is not fractionally well-dominated (assign weights of ! to all the vertices and a

minimal fractional dominating function of weight ~ results; assign a weight of

1 to the vertex of degree 2 and weights of 0 to the end-vertices and a minimal

fractional dominating function of weight 1 results). Thus the statement is true

for all graphs G with p(G) = 1,2,3. The proof will be by reductio ad absurdum;

assume that there exists a class of graphs which are fractionally well-dominated

but not simplicial and let G be a graph from that class having minimum p.

(a) Suppose that G contains no simplicial vertices. Then any v E V(G) is

adjacent to (at least) two vertices which are mutually non-adjacent. For

each v E V (G) choose a maximal independent set J (v) of G which in­

cludes at least two vertices adjacent to v, and note that this maximal

independent set is also a minimal dominating set. Let fv : V(G) J--+ [0,1]

be the characteristic function of the set J(v) and notice that, since al­

l the maximal independent sets of G have the same cardinality, Ifvl is

well-defined. Define a function (Vv E V (G))

f(v) = ~ L fu(v).
P uEV(G)

We know from Lemma 1.7.1 that f is a fractional dominating function

of G. Suppose that this function f is a minimal fractional dominating

function of G. Since G is fractionally well-dominated, for all v E V (G),

If 1 = Ifvl·

Let 7)" V E V(G) and 7), =J. v; because each fv is a fractional dominating

function of G it follows that
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because of the manner of choice of each set J(v) and hence the associated

fv it is also the case that

Then for any v E V(G),

1
f (N [v]) = - L f u(N[v])

P uEV(G)

1
~ - ((p-1 )+2)

p
1

= 1+-.
p

Hence reducing any vertex by an am ount ~ produces a smaller fractional

dominating fun ct ion which .cont radicts our assumption that f is minimal.

Hence f is not minimal and there exist s a minimal fractional dominating

fun ction 9 such that 191< If I = Ifvl (Vv E V(G)), from which it follows

that G is not fractionally well-dominated, contrary to our hypothesis .

Hence G must contain at least one simplicial vertex .

(b) Suppose that in G th ere is a maximal, complete subgraph Ho with simplicial

vertex x . If we take any minimal fractional dominating funct ion h of

G - Ho t hen h together wit h a fun ction iz which maps x to 1 and the

other vertices of Ho to 0 is a minimal fra ct ional dominating fun ction of G.

Then since G is fract ionally well-dominated it must be the case that all the

possible funct ions [: mus t have the same weight . Therefore G - Ho is also

fractionally well-dominated, and hence (by the minimali ty of p) G - Ho is

simp licial. Let HI , . .. , Hk be a parti tion of G - Ho into vertex disjoint ,

maximal com plete subgraphs of G - Ho, and for each 1 ~ i ~ k denote

by Xi a simplicial vertex of Hi. We have thus partitioned G into complete

subgraphs Ho, ... , H k . For i = 1, . . . , k let F; be a maximal complete

subgraph of G which contains Hi: obviously for each i , F, - Hi C Ho.

It must be the case that Ho, F1 , F2,' . . ,Fk do not form a par ti t ion of G

into vertex disjoint , maximal complete subgraphs each of which contains

a simplicial vertex. Therefore there must be some 1 ~ i ~ k for which

F; - Hi i- 0 or for which F, does not contain a simplicial vertex.

• Suppos e that, f or some 1 ~ i ~ k , F, - Hi i- 0. Suppose then that

z E F; n H i, Let J be a maximal independent set of G - F; n Hi. .

Now J U {z } is a dominating set of G and J U {x, xd is a maximal
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independent set of G; hence G is not well-dominated and hence G is

not fractionally well-dominated, which is a contradiction.

• Suppose that for some i, which we can without loss of generality sup­

pose to be i = k , Fk has no simplicial vertices in G . Thus every

vertex in Fk must be adjacent to some vertex not in Fi: If Y E Fk

and z is adjacent to y but z is not in Fk then z must be in one of

the complete subgraphs HI , ... , Hk-I , Ho. For each y E V(Fk) form

a set by taking z E V(H i ) for some °:::; i :::; k - 1 which is adjacent to

y but not in H k, together with a vertex in H k which is not adjacent

to z and one vertex from each of Ho, ... ,Hk-I except for Hi. Ev­

ery vertex in G is adjacent to at least one element of this set, which

contains k + 1 vertices , hence it is a minimal dominating set of G.

Let Py : V(G) I---t [0 ,1] be the characteristic function of this set (so Py

is a minimal fractional dominating function of G), and define a new

fractional set function as (Vv E V(G)):

1
p(v) = IV(H )1 L Py(v).

k yEHk

We claim that this set function p is not minimal: for each v E H k,

(N [v]) > IV (Hk) I+ 1
p - IV(Hk)1

because for each fractional dominating function py we have py(N[yJ) ~

1 but py(N[yJ) ~ 2. Now choose a vertex w E V(Hk) which satisfies

p( w) > 0, and reduce p( w) by W(1
k
)1 to form p' : V (G) I---t [0, 1].

Then, for each vertex v E V(Hk) , p'(N[vJ) ~ 1. For v <t V(Hk),

p'(N[vJ) ~ 1, because for each function Py each v E V(Hi ) , i < k,

is either in the corresponding dominating set or else is adjacent to a

vertex in Hi. This new function has smaller weight than the original

functions; hence none of the original functions were minimal.

It must therefore be the case that the postulated graph G does not exist. Hence

G is simplicial.

D

1.8 Relation to the 2-packing number

The 2-packing number P2(G) (also known as the upper packing number), originally

defined by Meir and Moon [MM75], is the maximum cardinality of a set of vertices
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Figure 1.6: The shaded vertices are a P2(G)-set.

S ~ V(G) which obeys

U , v E S ===} d(u, v) > 2.

A P2(G)-set for a graph G is shown in Figure 1.6.

The following theorem is due to Domke, Hedetniemi and Laskar [DHL88].

Theorem 1.8.1. Let G be any graph. Then

Proof. We shall prove both inequalities simultaneously by showing that any 2-packing

set 8 with 181 = P2 (G) induces a maximal fractional packing function. Let 8 ~ V(G)

be a 2-packing set for which ISI = P2(G). We define a function g (the characteristic

function of S):

{
a v rf. S

g(v) =
1 v E S.

Then Igl = 2:v Es 1 = P2(G). The next step will be to show that 9 is a maximal

fractional packing function. Let v E V(G), then there are two possibilities:
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1. v E N[5], say v E N[u] where 11, E 5 and v and u are not necessarily distinct.

Since 5 is a 2-packing set, a nearest vertex to v in 5 besides 11, is at least

distance 2 from v; so N[v] n 5 = {u} and hence g(N[v]) = 1.

2. v ~ N[5], then v must be distance 2 from some u. E 5, otherwise (if v were

farther away) 5 would not be maximal. Then there is a vertex W E N[v] nN[u]
and, as was discussed in 1, g(N[w]) = 1.

Hence, for any v E V(C), there is a u. E N[v] where g(N[u]) = 1 and hence 9 is

a maximal fractional packing function. Now since 5 induces a maximal fractional

packing function 9 and Igl = P2(C) it must be the case that

Combining this result 1.8.1 with previous results we obtain the following sequence

of inequalities:

Corollary 1.8.2. For any graph C

1.8.1 The independence of P2,'Yf and 'Y

The following was noted by Fisher [Fis94]. Four sets of relationships are allowed

between P2(C) , "!J(C) and ,(C) by the inequalities 1.8.2:

P2(C) = '.f(C) = ,(C),

P2(C) < '.f(C) = ,(C),

P2(C) = '.f(C) < ,(C),

P2(G) < '.f(G) < ,(G).

The independence of the three parameters can be seen by considering the examples

shown in Figure 1.7, for which the values of the parameters are:

P2( Cl) = 1 = '.f(G l ) = ,(Cl),

P2(G2) = 1 < '.f(G2) = 2 = ,(C2),

P2(C3 ) = 2 = '.f(C3 ) < ,(C3 ) = 3,

4
P2(G4 ) = 1 < I.f(C4 ) = 3" < ,(C) = 2.
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Figure 1.7: Examples showing equality and inequality of P2(G), ,j(G) and ,(G). In

each graph Gi , for i = 1, .. . ,4, the ,(Gi)-set is shown as the shaded vertices and

the P2(Gi)-set as the vertices with the heavy borders. The values on the vertices

are a ' j (Gi )-funct ion. The quoted results are obvious for Gl, and follow from the

result (1.5.10) for the graph G4 . In graph G2 , no two vertices are more than distance 2

apart; hence P2(G2) = 1. The weights are both a fractional packing and a fractional

dominating function and so, by (1.5.6) , ,j(G2) = 2; that ,(G2) = 2 follows from

Theorem 1.6.1 and the inequality (1.5 .1). No two-vertex set dominates G3 but the

indicated vertices are a dominating set. Thus , (C3 ) = 3, and the function values are

once again both a fractional dominating and fractional packing function of G3 and

so, by the discussion above, ,j(C 3 ) = 2.
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1.8.2 P2 in connected block graphs

Meir and Moon [MM75] proved that if T is a tree then P2(T) = 'Y(T). Since every tree

is also a connected block graph, this result is a consequence of a more general result

due to Domke, Hedetniemi, Laskar and Allan [DHLA88], viz. that P2( G) = 'Y(G) if

G is a connected block graph. In order to prove this we shall first need to prove a

related result. Recall that a block graph is a graph in which every block is complete.

Lemma 1.8.3. Let G be any connected block graph. Let u, v E V(G) such that

d(u,v) > 1, and let P = 11" X l , ... ,Xn,V be a shortest 11, - v path in G. Then

1. all of the vertices Xl , ... , X n are cut vertices of G,

2. P is the unique shortest 11, - v path in G.

Proof. Since G is a block graph, every vertex in a block is at distance 1 from every

other vertex in that block. Thus, if one of the vertices Xl, ... , X n is not a cut vertex

of G then P is not a u - v path of shortest length. Furthermore, since each of the

vertices Xl, ... ,Xn is a cut vertex of G and since no two cut vertices in distinct blocks

can lie on the same cycle, this shortest 11, - v path P is unique. D

We are now ready to prove the previously mentioned theorem due to Domke, Hedet­

niemi, Laskar and Allan [DHLA88].

Theorem 1.8.4. If G is a connected block graph then

Proof. Let G be a connected block graph of order p = IV (G) I. The proof will be by

induction on p. Now if p E {I, 2, 3} it follows immediately that P2 ( G) = 1 = 'Y(G).

So let G be a graph of order p 2:: 4, and assume that the relation P2(G) = 'Y(G)

holds for all connected block graphs of order less than p. Let m = diam(G), if m = 1

then G f'V K p and P2(G) = 'Y(G) = 1. Also, if m = 2 then no vertex is more than

distance 2 from any other and also, as G is a connected block graph, rad(G) = 1,

thus P2(G) = 'Y(G) = 1. Hence we assume that diam(G) = m 2:: 3.

Let XQ, X m E V(G) be such that d(xQ, x m ) = diam(G) = m. Note that XQ and

X m cannot be cut vertices - XQ and X m must be contained in end blocks of G, every

block is complete and every block must contain at least two vertices. By Lemma 1.8.3
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we know that there is a unique shortest path Xo, XI, . .. ,Xm-l, Xm between Xo and

X m and, furthermore, each of the vertices Xl, . . . ,Xm-l is a cut vertex. Consider

the components of (V (C) - {xd) and denote by C(xo) and C(x m ) the components

containing Xo and X2, . . . ,Xm , respectively. Notice that any vertex v ~ V(C(x m ) )

must be adjacent to Xl (otherwise d(v, xm ) > m = diam(C) which is a contradiction).

We define a set W ~ C(x m ) as

and note that X m E W because

m -1

> 2.

Note also that (W) is a block graph. Let D denote a dominating set of (W) cho­

sen such that !D! = ,((W)) . Then DU {xd is a dominating set of C and thus

,(C) :::; ,( (W)) + 1. Let P denote a 2-packing set of (W) of maximum cardinality,

jP! = P2((W)) , Notice that, however we choose P, because every vertex in N[xIl is

excluded from W, vu E W,d(XI,y) > 1 and hence d(xI,Y) > 1 for any yE P. For

any yE P

d(xo,y)

> 2,

and thus P U {xo} is a 2-packing set of C and P2 ( C) ;?: P2 ( (W)) + 1.

Now !W! < IV(C)/ so, by the inductive hypothesis, P2((W)) = ,((W)). Then

,(C) ;?: P2( C)

;?: P2( (W) ) + 1

= ,((W)) + 1

2: ,(C)

where the first step follows from the Corollary 1.8.2. Hence for any connected block

graph C, ,(C) = P2(C). 0

The results 1.8.2 and 1.8.4 have as their immediate consequence

Corollary 1.8.5. If C is a connected block graph then
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and also, since every tree is a connected block graph,

Corollary 1.8.6. I] T is a tree then

1.9 Gallai type results

Recall the definitions of the covering , independence, edge-covering and matching

numbers in Section 1.2. Gallai [GaI59] proved that:

Theorem 1.9.1. Let G be any graph and H be any graph with 8(H) 2: 1. Then

a(G) + jJ(G) = p(G),

a 1(H) + jJl(H) = p(H).

For a proof of this theorem, see (for example) [CL86]. If S is a jJ-set of G then

no edge in G can have both its ends in S. Thus the complement of S, V(G) - S,

must have the property that every edge has at least one end vertex in V (G) - S, and

hence V (G) - S is a covering set of G. It is this complementarity which produces

Theorem 1.9, and the question immediately arises as to whether a similar result

holds for the fractional parameters jJj(G) and aj(G). For this fractional case the

concept of complementarity will be slightly wider: the complement of a function

f : V (G) ~ [0, 1] analogous to the complement of a set will be achieved by defining

a function l' : V(G) ~ [0 ,1] as f'(v) = 1- f( v) for any v E V(G). Grinstead and

Slater [GS90] announced without proof the next two theorems; the proofs are my

own. The theorems are spli t across several smaller results to make the proofs of some

of the results which follow more straightforward.

1.9.1 A Gallai type theorem for (Xf and 13f

Lemma 1.9.2. Let G be a graph) 9 : V(G) ~ [0,1] a fractional set function on G )

and define a fu nction g' : V (G) ~ [0 ,1] as

g'(v) = 1 - g(v),
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for all v E V(G). Then

9 is a fractional covering function of G

<===? g' is a fractional independence function of G.

Proof. Let 9 : V(G) f---t [0,1] be a fractional vertex covering function of G, and define

g' : V (G) f---t [0, 1] as above. Since 9 is a fractional vertex covering function of G,

uv E E(G) ===? g(u) + g(v) ~ 1,

and hence for any u.u E E(G)

g'(v,) + g'(v) = (1 - g(v,)) + (1 - g(v))

= 2 - (g(v,) + g(v))

SI;

so g' is a fractional vertex independence function. It is obvious from this proof

and the fact that (g')'( v) = g(v) that the converse implication is true; i.e., if g' is

a fractional independence function of G then 9 is a fractional covering function of

G.

We may now state the fractional version of Theorem 1.9.

Theorem 1.9.3. If G is any graph then

af(G) + /3f(G) = p.

D

Proof. If 9 is an a f( G)-function, then g' is a fractional independence function and

so /3f(G) ~ p - af(G). If f is an /3f(G)-function, then I' is a fractional covering

function and so af(G) S p - /3f(G). Hence the result follows. D

An immediate consequence of this result is the following.

Corollary 1.9.4. Let G be a graph, 9 : V(G) f---t [0,1] a fractional set function on

G, and define a function g' : V (G) f---t [0, 1] as

g'(v) = 1 - g(v),

for all v E V(G). Then
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1.9.2 A Gallai type theorem for a} and f3}
If f : E (G) I---t [0, 1] is a fractional edge set function of a graph G with iso(G) = 0

then we define the notation (for any v E V (G))

J[v] = L f(e).

The following result was stated without proof by Grinstead and Slater; the proof is

due to work by Dankelmann and Swart [DS95] and myself.

Theorem 1.9.5. Let G be any graph with 8(G) .:::: 1. Then

a}(G) + f3}(G) = p

Proof. Let G be any graph with 8(G) .:::: 1.

1. We prove that a}(G) ::::; p - f3}(G). Let m: E(G) I---t [0,1] be a f3}(G)-function,

V< = {v E V(G): m[v] < I}, and for each v E V< choose an edge incident

with v; denote by ev the edge chosen for vertex v, and let Ev« = {ev : v E V<}.

Notice that since m is a maximal fractional matching function, each v E V<

is adjacent only to vertices in V (G) - V<: if this were not true, say there

existed a u E V< and uv E E(G), then rri[v], m[u] < 1 and hence m(uv) < 1,

and we could increase m(7J,v) to obtain a larger fractional matching function,

which contradicts the maximality of m. Since each v E V< is adjacent only to

vertices in V(G) - V<, each element of Ev-: can be chosen at most once and

thus IV<I = IEv< I· Define a function c as

{
m (e) + 1 - m[v] if e = e., E Ev<

c(e) =
m(e) if et/. Ev«,

Notice that if e E Ev«, say e = ev , then 0 ::::; m(e v ) ::::; m[v] < 1, and if

e ~ Eo-: then for any v satisfying e "'* v, 0 ::::; m(e) ::::; m[v] ::::; 1. Then

m(e) + 1 - m[v] ::::; 1. Notice that for any e E E(G), c(e) .:::: m(e). Hence

c : E (G) I---t [0, 1], and also

• if v E V <, then

c[v] = L c(e)
e'""*v

= L m(e) + 1 - m[v]
e'""*v

= m[v] + 1 - m[v]

=1.
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• if v rf. V<, then

e[v] = L e(e)
e"-tv

;::: L m(e)

=1.

Hence e is a fractional edge covering function of G, and

a}(G) ~ e(E)

= L e(e) + L e(e)
eEE v < erf-E v <

= L m(e) + L (1 - m[v]) + L e(e)
eEE v< v EV < erf-E v <

= m(E) + L (1 - m [v])
v EV(G)

= m(E) + p - 2m(E)

= p - f3}(G).

2. We prove that f3}(G) ;::: p - a}(G). Let e: E(G) f-+ [0,1] be an a}(G)-function

and let m : E(G) I-t [0,1] be a fractional matching fun ction of G which is

a maximum among those fractional matching functions m' which have the

property that m' ~ e. Define the following sets:

V= = {v E V(G) : e[v ] = 1}

V+ = {v E V(G) : e[v] > 1}

E+ = {e E E(G) : e(e) > m(e)}.

Note the following :

(a) e is a minimal fractional edge-covering function of G, and hence if there

is any edge e = uu E E(G) where u,v E V+ , then it must be the case that

e(e) = 0 (otherwise we could decrease e(e) to obtain a smaller fractional

edge-covering function) and thus 0 ~ m(e) ~ e(e) = O.

(b) Furthermore, all of the edges in E+ must belong to the set (V=,V+]: be­

cause of the previous discussion no edges in E+ can join two vertices in

V+ , and if there were an edge uv E E((V=)) then m(uv) < c(uv) ~ 1, and

m[u] < e[u] = 1 and also m[v] < c[v] = 1. Hence we can increase m(uv)
to obtain a larger fractional matching m' which still obeys m' ~ e; this

contradicts our choice of m and hence every edge in E+ joins a vertex in

V= and a vertex in V+.
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(c) Every v E V+ satisfies m[v] = 1. Suppose that there exists a vertex u E V+
for which m[u] < 1. Then there must exist an edge uw E E+ and hence

w E V=. Since w E V= it follows that m[w] < c[w] = 1 and we can increase

m (uw) to obt ain a larger fra ctional matching. This is a cont radict ion, and

hence m[v] = 1.

Using these three observations, we can now evaluate

m(E) + c(E ) = m(E) + a}(G)

L (m(e) + c(e)) + L (m(e) + c(e)) + L (m(e) + c(e))
eE[V+,v+] eE[V+,v=] eE[V=,v=]

= 0 + L (m(e) + c(e)) + L 2c(e)
eE[V+,v=] eE[V=,v=]

= ( L c(e) + L 2C(e)) + L m( e)
eE[V+,v=] eE[V=,V=] eE[V+,v=]

= L c[v ]+ L m[v]
vEV= vEV+

= L 1 + L 1
vEV= vEV+

=p.

Hence

/3}(G) ~ m(E)

= p - a}(G).

Combining these two resul ts , the theorem follows.

1.9.3 Other Gallai type results

o

The next theorem is due to Domke , Hedetniemi and Laskar [DHL88]; the proof has
been modified.

Theorem 1.9.6. If G is any graph with no isolated vertices, then

aj(G) + /3 j (G) = p .
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Proof. Let 9 be a minimal fractional covering function chosen so that Igl = aj(G).

Define a fractional set function g' : V (G) f-t [0, 1] as

g'(v)=l-g(v)

for every v E V(G) . By Lemma 1.9.2, since 9 is a fractional vertex covering function,

g' must be a fractional vertex independence function. All that remains is to show that

19'1 = /3j(G): once this is proven, we can (by referring to the proof of Theorem 1.9.3),

infer that

aj(G) + (Tj(G) = p.

First of all, since 9 is a minimal fractional vertex covering function we assert that g'

is a maximal fractional vertex independence function. Suppose to the contrary that

this is not the case - then there is a function h derived from g' by increasing one of

the function values 9(w) of g' by a positive number E > 0 whi le not decreasing any

other function values of q':

h(w) g'(w) + E,

h(v) > g'(v),

where v E V (G). Consider the function h', defined as

h'(v) = 1 - h(v).

By Lemma 1.9.2, since h is by assumption a fractional vertex independence function,

h' is a fractional vertex covering function. Furthermore

Ih'l p -Ihl
< p -19'1

Igl
which contradicts the assumption that 9 is minimal since we could modify 9 to achieve

h by lowering g(w) by E and thus obtaining a smaller fractional covering function.

Thus no such h exists and hence g' is a minimal fractional independence function. It

follows from Corollary 1.9.4 that 19'1 must then be the maximum cardinality of the

minimal vertex covering functions, and hence the theorem follows. D

1.10 Fractional set functions in graphs with sym­

metry

We can use symmetry in a graph to characterize certain fractional set functions. We

begin by examining the class of complete multipartite graphs which possess a high
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degree of internal symmetry.

1.10.1 Complete multipartite graphs

T he following result is due to Grinstead and Slater [GS90] and, alt hough implied by

it , serves to introduce the more general automorphism class t heorem which follows.

Theorem 1.10.1. Let G = K ml, . . . ,mt be a complete multipartite graph. Th en th ere

exi sts a "fJ-function of G which is constant on each of the t partite se ts.

Proof. Denote by B, the i t h partite set in G; i.e. , IBil = tru. Let 9 : V(G) f---+ [0,1]
be a /,j -funct ion on G and consider the following function g' : V(G ) f---+ [0 ,1] defined

by:

g'(v) = { g(V)
~l L UEBl g(u.)

There are now two possibilities:

v E V(G) - B l

1. If v rt B, then N(v) contains all ml elements of Bl and hence g'(N[v])
g(N [v ]) 2: 1.

2. Let u E B; be chosen such that g(u) = min{g (y) y E Bd. Define C

B2 U . . . U B t. Let v be any vertex in Bv , then

g'(N[v]) = L g'(w )
WEN [v]

= g' (v) + L 9'(w )
wEC

= g'(v) + L g(w)
wEC

2: g(u) + L g(w)
wEC

= L g(w)
WEN [u]

2:1.

Hence g' is a fractional dominating function of G.

Notice that because we are averaging over a subset of the vertices,

19'1 = Igl = /' j (G).
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We can of course repeat the algorithm: pick any partite set from U~=2Bi and define

a function g" : V(C) f---* [0, 1] by

"( ) {g,(v)
9 v =

~2 EUEB2 g'('/1.)

v E V(C) - B 2

v E B2 .

By the same reasoning employed above we deduce that g" is a 'Yj (C )-funct ion. We

can continue this process until we produce a 'Y/ (C )-function g(t) V(C) f---* [0, 1]

which is constant on each of the t parti te sets of C . D

The following resu lt is due to Grinstead and Slater [GS90], Recall that in the lin­

ear programming formulat ion of fractional set functions (Section 1.5) , N(C) is the

neighbourhood matrix of a graph C, and that fractional dominat ion is achieved wit h

any (p x I)-vector fi such that Nfi 2: 1. We show next t hat for a complete multipar­

tite graph C = K m l , .. , ,m t there is a 'Yj -funet ion, g, of C obeying the following two

constraints:

1. 9 is constant on each of the t maximally independent sets in C. Each vertex

v E B , has a,weight g(v) = tu ,

2. 9 is such that N fi = 1.

T h eor em 1.10 .2. Let K m l , . . . ,mt have partit e sets B l , .. . , B, with IBil = rru, i =
1, ' . . , t. Then there exists a 'Y.r-f'/1.netion 9 of K m l , . . . ,mt and numbers al, .. . ,at sucli

that g(v ) = ai f or all v E BiJ g(N[v]) = 1 for all v E V (C )J and

t

'Y/(Kml, ... ,mt) = L aimi ·
i= l

where

1
al = -----c------------:;-

1 + (ml - 1) [ rr:~ l + m7:-l + ... + m~l ]

d ._m]-l f ' - 2an at - m;_lal Jor z - " " , t .

Proof. We determine what the weights ai must be : because of the symmetries in C

and 9 the linear program can be simplified so that we consider one equality for each

of the t maximally independent sets rather than one for each of the ml + m 2+.. .+mt
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vertices:

1 m2 ms m t al 1

ml 1 m s mt a2 1

ml m2 1 mt as 1 (1.10 .1)

ml m 2 ms 1 at 1

Subtracting row 1 from row i :

= (ml - l)al + (1 - mi)ai

=0

and thus

ml - 1
ai = al ·

m ; -1

Substituting back into (1.10 .1) we obtain

1 m2 ms mt 1 1

ml 1 ms mt m] -l 1m2 - 1

ml m2 1 m.; m)-l
al = 1m3- 1

(1.10 .2)

1 1

Multiplying out the first row we find that

1
(1.10.3)

Thus, given the set {ml , '" , m t} we can determine the weights ai on the partite sets

s; The result follows immediately. D

The complete multipartite graph K2,S,S is shown in Figure 1.8 together with a frac­

tional dominating function which is constant on each of the partite sets.

An immediate corollary of this result follows for the case where m l = m2 = .. . =

C orollary 1.10.3 . Denote by K~ the complete balanced t-partite graph on nt ver­

ti ces. Then,

(
t nt

"If K r,) = nt _ n + 1
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rk---~-f---+--f+---+---T--+-----::::~ 1/8

1/8

Figur e 1.8: A fractional domi nating function on K 2,3,3 which is constant on each of

the 3 partite sets.

Proof. From (1.10.3):

1
al = --------

1+ (n - 1)n~1 (t - 1)
1

1 + n(t - 1)"

And from (1.10.2)

n - 1
a· = --al = al

1, n - 1 '

and so

t nt
"fJ (K~J = 1 + n(t - 1)

o

1.10 .2 The automorphism class theorem

The symmetry of the complete multipar ti te graphs has allowed us to produce the

useful results 1.10.1, 1.10.2, 1.10.3; we can also characterize graphs not in this class

provided that t hey possess some degree of symmetry. An automorphism of a graph

G is an isomorphism of G wit h itself: a rearrangement of the vertex labels which
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preserves adjacency. The set of all automorphisms of a graph G forms the auto­

morphism group of G, A (G) . If A (G) = Ui cPi and v E V (G) then we call the set

{cPi(v) : cPi E A (G)} the automorphism class of v and denote it by [v]. The following

result is due to Grinstead and Slater [GS90].

Theorem 1.10.4. LetG be any graph, andg: V(G) ~ [0,1] a 'Y.f(G),P.f(G) , R.f(G)

or F.f(G) function. Then the fractional set function g' : V(G) ~ [0,1]' defined as

(for any v E V(G))

g' (v) = I[~] I L 9 (w ) ,
WE[V]

is also such a function.

Proof. It is obvious that Igl = 19'1 and (referring to (1.5.12)) that 1(g) = 1(g') since

all the vertices in an automorphism class have the same degree. It is thus only

necessary to demonstrate that the appropriate sums over vertex neighbourhoods

satisfy the relevant inequalities for the fractional set-function g' under consideration.

We must show the following to be true:

1. g(N[v]) ~ 1 ~ g'(N[v]) ~ 1, and,

2. g(N[v]) :::; 1 ~ g'(N[v]):::; 1,

where v is any vertex in V(G). Let the automorphism classes of G be Cl, ... .C,

with v = 11.1 E Cl and u; E c. for 2 :::; i :::; t. Let hj = IN[v] n Cjl for 1 :::; j :::; t,

and let Cl = {v = 11.1 = VI, ... ,vd. Note that, because each C, is an automorphism

class, for each fixed j we have hj = IN[Vi] n Cjl for 1 :::; i :::; k and if Ui and u~ are

distinct vertices in Ci, then IN(v'i) n Cll = IN(u~) n Cll. In particular, the number

of edges connecting Cl and c, for 2 :::; j :::; t is kh j = IN(uj) n Cll . ICjl. We have
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(0.3,0.3)

(0.5,0.35)

(0.3,0.3)

0-- - --0 (0.5,0.35)

(0.35,0.45) (0,0) (0.55,0.45)

(0.65,0.55) (0.45,0 .55)

Figure 1.9: Application of the automorphism class theorem. The figures in brackets

are (respectively) a If-funct ion of the graph in the figure , and another I r function of

that graph which has been derived from the first by averaging over the automorphism

classes of the graph.

the following:

k L g' (w) = k ( L g' (w ) + ...+ L g' (w ))
wEN[Vl] WEN [Vl ]nC1 wEN[Vl]nCt

= k(h1g'(Ul) + . . . + ht9'(Ut)
t

= Lkhjg'(uj)
j=1

t

= L IN[uj] n 01110jl9'(uj)
j=1

t g(w)
= ~ IN[uj] n 01110jl L -10-1

J-l WECj J

t

= L L IN [Uj] n 0 1Ig(w )
j=l wECj

k

= L L g(w)
i= 1 WEN [Vi]

Now if LWEN[Vi] g(w ) ~ 1 it then follows that L WEN[Vl] g'(w) ~ 1, and if L WEN[Vi] g(w) ::;

1 then LWEN[Vl] g' (w) ::; 1. Since our choice of VI was arbitrary, this concludes the

~~ D

An example of the application of this theorem is shown in Figure 1.9. Note that,

as discussed before, Theorem 1.10.1 is a consequence of this result .
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1.11 Fractional parameters and graph products

1.11.1 Definitions of graph products

Let G, H be graphs wit h vertex and edge sets V(G) , V( H ), E(G) and E (H ) respec­

t ively; let P and Q be arbitrary matrices. We define the following pro ducts:

• The cart esian product of two graphs G and H , which we denote

G x H ,

has vertex set V (G x H) = V(G) x V(H ) and edge set E(G x H ). Two vertices

( 11" v) and (11/ , v') are adjacent in G x H if and only if eit her

1. 11, = 11/ and vv' E E( H) , or

2. v = v' and 11,11/ E E(G).

• The strong direct product of two grap hs G and H , which we denote

G · H,

has vertex set V(G· H ) = V(G) x V( H) and edge set E(G · H ). T wo vertices

(11" v) and (11,' , v') are adjacent in G . H if and only if eit her

1. Those vertices are adjacent in G x H , or

2. 11,11/ E E(G) and vv' E E(H) .

The cartesian and strong direct pro du cts are illustrated in Figur e 1.10.

• The tensor product of two matrices P and Q, of dimension (m X n) and (s x t)
respectively, which we denote

P ®Q ,

is an (ms X nt) matrix:

P ® Q =

PnQ P12Q

P21Q P22Q

where we denote by Pij the elements of P.
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Of---------jOf-------jO

(}-----{ }-----{')

Figure 1.10: The graph G3 is the cartesian product G3 = Gl X G2, and the graph

G4 is the strong direct product G4 = Gl . G2·

1.11.2 Vizing's conjecture for fractional domination

Vizing [Viz63] conjectured that, for all graphs G, H:

,(G x H) 2:: ,(G),(H).

Vizing's conjecture is arguably the most well-known outstanding conjecture in dom­

ination theory. We shall prove a variation of Vizing's conjecture for fractional domi­

nation. Before we do, however, we need a preliminary result. This was stated without

proof by Fisher, Ryan, Domke and Majumdar [FRDM94].

Lemma 1.11.1. Let P be an (m x n) matrix, Q be an (s x t) matrix, X, Z be

(n x L) -vectors, fj, W be (t x L) -ueciors. Then

1. (P 0 Q)(x 0 fj) = (Px) 0 (QiJ).

2. If x 2:: Z 2:: On and fj 2:: W 2:: at then

3. Let G and H be graphs. Then

N(G· H) = N(G) 0 N(H).
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Proof.

1.

PllQ P12Q PlnQ x lii

(P 0 Q)(i 0 y) =
P21Q P22Q P2nQ x 2il

PmlQ Pm2Q PmnQ x nil

Pll XlQil + P12 X2Qil + + PlnxnQil

P21 Xl Qil + P22 X2Qil + + P2nxn Qil

2.

Pll Xl + P12 X2 + + Pln Xn

P21 Xl + P22 X2 + + P2nXn

= (Pi) 0 (Qil) ·

XIYl Zl W l

XIY2 ZlW2

i 0il= > = z 0 w .

XnYt-l ZnWt- l

XnYt ZnWt

o (Qil)

3. Suppose that IV (G)I= m , IV (H) I= n . Then N (G·H ) is an (mn x mn) matrix

and so is N(G) 0 N(H) . We need only verify that each element of N(G . H )
is the same as the corresponding element in N(G) 0 N( H). Let (('11"v)(u', v'))

denote an arbit rary element of N (G . H). There are two possibilit ies:

• ((u,v)(v,' , v')) = O. Two sets of circumstances must hold:

(a) One or both of uu' and vv' is not in E(G) or E(H), respectively. In

this case one of N(G)uul or N(H) vv' is zero and the corresponding

element in N(G) 0 N(H) is zero.

(b) If '11, = u' then vv' rt E(H) . Hence N(H)vv' = 0 and the result follows.

It follows similarly for the case when v = o',
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• ((1]" v) (u' ,v')) = 1. Once again there are two sets of circumstances under

which this is possible:

(a) uu' E E( G) and vv' E E (H ). Then both N (G)uu1 and N (H )vv' are

equal to one and the corresponding element in N(G) 0 N(H) is one.

(b) If u = u' then vv' E E(H ). Hence N (H)vv' = 1 and since all neigh­

bourhood matrices have 1's down the main diagonal , N (G)uul = 1.

The product of the two elements is thus one and the result follows.

It follows similarly for the case when v = v' .

o

We are now ready to prove a result which has as its immediate consequence the

fractional version of Vizing's conjecture . This is due t o Fisher , Ryan , Domke and

Majumdar [FRD M94].

Theorem 1.11.2 . Let G an d H be an y two graphs . Th en

Proof.

1. We first prove t hat "if(G · H) ;::: "if( Gh.r(H ):

{

X be an optimal solution to the fractional packing problem (1.5.2) for G
Lci '

if be a optimal solution to the fractional packing problem (1.5.2) for H.

Then

N(G . H )(x 0 if) = (N(G) 0 N(H))(x 0 if)
= (N(G)x) 0 (N (H)iJ)

:S I p(G) 0 I p(H )

= I p(G)p(H )'
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Hence x® y is a feasible solution to the fractional packing problem for G . H.

Thus

"ff(G . H) = Pf(G . H)

2: l~(G)p(H)(x ® Y)

( ~T ~T )(~ ~)= lp(G) ® lp(H) x ® Y

= (l~(G)x) ® (~(H)Y)

= Pf(G)Pf(H)

= "f.f(G)ry.f(H).

2. We now prove that "ff(G· H) ::; "ff(G)ryf(H):

{
z be an optimal solution to the fractional domination problem (1.5.2) for G,

Let
wbe a optimal solution to the fractional domination problem (1.5.2) for H.

Then

N(G . H)(z® w) = (N(G) ® N(H))(z® w)

= (N(G)z) ® (N(H)w)

2: Ip(G) ® Ip(H)

= Ip(G)p(H)'

Hence z ® w is a feasible solution to the fractional domination problem for

G·H. Thus

"f.f(G· H) ::; l~G)p(H)(z® w)
-+T -T -+ -+= (lp(G) ® lp(H))(z ® w)
-T- -+T-+= (lp(G)z) ® (lp(H)W)

= "f.f(G)ry.f(H).

Hence "ff(G)ryf(H) ::; "ff(G· H) :::; Tt(G)ryf(H) and the result follows. o

Since G . H contains all of the edges of G x H it is the case that any fractional

dominating function of G x H is also a fractional dominating function of G . H.

Hence "ff(G . H) ::; "f.f(G x H). The fractional version of Vizing's conjecture follows

immediately.

Corollary 1.11.3. Let G and H be any two graphs. Then
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The inequality in this Corollary 1.11.3 is sharp: for k ~ 2 let Gk denote the set

of graphs with vertex sets {I, ... ,2k } where t he subgraph induced by {I , ... , k}
has no isolated vertices, and for 1 ::; i ::; k vertex i + k is connected only to vertex

i. Then , for any G E Gk and H E Gl we have that , f (G) = k , ' f (H ) = l , and

' f(G x H) = kl.

1.11.3 Other forms of Vizing's conjecture

We shall pres ent forms of Vizing's conjecture involving the parameters P2(G),,!(G)

and ,(G). In order t o do this, however, we need to introduce a different formulation

for , (G . H) and P2( G . H). This formul ation was presented without explanation by

Fisher [Fis94]; the lengthy motivation below is my own. Using the linear program­

ming formul ation of Section 1.5, we can state the calculat ion of , (G) and P2(G) as

integral programs:

,(G) P2 (G) (1.11.1)

minimize l~ .x maximiz e l~ . fj (1.11.2)

subject to N x ~ I, subject to N fj ::; I, (1.11.3)

Gp::; x ::; Ip Gp::; fj ::; r, (1.11.4)

x integer fj integer (1.11.5)

Let Z(m, n) deno te the set of all (m x n) matrices which have non-negative, integer

element s. Let G, H be any two arbitrary graphs. Note that if 9 : V(G x H) f---+ {a, I}

is a , (G)-function then we can record the weights assigned by 9 to the vertices of

G · H in a matrix Z E Z(p(G), p(H)), i.e. for any Ui E V (G) and any vs E V (H),

Z ij = g((Ui, Vj)) . It is then obvious that the weight of 9 is the sum of the elements
in z:

Let P = N (G)ZN(H), noting that N(G ), N(H ), Z and P are (p(G) x p(G )),

(p(H) x p(H )), (p(G) x p(H)) and (p(G) x p(H)) matrices, respectively, and denote

their (i, j) th elements by gij, h ij , Zij and Pij, respectively.

Then for m E {I, ... ,p(G)} and n E {I , . . . ,p(H )}, recalling that N(G) and
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N(H ) are symmetric matrices we have that

p(G) p(H)

Pmn = L (gmi L zij h j n )
i = l j=l

peG) p(H )

= L L Zijgmi hnj.
i= l j=l

We note that , for i E {I , .. . ,p(G)}, j E {I , . . . , p(H )}, the product gmihnj is non­

zero (equal to one) if and only if gmi = 1 and hnj = 1, which is the case if and only

if one of the following four condit ions is sat isfied:

1. i =1= m , j =1= n and Um,'U.i E E( G), VnVj E E (H);

2. i = m , j =1= n and VnVj E E(H) ;

3. i =1= m , j = nand U m l1.i E E (G);

4. i = m and j = n ;

P m n = L Zij

(Ui ,Vj )ENc. H [(Um,Vn)]

L g(U i ' Vj )

(ui,vj)ENc.H [(Um,Vn ) ]

From this reworking it is immediately evident that

, (G · H) = min I;;:zfnz

subject to the restraint

(1.11.6)

N(G)ZN(H ) 2: 1m n , Z E Z(m, n) (1.11.7)

where 1m n denotes the (m X n) matrix with unit entries, and

subject to the restraint

(1.11.8)

N (G)Z N (H) :s; 1m n , Z E Z(m, n). (1.11.9)

This rephrasing of the question in terms of the matrices Z(m, n) leads to the following

theorem (see [Fis94]).
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Theorem 1.11.4. Let G and H be graphs, then

,(G),.r(H) ~ ,(G· H) ~ ,(G),(H).

Proof.

• We prove that ,(G),.r(H) ~ ,(G ·H). Let Z E Z(m, n) be an optimal solution

to the optimisation problem (1.11.6) and (1.11.7). Then

N(G)ZN(H) ~ Imn,

and thus the lh column of the matrix satisfies

Now

(N(G)ZN(H))j = N(G)(ZN(H))j

and thus (ZN(H))j is the characteristic vector of a dominating set of G. Hence

and so

f~ZN(H) ~ ,(G)I;:.

Transposing we obtain

which after a little rearrangement becomes

Thus ')'(~) zTfm is the characteristic vector of a fractional dominating function

of H. Then

'.r(H) ~ s;,-1(G)ZTfm

= 'Y-
1(G)fTzTf

I n. m.

= ,-l(G),(G . H)

and hence the result follows.
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• We prove that ,(G· H ) ::; ,(G),(H) . Let x and y be the (p(G) x 1) and

(p(H) x 1) characteristic vect ors of dominating sets of G and H with cardinality

, (G) and , (H ), respectively. Then

N( G)xyTN( H) = (N( G)x)(N (H )Yf

Thus xr is a feasible solution ofthe opt imisation problem (1.11.6) and (1.11.7):

,(G . H) ::; r~xyTrn

= (r~,x)(r~Y)

= ,(G), (H ),

which is as requi red.

D

There is an analogous result for the 2-packing number (see [Fis94]).

Theorem 1.11.5 . Let G and H be graphs, then

Proof.

• We prove that P2(G)P2(H) ::; P2(G . H) . Let x and y be the (p(G) x 1)

and (p(H ) x 1) characterist ic vectors of 2-packing sets sets of G and H with

cardinality P2(G) and P2(H ), respectively. Then

N (G)xyTN (H) = (N( G)x)( N (H )Yf
- 11'::; 1m1n ·

Thus xr is a feasible solution ofthe optimisation problem (1.11.8) and (1.11.9 ):

P2(G . H ) 2:: ~xyTrn

= (~x) (~Y)

= P2(G)P2(H),

which is as required.
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• We prove that P2(G . H) :::; P2(Gh.f(H). Let Z E Z(m, n) be an optimal

solution to the optimisation problem (1.11.8) and (1.11.9). Then

N(G)ZN(H) < 1m n ,

and thus the lh column of the matrix satisfies

Now

(N(G)ZN(H))j = N(G)(ZN(H))j

and thus (ZN(H))j is the characteristic vector of a 2-packing set of G. Hence

and so

Transposing we obtain

which after a little rearrangement becomes

1 T- -
N(H)(p

2(G)Z
1m ) :::; i.,

Hence P2-
1(G)Z T fm is the characteristic vector of a fractional packing function

of H with value f;:p2-
1(G)ZTf

m . It follows from 1.5.6 that

"U(H) = P.f(H)

> ITp-l(G)ZTf- n 2 m

= p2-
1(G)i7:z T fm

= P2-
1(G)P

2(G . H)

and hence the result follows.

o

The results we have obtained, when viewed together, give us a better picture of

the relationships between the products of parameters of graphs and the parameters

of products of graphs. All that we are missing is the relationship between the studied

parameters and P2(GxH) , '"YJ (G x H ) and i (Gx H ). Now since N(GxH) :::; N(G·H),

it follows that P2(Gx H ) ~ P2 ( G·H), "U(G x H) ~ "U(G ·H) and i(G xH) ~ i(G·H) .

The relationships are shown in Figure 1.11, which is taken from [Fis94].
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? ,(G x H)

Figure 1.11: Relationships between the products of parameters and the parameters

of product s. Each arc indicates that the quanti ty at it s head is grea te r t han or equal

to the qu antity at its tail. The arc wit h the quest ion mark is Vizing's conj ecture.

Where there is no path between two quantities, the two are independent: examples

exist where each is lar ger than the other.
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Chapter 2

k-parameters

2.1 Definitions of k-parameters

Let k be a fixed positive integer, then we call 9 : V(G) f--t {a,l, ... ,k} a k-set

function of G. We can define classes of k-set functions and related parameters anal­

ogous to those fractional set functions and parameters introduced in Chapter 1. The

relationship between k parameters and fractional parameters has been studied by

Domke, Hedetniemi, Laskar and Fricke [DHLF9l].

2.1.1 The k-dominating function

The idea of k-domination was introduced by Hare [Har9a] while trying to find values

for the fractional domination number for Pm X Pn, and has been studied by Domke,

Hedetniemi, Laskar and Fricke [DHLF9l]. We say that 9 : V(G) f--t {a, ... ,k} is a

k-dominating function of G if

(\Iv E V(G))g(N[v]) 2: k; (2.1.1)

hence 9 is a minimal k -dominating function if, furthermore, for any v E V (G)

g( v) > a ==} ::I'll, E N[v] such that g(N[u]) = k. (2.1.2)

Thus if S ~ V (G) is a dominating set of G then the characteristic function of S is a

l-dominating function of G.

The k-domination number of G, 'Yk(G), and upper k-domination number of G,

f k (G), are defined by

'Yk(G) = min{lgl : 9 is a minimal k-dominating function of G},

fk(G) = max{lgl : 9 is a minimal k-dominating function of G}.
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It should be noted that k-domination is distinct from the concept of an n­

dominating set (see [FJ85]) for which, if v E V (G) and S is an n-dominating set

of G, v tI- S ::=:::} IN( v) n Si 2: n .

2.1.2 The k-packing function

We call g: V (G) f--* {a, ... , k } a k-pa cking function ofG if

(Vv E V(G))g(N[v]) ::; k .

A maximal k-pa cking function is a k-packing function for which , for any v E V(G) ,

g(v ) < k ::=:::} 3u E N [v ] such that g(N[u]) = k.

The lower k-packing number of G, 7fk(G) , and upper k-packing number of G,

Ih(G) , are defined by

7fk (G) = min{lgl : 9 is a maximal k-packing function of G} ,

IIk(G) = max{lgl : 9 is a maximal k-packing function of G}.

2.1.3 The k-irredundance function

We call g: V(G) f--* {a, ... , k} a k- irredundantfunctioniffor any v E V(G)

g(v ) > a ::=:::} 3u E N[v] such that g(N[u]) = k . (2.1.3)

A m aximal k- irredundant fun ction of G is a k-irredundant function from which no

larger k-irredundant function can be obtained by increasing the function values on

some or all of the vertices. The k- irredundance number of G, irk(G), and upper

k -irredusuiance number ofG , 1Rk(G) , are defined as

iTk(G) = min{lg l : 9 is a maximal k-irredundant function of G} ,

I R k(G) = max{lgl : 9 is a maximal k-irredundant fun ction of G}.

Comparing the condi tions (2.1.2) and (2.1.3) we see that every minimal k-dominating

fun ction is also a k-irredundant function.

k-packing and k-irre dundant functions were introduced by Domke, Hedetnie­

mi , Laskar and Fricke [DHLF91]. Examples of k-dominat ing, k-packing and k­

irredundant functions are shown in Figure 2.1.
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(0,0,0)

k=1

0,1,0)
<J-------()----O

(0,1,0)

k=2

(0,1,0)

k=3

Figure 2.1: The figures in brackets show Ik(G), Ih(G) and irk (G) functions for

the graph G, respectively; the functions in the left-most graph are for k = 1, the

functions in the center graph are for k = 2, and those on the right are for k = 3.

Hence: 11(G) = 2; 12(G) = 3; 13(G) = 5; P1(G) = 1; P2(G) = 3; P3(G) = 4;

irl(G) = 2; ir2(G) = 3; ir3(G) = 5.

2.2 Some relations between k-set functions and

well-known classes of sets

We now relate the k-set functions to some of the well-known parameters introduced

in Chapter 1 and to each other. The results in this section are due to [DHLF91].

Theorem 2.2.1. For every graph G and every positive integer k,

Proof. Let S be a minimal dominating set of vertices in G. Define a k-set function

g: V(G) f-t {O, ... ,k} as (Vv E V(G)):

{
o v rJ. s

g(v) =
k v E S.

It is then obvious that 9 is a k-dominating function of G. We now show that this 9

must be a minimal k-dominating function of G. Assume to the contrary that there

is a vertex v E V(G) for which g(v) > °and

Vv, E N[v], g(N[v,]) > k,
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v E S.

v ~ S

which implies - because 9 : V(C) 1--* {a,k} - that for any u E N[v], g(N[uJ) 2:: 2k

and also g(v) = k. However , this implies that S' = S - {v} is a dominating set

of C, and IS'I < ISI which contradicts the minimality of S. Hence 9 is a minimal

k-dominat ing function and ,k(C) ::; mJnlgl = k,(C) ; also m;xlgl = kf(C) ::; f k(C),
which establishes the required result . 0

Theorem 2.2.2. For every graph C and every positive in teger k ,

Proof. Let S be any maximal irredundant set of C and define a k-set function 9 :

V(C) 1--* {O, ... ,k} as "'Iv E V(C):

g(v) = {o
k

Let v E V(C). If g(v) > °then g(v) = k and v E S. Now since S is an irredundant

function there is a vertex u. E N[v] such that N[u] n S = { v} , and thus

g(N[uJ) = kIN[u] n Si + OIN[l1,] - (N[u] n S)I

= k ,

and so 9 is a k-irr edundant function . We must now prove that 9 is a maximal k­

irredundant function. Suppose that there is a k-irredundant function h obt ained

from 9 by increasing the function values of some or all of the vertices in C. Thus

there is a v E V (C) such that

g(v) = 0,

h(v) = m , °< m :s k.

Now since h is a k-irredundant function there is a 11, E N[v] sat isfying h(N[uJ) = k.
So, since g(v) < h(v) , it follows that g(N[uJ) < k and consequently g(N[uJ) = 0.

Hence N[u] n S = 0. But , as S is a maximal irredundant set of C, N[u] ~ N[S], a

cont radict ion. Then , since S was chosen to be an arbitrary maximal irredundant set

of C, it follows that i rk(C)::; mJnlgl = kir (C); also m:xlgl = kIR(C)::; 1Rk(C),
which establishes the required result. 0
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Obviously, for any graph G, 'Yk(G) ::; fk(G) and irk(G) ::; 1Rk(G). We now address

the relationship between the parameters 'Yk(G), fk(G) and irk(G),IRk(G). So as to

order these parameters, we prove a little result first. The results in this section are

due to [DHLF91].

Lemma 2.3.1. Let G be any graph and k any positive integer; then every minimal

k-dominating function of G is a maximal k-irredundant function of G.

Proof. That every minimal k-dominating function of G is a k-irredundant function

of G follows immediately from a comparison of (2.1.2) and (2.1.3). We must thus

prove the maximality of the obtained k-irredundant function. Let 9 be a minimal

k-dominating function of G and h a k-irredundant function of G such that for some

UEV(G):

h(v) ~ g(v), '\Iv E V(G),

h(u) = g(u) +m, 0 < m::; k.

Since h is by assumption a k-irredundant function and h( u) > 0, there must be a

vertex w E N[u] such that h(N[w]) = k. However, for any w E N[u] (since 9 is a

k-dominating function),

h(N[w]) ~ g(N[w]) + m

~k+m

>k

= h(N[w])

which is a contradiction. Hence 9 is a maximal k-irredundant function.

An immediate consequence of this Lemma 2.3.1 is the result

Corollary 2.3.2. For any graph G and any positive integer k,
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2.4 Relationships between k-set and k + I-set pa-

rameters

The results in this section are due to [DHLF91].

Theorem 2.4.1. For any graph G and any positive integer k ,

Proof. Let G be any graph and 9 : V(G) f---7 {D, ... , k + 1} a 'Yk+I(G)-function. We

consider two cases:

• There exists w E V(G) such that g(w) = k + 1. Define g' : V(G) f---7 {D, . .. , k}
as (\Iv E V(G))

, {k if g(v) = k+ 1
9 (v) =

g(v) ifg(v)::=;k.

Let v E V(G):

1. If there is a 11. E N[v] such that g(11.) = k + 1, then g'(u.) = k and

g'(N[v]) ~ g'(11.)

= k .

2. If there is no u E N[v] such that g(11.) = k + 1 then

g'(N[v]) = g(N[v])

~k+1

> k.

Hence g'(N[v]) ~ k and g' is a k-dominating function of G; also Ig'l < Igl and
so

• g(v) ::=; k for all v E V(G) . Choose a vertex w E V(G) such that g(w) > Dand
define a function g" : V (G) f---7 {D , . .. , k} by

" {9(W)-1 forv=w
9 (v) =

g(v) for v E V(G) - {w} .

Now 9 is a k+1-dominating function, so for any v E V(G), g(N[v]) ~ k+1 > k.
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1. If W E N[v] then

gl/(N[v]) = g(N[v]) - 1

? k .

2. If w ri N[v] t hen

gl/(N[v]) = g(N[v])

?k+I

> k.

Thus for any v E V(G), gl/(N[v]) ? k and gl/ is a k-dominating function of G;

also 19"1 < Igl. Hence,

D

Theorem 2.4.2. Let G be any graph and k any positive integer. Then,

Proof. Let 9 : V(G) f---+ {D, ... ,k} be a Ih(G)-function. Then it is obvious that 9 is

also a k + l -packing function of G, and

Ih+l(G) ? Igl
= I1k ( G).

Let w E V(G) and define a k + l-set function g': V(G) f---+ {D, ... ,k + I} as

, {g(w) + 1 for v = w
9 (v) =

g(v) for v E V(G) - {w} .

Let v E V (G), then there are two cases to consider:

• If w E N[v] then

g'(N[v]) = g(N[v]) + 1

:=;k+1.
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• If w tt N[v] then

g'(N[v]) = g(N[v])

~k

<k+1.

Thus g' is a k + I-packing function of G; also 19'1 > Igl. Thus

D

2.5 Relating k-parameters to fractional parame­

ters

The results in this section are due to [DHLF91].

Theorem 2.5.1. Let G be any graph and k any positive integer. Then

(G) < 'Yk(G) < fk(G) < f (G).
If - k - k - f

Proof. To prove the first inequality, let 9 : V (G) 1---* {O, .. . ,k} be a Ik(G)-function.

Divide each weight of 9 by k: the result is a fractional dominating function of G.

To prove the inequality for I'f(G) and f k (G), suppose that we had defined 9 to be

a f k ( G)-function. The proof we have given is then as valid for this case as for the

previously considered case with the single exception that we must prove that the

function g' is a minimal fractional dominating function. Let v E V (G) such that

g'(v) > O. Then g(v) > 0 and there exists 11, E N[v] such that

'( []) _ g(N[11,])9 N 1), - ---'---'-~
k

k

k

= 1,

and hence g' is a minimal fractional dominating function of G; thus

D
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We can prove a similar resul t for fra ctional packing and k-packing functions.

Theorem 2.5.2. Let G be any graph and k any positive integer. Then

(G) < 'lrk(G) < IIk(G) < P (G).
PI - k - k - I

Proof. Similar to the proof of Theorem 2.5.1. o

From Theorems 2.5.1 and 2.5.2 and the result (1.5.6) we obtain the following

useful result .

Corollary 2.5.3 . Let G be an y graph and k any pos itive integer. Th en,

Theorem 2.5.4. Let G be any graph and k any posi tive integer . Then ,

Proof. Let g: V (G) I---t {a, ... , k} be a IRk (G)- funct ion . Define a fractional set

function g' : V(G) I---t [0, 1] by (for all v E V(G))

g'(v) = g(v) .
k

Let v E V(G) , and suppose that g'(v) > O. Then g(v) > 0 and there exists U E N[v]
such t hat

g' (N[uJ) = g(N [uJ)
k

k

k

= 1,

and hence 9' is a fractional irredundance function of G ; t hus

o
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We can obtain better results than the Theorems 2.5.1 and 2.5.2 relating the k-set

functions to the fractional set functions.

Theorem 2.5.5. Let G be any graph. Then

I f (G) = min{ 'k(G) : k a positive integer}.
k

Proof. From Theorem 2.5.1 we know that , for any positive integer k and any graph

G,

(G) < Ik (G)
I f - k

and hence

If (G) ~ min{ lk~G) : k a positive integer}.

Recall from Section 1.5 that '.f(G) can be determined using a linear program with

rational coefficients and thus there exists an optimal solution to the linear program

to calculate I f (G) which has rational function values. Let 9 : V(G) 1---7 [0 ,1] be

such an optimal solution; thus Igl = 1.f(G). Let k' be the smallest integer for which

k'g(v) E Z for all v E V(G) , and define (\Iv E V(G))

h(v) = k'g(v).

Since, for any v E V(G) , 0 ~ g(v) ~ 1 it follows that 0 ~ h(v) ~ k' and by

construction h(v) is an integer and thus h : V(G) 1---7 {O, ... , k' }. Since 9 is a

fra ctional dominating function it is obvious that h is a k'-dominating function and

1 1 = 01
9 k'

> Ik,(G)
k'

> . {'k(G) k iti }_ mm -k-, -: . a POSl lve mteger .

21.f(G)

= Igl·
Thus the result follows.

Theorem 2.5.6. Let G be any graph. Then

Pf(G) = max{Ih~G) : k a positiv e integer}.

Proof. Similar to the proof of 2.5,5.
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2.6 Equivalent k-parameter t heorerns for some es­

tablished fractional results

The results in this section are due to [DHLF91].

Recall the result 1.6.1 that

"u(G) = 1 ~ .6.(G) = p - 1.

We can prove an equivalent result for k-parameters . This theorem was first proved by

Domke, Hedetniemi, Laskar and Fricke [DHLF91], but the proof has been modified

so as to produce the Corollary 2.6.2, which is not due to the above authors.

Theorem 2.6.1. Let G be any graph and k any posit ive integer. Th en

'Yk(G) = k ~ .6.(G) = p - 1.

Proof.

1. First, we assume that .6.(G) = p - 1 and prov e that 'Yk(G) = k. Let 9 be any

k-dominating function of G. Since, for any vertex v E V(G) , g(N[v]) 2:: k, it

must be the case that Igl 2:: k and hence, since 9 is arbitrary, 'Yk(G) 2:: k . Let

u be a vertex in V(G) such that degu = .6.(G) = p -1, and define a k-set

function h by

{

k v = u
h(v) =

o v =I- '/1,.

Now N[u] = V(G) (so obviously h is a k-dominating function). Furthermore,

Ihl = k. Thus 'Yk(G) ::; Ihl = k ::; 'Yk(C ), and hence 'Yk(G) = k.

2. Now, we assume that 'Yk(C) = k and prove that .6.(C) = p - 1. Let v be any

vertex in C, and let 9 be a k-dominating function of G such that Igl = 'Yk(G) =
k . Let P = {v E V(G) : g(v) > a}. Then, since 'Yk(C) = k, g(P) = k. Since

g(N[v]) 2 k for all v E V(G), we must have that P ~ N[v]. Hence, if u E P ,
then u is adjacent to every other vertex of G, so that degu = p - 1.

o
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Corollary 2.6.2. Let G be any graph with 6.(G) = p - 1, and let 9 be any k­

dominating function with Igl = / k(G). Then only those vertices v E V(G) with

degv = p -1 satisfy g(v) > D. 0

The following corollary is due to the authors of [DHLF91]. If 9 : V(G) 1-+

{D, ... ,k} is a maximal k-packing function then (for any v E V (G)) g(v) < k implies

that there is a '11, E N[v] such that g(N[uJ) = k and hence Ih(G) ;::: k. Similarly, if h

is a maximal k-irredundant function then (for any v E V(G)) h(v) > Dimplies that

there is a u E N[v] such that h(N[v,J) = k and hence irk(G) ;::: k. Referring to the

Corollaries 2.3,2 and 2.5.3 we see that

Corollary 2.6.3. For any positive integers k ,p,

Domke , Hedetniemi and Laskar proved Theorem 1.8.1; i.e. that

We can prove an analogous result for the k-parameters.

Theorem 2.6.4. Let G be any graph and k any int eger. Then

Proof. Let G be any graph and S ~ V(G) a P2(G)-set. Define a k-set function

9 : V(G) 1-+ {D , ... , k } as (Vv E V(G))

{

D v (j S
g(v) =

k v E S.

Then

Now, any x,yES must satisfy the requirement that d(x, y) > 2 and hence

N[x] n N[y] = 0.
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Thus , if v E V(C) , then IN[v] n Si :s; 1, which implies that

g(N[v]) = kIN [v] n Si

and hence 9 is a k-packing funct ion of G. We claim that 9 is a maximal k-packing

function of C ; there are three cases to consider:

• If v E S then g(N [v]) = k and we cannot increase g(v).

• If u E S and v E N(u) then g(u) = k, g(v) = 0, g(N [v]) = k and hence g(v)
cannot be increased.

• If v r:t. N [S] then d(u , v ) ~ 2 for all u E S. Then it must be the case that there is

a u E S such that d(u, v) = 2, otherwise S' = S u {v} is a 2-packing set of C of

larger cardinality than S which cont radicts ISI = P2(C) , Let W E N(u)nN(v) ,
then by the discussion above g(N [w]) = k and hence we cannot increase g(v).

Thus 9 is a maximal k-packing set of C , and hence

D

From this result 2.6.4, the Corollary 2.5.3 and Theorem 2.2.1 we obtain the following:

Corollary 2.6.5.

From this result and Theorem 1.8.4 we get that

Corollary 2.6.6. Let C be a connected block graph and k any positive integer. Then

By combining 1.6.5 with Theorems 2.2.1, 2.2.2, 2.5.1, 2.5.2, 2.5.4 and 2.6.4 we

obtain the following chains of inequalities :

Corollary 2.6.7. For any graph C and any positive integer k ,

irk~C) :s; ir(C) :s; , (C ) :s; f3 - (C ) :s; f3 (C ) :s; r(C) :s; rk~C) :s; rf(C) :s; IR(C)

:s; IR%(C) :s; IRf(C) .
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Corollary 2.6.8. For any graph G and any positive integer k ,

1 < (G) < 7rk(G) < p. (G) < Ih(G) < P (G) = (G) < I k(G) < (G) < f3 - (G)
- Pf - k - 2 - k - f I f - k - I -

< f3(G) < r(G) ::; rk~G) ::; r f( G) < I R(G) < I R%(G) ::; I R.f(G).
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Chapter 3

e 1 functions

3 .1 Introduction

Except where noted otherwise, all of the work in this chapter is original. Let G =
(V,E) be a graph. We say that a fractional set function j : V(G) 1-+ [0,1] is an e = 1

junction oj G (which we shall call just an e = 1 junction if no ambiguity is possible)

if

{

degv = 0
Vv E V(G)

degv > 0

===} j(v)=l ,

===} ::I'll. E N(v) such that j(u) + j(v) = 1.

The rationale behind the terminology 'e = 1 function ' is that, for any e = 1 function

9 : V(G) 1-+ [0,1], each non-isolated vertex v is incident with some edge e = uv such

that the sum of g(u,) and g(v) (which can be thought of as the sum 'over the edge',

e) is equal to 1. The concept of an e = 1 function was introduced by Fricke and first

considered by Fricke and Swart [FS95].

j is a maximal e = 1 function if no e = 1 function 9 exists such that

g(v) 2:: f(v) Vv E V(G) ,

g(u) = f(u) + m for some 0 < m :s: 1 and some u. E V(G).

j is a minimal e = 1 junction if no e = 1 function 9 exists such that

g(v) :s: j(v) Vv E V(G),

g(u,) = j(11.) - m for some 0 < m :s: 1 and some u E V(G).

Figure 3.1 shows two e = 1 functions for K 3 : the first is maximal and the second

minimal. We define
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Figure 3.1: Maximal and minimal e = 1 functions for K 3

l'e=l (G) = min{lf l : f is a maximal e = 1 function} ,

f e=l(G) = max{lfl : f is a maximal e = 1 function} ,

re=l(G) = min{ jf l : f is a minimal e = 1 function} ,

f e=l(G) = max{lfl : f is a minimal e = 1 function}.

(3.1.1)

(3.1.2)

(3.1.3)

(3.1.4)

Notice that every minimal fractional vertex covering function of a graph G with

8(G) ;::: 1 is an e = 1 function (see Chapter 1).

3.2 Observations

1. If G is emp ty then, for any e = 1 function f and Vv E V(G), f(v) = 1, and

thus

l'e=l (G) = re=l(G) = f e=l(G) = f e=l(G) = p. (3.2.1)

2. If G is non-empty then :3uv E E(G) such that f(u) + f( v) = 1. Since for any

W E V(G), 0:::; f(w) :::; 1, we have

If I :::; 1 + P - 2

= p - 1.

Therefore,

I'e=l(G) :::; p - 1. (3.2.2)

Now let S be a ,B(G)-set where ,B(G) is the cardinality of a maximum indepen­

dent set . Define a fractional set function f : V(G) I--t [0, 1] by

f( v) = {o v E Sand degv > 0

1 v rf. S or degv = O.
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• Pi > 1 =} f e=l((Vi)) ~ Pi - 1,

• Pi = 1 =} f e=l((Vi)) = 1,

and thus

k(G)

f e=l(G) = L f e=l((Vi))
i=l
niso(G)

~ L Pi - niso(G) + iso(G)
i=l

= P - iso(G) + iso(G) - niso(G)

= P - niso(G).

It is obvious that since each component , isolated or otherwise, contributes at least

one to the value of any e = 1 function, that 'Ye=l(G) ~ k(G). This completes the

~~ 0

Our chain of inequalities is now

p(G) + iso(G) . .
k(G) ~ 'Ye=l (G) <1e=1 (G) ~ 2 ~ f e=l(G) ~ fe=l(G) ~ P - mso(G) .

Theorem 3.3.2. For any graph G,

Proof. It is sufficient to prove the statement for the case when iso(G) = 0 and to

show t hat every minimal dominating set of G induces a minimal e = 1 function . Let

5 be a minimal dominating set of G, and let 1 be the characteristic function of 5:

{
o v rt 5

1(71) =
1 v E 5.

Then, for v E V(G), either 1(71) = 0 or 1(71) = 1:

1. If 1(v) = 0, then v rt 5 , but since 5 is a dominating set there is a vertex

71, E 5 n N(71). Since 71, E 5 , 1(71,) = 1 and hence 1(71,) + 1(71) = 1.

2. If 1(v) = 1, then v E 5 and because 5 is minimal and degu > 0 there must be a

vertex 71, E (V(G)-5)nN(71). Since 71, rt 5 , 1(71,) = 0 and hence 1(71,)+ 1(71) = 1.
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Thus, f is an e = 1 fun ction . We mu st now show that f is a minimal e = 1 fun ction.

Suppose to t he contrary that t here exists a vertex u E V(G), a number 0 < m ::; 1,

and an e = 1 function f': V(G ) 1-+ [0,1]' such that , ("Iv E V(G) - {u}) ,

1'(u) = f (u) - m ,

1' (v) ::; f(v) .

Since f assigns only t he values 0 and 1 and 0 ::; f '(u) < f(u), it must be t he case t hat

f (u) = 1; t hus 1'(u) = 1 - m , also u E Sand u is not isolated in G by assumption.

Since S is a minimal dominating set there must be a private neighbour w E V (G)

such that S n N[w] = {n}. Let x be any vertex in N(w ), then:

f' (x) + 1' (w) ::; 1' (N[w])

= 1'(u) + L 1'(y)
YEN [w)-{u}

< 1 - m + L . f (y)
YEN [w)-{u}

=l-m+ O

< 1,

and thus I' is not an e = 1 fun cti on . Hence no su ch fun ction f' exists and f is

minimal. 0

Notice that the next t heo rem follows directly from 3.4.1.

Theorem 3.3.3.

Proof. It is sufficient to show t hat every e = 1 fun ction is a fractional dominating

function of G. Let f : V(G) 1-+ [0,1] be an e = 1 fun ction. Now:

1. degv = 0 ==} f (v) = 1 ==} f (N[v]) = 1,

2.

degv > 0 ==} 3u E N[v] such that f(u) + f(v) = 1

==} f(N[v]) 2:: 1.

Thus, for any v E V(G), f (N[v]) 2:: 1 and t hus f is a fractional dominating function.

o
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It is not true that I'e=l (G) ~ I'f (G): in the graph K 3, any fractional dominating

function must have total weight 1 and hence f.r(I<3) = 1; however , by setting the

function values of two of the three vertices equal to one and the other equal to zero

we obtain an e = 1 function of weight 2, and thus f e=1(K 3) > 2. The converse

appears to be true:

Conjecture 3.3.4. Let G be any graph. Th en

We now have a second chain of inequalities :

"u(G) ~ ,e=l (G) < , (G) ~ f(G ) ~ f e=l(G).

3.4 The relationship between 'Y and 'Ye-1

Theorem 3.4.1. For any graph G ,

, e=l (G) = ,(G).

(3.3.1)

Proof. Since ,e=l(Kl) = 1 = , (K 1) , it suffices to prove the statement for graphs G

with iso(G) = O. Let G be any graph with iso(G) = 0, and let f : V (G) I-t [0,1] be a

' e=l( G) -function . Let E=(G) = {uv E E(G) : f( u) + f( v) = I} and G' = (E=(G)) ;
note that V(G') = V(G) . Denote by G~, i = 1, ... ,k(G') the components of G' and

let V/ = V(GD, Pi = IVi'!, i = 1, ... , k(G' ). We observe that

k(G')

If 1= L f(V/) ,
i=l

and that fl Vi' , the restriction of f t o Vi', is a 'e=l function of G~ for i = 1, . . . ,k(G' ).
Now let i E {I , . . . , k(G')} , u E Vi' and f( u) = a. Then f( v) = 1 - a if v E NG/(U) ,

f( w) = a if w E NG/(v ) and , in general , for v E Vi' , f( v) = a (or f (v ) = 1 - a) if

dG/(u ,v) is even (or dG{u. ,v) is odd, resp ectively).

We consider two cases: a = ~ and a i ~ .

• If a = ~ , then

,e=l(G~) = L f( v)
vEV:

Pi

2

~ ,(G~).
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Hence we have shown that for any graph G there exists a ,e=l (G)-function f :
V(G) 1-+ [0 ,1] such that f(v) E {O, I} for all v E V (G); so f is the characteristic

function of a set F ~ V(G). We note that N [F] = V(G) ; i.e., F is a dominating set

of G , whence it follows that , by equation (3.3.1),

,(G) ::; IFI
= , e=l(G)

::; ,(G)

and the required result follows.

3.5 Some Gallai type results

D

Let f : V (G ) 1-+ [0, 1] be a fractional set function and define the function f not: V (G) 1-+ [0, 1]
as

• degv =°==> f not(v) = 1,

• degv > °==> fnot(v ) = 1 - f (v ).

This leads us to the following result .

Lemma 3.5.1. Let f : V(G) 1-+ [0, 1] be a fractional set junction. Then

f is an e = 1 function {:::::::} f not is an e = 1 junction.

Proof. Since fnot(Jnot(v)) = f (v ), it is sufficient to show that if f is an e = 1 function

then f not is an e = 1 function. Assume f is an e = 1 function, then:

1. If degv = °then fnot(v) = 1.

2. If degv > °then there is a vertex U E N(v) such that j(v ) + f (u) = 1, and
hence

f not (v ) + f not (u) = 1 - f (v) + 1 - f (u.)

=1.

Hence fnot is an e = 1 function and the resul t follows.
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This can be rewritten, using Theorem 3.4.1, as

Corollary 3 .5.5. For any graph G J

, (G) + r e=l(G) = p(G) + iso(G) .

Theorem 3.5 .6. Let f : V(G) I---t [0,1] be an e = 1 fun ction of a graph G. Then

f is a minimal e = 1 fun ction ~ f not is a maximal e = 1 fun ction.

Proof. It suffices to prove the result for the case where iso(G) = O. Let f be a

minimal e = 1 function. Suppose to the contrary that fnot is not a maximal e = 1

funct ion, which means that there exist a vertex u E V(G) , an e = 1 fun ction I' and

a number 0 < m ·:::; 1 such that, for any v E V (G)

j' (v,) = fnot(u) + tn.,

j' (v ) 2: fnot(v);

so If'l > Ifnotl · Since f' is an e = 1 function, f~,ot is an e = 1 function (Lemma 3.5.1).

Now:

f~ot(v,) = 1 - j' (v,)

< 1 - f not(u)

= f (u ),

and also, for v E V (G) - {u },

f~ot(v) = 1 - j'(v)

::; 1 - f not(v )

= f( v) .

This contradic ts our assumpt ion of the minimality of f. Hence no such I' exists

and hence f not is maximal and the first part of the theorem follows. The proof of

the second part of the theorem, the converse implication of the first , is structurally

identi cal t o this proof. Hence the theorem follows. 0
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Theorem 3.5.7. Let f : V(G) I-T [0,1] be an e = 1 function of a graph G. Then

If I = fe=l(G) {=} Ifnotl = f e=l (G).

Proof. Let f be a f e=l (G)-function, i.e. f has the smallest value of all of the maximal

e = 1 functions. Since f is a maximal e = 1 function, fnot is a minimal e = 1 function

(Theorem 3.5.6). Suppose to the contrary that Ifnotl < f e=l (G). Let g be a f e=l (G)­

function and (so as not to contradict the minimality of If I) Ignotl 2:: If I = fe=l (G),

remembering that g is a minimal e = 1 function if and only if gnot is a maximal e = 1

function. Then

191 + 19notl > Ifnot I+ Ifl
= p + iso(G)

which is impossible if 9 is an e = 1 function. Hence no such 9 exists and the theorem

follows . D

It follows immediately from 3.5.2 and 3.5.7 that

Corollary 3.5.8. Let G be any graph. Then

fe=l(G) + f e=l (G) = p(G) + iso(G).

3.6 More on the inequalities of (3.2.3)

Using the results of Section 3.5 we can further elaborate the relationships between

the parameters fe=l(G),fe=l(G),fe=l(G) and f e=l (G) as first stated in the chain of

inequalities (3.2.3). First, we shall prove a small result.

Lemma 3.6.1. For any graph G,

Proof. Let G be any graph. If fe=l(G) = fe=l(G), then by the Corollaries 3.5.4
and 3.5.8

fe=l(G) = fe=l(G) {=} (p(G) +iso(G) - fe=l(G)) = (p(G) +iso(G) - fe=l(G))

{=} f e=l (G) = f e=l (G).

D

77



Thus there are only four allowed sets of inequalities:

p(G) + iso(G)
t e=I(G) < l e=I(G) < 2 < r e=I(G) < re=I(G),

p(G) + iso(G)
te=I(G) < l e=I(G) = 2 = r e=I(G) < re=I(G) ,

p(G) + iso(G)
t e=I(G) = 'Ye=I(G) < 2 < re=I(G) = re=I(G) ,

p(G) + iso(G)
t e=I(G) = l e=I(G) = 2 = re=I(G) = re=I(G).

Figure 3.2 shows four graphs which display these four types of inequalities; hence the

parameters te=I(G) and le=I(G) are independent. The vertices in each are labelled

with the function values corresponding to the t e=l and le=l functions, respectively.

The values of the parameters are:

p(G I )
te=I(G I) = 1 < l e=I(Gd = 2 < -2- = 4 < r e=I(G I) = 6 < re=I(GI) = 7,

p(G2)
te=I(G2) = 2 < te=I(G2) = 3 = -2- = r e=I(G 2) < r e=I(G2) = 4,

p(G3 )
te=I(G3) = 1 = te=I(G3) < -2- = 3 < r e=I(G3) = 5 = r e=I(G3),

p(G4 )
t e=I(G4 ) = 1 = 'Ye=I(G4) = -2- = r e=I(G4) = r e=I(G3),

3.7 Inequalities for subgraphs

The results in this section are due to Fricke and Swart [FS95]. Let G be any graph

and let H be a spanning subgraph of G , neither G nor H possessing isolated vertices.

Let f : V(H) f-+ [0,1] be a maximal e = 1 function of H. Then obviously f is an

e = 1 function of G, but not necessarily a maximal e = 1 function of G. For instance,

the graph G shown in Figure 3.3 contains all edges, dashed and non-dashed, and a

spanning subgraph H of G consists of V(G) together with all of the non-dashed edges

of G . The e = 1 function shown is maximal on H but not on G.

There are now two sets of relations to consider:

• r e=I(G) 2: r e=I(H). It is obvious that this is true. We can obtain both equality

and strict inequality of the parameters for different graphs and subgraphs.

Figure 3.4 shows graphs GI and G2 with the respective subgraphs HI, H2

under consideration consisting of everything in G l or G2 with the exception of

the dashed edges. The numbers shown are the values for the re=l functions.
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(0,0)

(0,1)
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(0,0)
(0,0)
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(1,1)

(0,0)

Gz:
G

4
: (1,1) 0 dO,O)

(0,1) (0,1)

(1,0)

Figure 3.2: Equalities and inequalities for the parameters re=l and le=l ·

Figure 3.3 : An e = 1 fun ction which is maximal on the subgraph consisting of all

the vertices and the solid edges but not maximal on the graph consist ing of all the

vertices and all t he edges.
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Figure 3.4: Equali ties and inequalities for r e=l (G) and r e=l (H)

In graph Gi , i = 1,2 , the first number in brackets refers to the graph G, and

t he second number to the subgraph Hi.

f e=1 (G1) = 2 = f e=1(H1),

f e=1(G2) = 3 > 2 = re=1(H 2) .

• 'Ye=l (G) and "Ie=l(H ). The parameters 'Ye=l (G) and "Ie=l (H ) vary independently

as G and H are varied . That the case "Ie=l (H) < "Ie=l (G) may occur can be seen

by considering G = K 3, H = P3, for which "fe=l (H ) = 1 < ~ = "Ie=l (G). To see

that the case "fe=l( H ) > "fe=l( G) may occur , we consider the following example:

let G be a graph of order 12 consist ing of an 8-cycle , Ul , U2, . .. ,Us , U l, a path

ul, VI, V2 ,V3 and a path U6W ; let H = G - {U3U4}. Then a maximal e = 1

func tion 1 may be defined on G by letting l(ul) = 1(u2) = ~ , 1(u3) = ~ ,

1(u4) = ~ , 1(11.5) = l (w) = ~, 1(u6) = ~, I(U7) = ~ + E, I(us) = ~ - E,

l (vl) = I(V3) = ~ + E, I(V2) = ~ - E; hence "fe=l (G) ::; 111 = r+ E, where E is

a small positive real number. It is easily shown that "fe=l (H) = 6, at tained by

assigning a weight of ~ to each vertex in H , and so "fe=l (H ) > "fe=l (G).

3.8 e = 1 functions for different classes of graphs

We know from Secti ons 3.5 and 3.6 that of the four paramet ers originally consid­

ered, (3.1.1) , (3.1.2), (3.1.3) and (3.1.4), only two of these may be considered as

independent of one another. In determining the four parameters for a class of graphs

we can thus consider only the maximal parameters (3.1.1) and (3.1.2), the others

being determined by the resul ts of Section 3.5. We now determine these maximal

par ameters for several classes of graphs . The results in this sect ion are essenti ally

due to Fricke and Swart [FS95].
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3.8.1 The complete graphs

It is clear that the complete graphs K 1 and K 2 have equality for all e = 1 parameters:

'Ye=I(Ki) = 'Ye=I(Ki) = fe=I(Ki) = fe=I(Ki) = 1 if i = 1,2. We can prove a more

general result for an arbitrary complete graph K p .

Theorem 3.8.1. For any complete graph K p with p 2:: 2,

p
'Ye=I (Kp ) = 2'
fe=I(Kp ) = p - 1.

Proof. The second result follows immediately from Corollary 3.5.5. Let V(Kp ) =
{VI, ... , vp } and let f : V(Kp ) f---t [0,1] be a maximal e = 1 function with f(VI) :::;

f( V2) :::; ... :::; f( vp ) . Note that the function f(VI) = f(V2) = ... = f( vp ) = ! yields

a maximal e = 1 function on K p and hence 'Ye=I (Kp) :::; ~. Furthermore, if for some

Vi E V(Kp ) - {VI} it is the case that f(Vi) + f(VI) > 1, then f(Vi) + f(vj) > 1 for

all Vj E V(Kp ) which contradicts our assumption that f is an e = 1 function. Thus

it must be the case that f( Vi) :::; 1 - f(VI) for all Vi E V(Kp ) - {vd, and because

f (VI) is the lowest function value assigned by I, °:::; f (VI) :::; !. Define a function

9 : V(Kp ) f---t [0,1] as

Thus g(Vi) 2:: f(Vi) for 2 :::; i :::; p, and 9 is obviously an e = 1 function of K p . By

our assumption that f is a maximal e = 1 function, it must be the case that, for any

1 :::; i :::; p, f(Vi) = g(Vi)' Thus

f(VI) = g(VI),

f(Vi) = 1- f(VI) for 2:::; i :::; p.

Then,

p

If I= f(VI) + I:(1- f(VI))
i=2

= p - 1 - (p - 2)f (VI)'

It follows that If I attains its minimum value for f(VI) = !' in which case f(Vi) = !
for any 2 :::; i :::; P and 'Ye=I (Kp ) = ~. D
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Figure 3.5: A ')'e=1 function on the star K l,p-l.

3.8.2 The complete bipartite graphs

If PI = 1 then the graph is a star on P = PI + P2 vertices. Let 1 : V(K1,p-l) I---t [0,1]

be defined such that l(vl) = 1 and l(vi) = °for all 2 ::; i ::; P (see Figure 3.5). Note

that 1 is maximal as any increase in 1(vd for 2 ::; i ::; P ruins the e = 1 character of

the function . Thus l'e=I(Kl ,p-l) = 1 and the upper maximal bound r e=I(K l ,p- l ), is

obviously equal to p-l. We examine now the more interesting case where Pl,P2 ~ 2.

Theorem 3.8.2. For any two integers 2 ::; PI ::; P2 ,

I'e=l (Kpl,P2 ) = PI,

re=I(K pl,P2 ) = PI + P2 - 2.

Proof. The second result follows immediately from Corollary 3.5.5 as ')'(Kp1,P2 ) = 2.

Let G cv K Pl,P2' label the vertices of the two partite sets 81,82 (where V (G) = 81U82)
as V(81) = {'Ul ,'" ,'UpJ and V(82) = {v}, ... ,vpJ . Let 1 : V(G) I---t [0,1] be a

maximal e = 1 function of G with 1('UI) ::; 1('U2) ::; ... ::; 1('Up1) and 1(VI) ::; 1(V2) ::;

.. . ::; l(v]12)' Then 1(11'1) + l(vj) ::; 1 and l(vl) + 1('Ui) ::; 1 for 1 ::; i ::; PI and

1 ::; j ::; P2. Define a function 9 : V(G) I---t [0 ,1] as

i = 1

j = 1

2 ::; j ::; P2.

It is obvious tha t 9 is an e = 1 function, and g('Ui) ~ 1('Ui) (1 ::; i ::; PI) and

g(Vj) ~ l(vj) (1 ::; j ::; P2) . Thus Igl ~ 111· By our assumption of the maximality of
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Figur e 3.6: Vertex labelling Vi and function values ai for the path Pn.

1, this implies that 1 = 9 and hence

PI P2

111 = (J (Ul ) + 1(V2)) + (J (Vl ) + 1(U'2) ) + L j(U'i) + L 1(vj)
i= 3 j=3

= 1 + 1 + (Pl- 2)(1- 1(Vl) ) + (P2 - 2)(1- 1(Ul))

= 2 + PI - 2 - (P I - 2)1(Vl ) + P2 - 2 - (P2 - 2)1(Ul)

= PI + P2 - 2 - (PI - 2)1(Vl ) - (P2 - 2)1(Ul)

2: P2 - 1(U'I)(P2 - PI) '

The minimum value is easily seen to be fe=I(G) = PI by sett ing 1(Ui) = 1 (1 ::; i ::;

PI) and 1(vj) = .0 (1 ::; j ::; P2). D

3.8.3 Paths

Throughout this sect ion we use the convent ion that n = W(Pn)1 to avoid confusion.

It is clear that fe=1 (Pi) = "Ie=1(Pi) = r e=1(Pi) = r e=1(Pi) = 1 for i = 1, 2. Let 1 be

a maximal e = 1 function on Pn, and lab el the vertices as V (Pn) = {VI, .. . ,vn} and

the fun ction values of these vert ices as 1(Vi) = a., as shown in Figure 3.6. We can

easily determine fe=I(Pn) for the following cases:

• n = 3, then

Ifl = al + a2+ a3

= (al + a2) + (a2 + a3 ) - a2

= 2 - a2 .

Hence we obtain a minimal value by set ting a2 = 1, then

"Ie=I(P3) = 1

= l~J·
Not e that we can produce a maxim al e = 1 function with any value between 1

and 2 by vary ing a2.
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• n = 4, then

If I = al + a2 + as + a4

= (al + a2) + (as + a4)

= 2,

and so

'i e=l (P4 ) = 2

= l~J .
• n = 5, then

If I = (al + a2) + as + (a4 + as)

= 2 + as.

Note that we can produce a maximal e = 1 function with any value between 2

and 3 by varying as. Thus,

'ie=l (Ps) = 2

= l~J .
Notice that, throughout the above discussion, n ;::: 2 ====? l e=l (Pn) = l~J. For the

more general case n ;::: 2 we present the following theorem:

Theorem 3.8.3. Let n ;::: 2 be an integer. Th en

1.

le=l (Pn) = l~J '
f e=l(Pn) = l2

3
n J.

2. Furthermore, for each x E [l~J' l2;J] , there exists a maximal e = 1 fun ction f
on r; for which If I = x.

Proof.
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1. The result for re= l (Pn ) follows immediately from Corollary 3.5.5, since ry(Pn ) =
fJl Now observe that , for all n 2: 2, a maximal e = 1 function f : V (Pn) I--t

[0,1] can be found by sett ing

f (v,) = { ~ if i is odd

if i is even .

Since If I = l~J , then 'ie=l (Pn) ::; l~J. From the discussion above we know

that for 2 < n ::; 5, 'ie= l (Pn) = l~J. Now assume that there exists a smallest

integer n > 5 such that 'ie=l (Pn ) < l~J. Note that a maximal e = 1 function

f of Pn having cardinality If I = 'ie=l (Pn) has f(Vn-l) + f(vn) = 1; hence

L~==lf(Vi) < ln22J and so 1* = f !{Vl , .. . ,Vn- 2} is not a maximal e = 1

function of Pn - 2. If 1* is an e = 1 fun ction , then there must exist an e = 1

function g* : V(Pn) I--t [0,1] with g* > 1* and (say) g(Vn-2) = bn- 2. Define a

function 9 : V(Pn ) I--t [0, 1] as

for i = 1, . . . ,n - 2,

for i = n - 1, n.

Then we obtain an e = 1 function 9 such that Igl > If I, a contradiction. Hence

it must be the case that 1* is not an e = 1 function , and thus f (Vn-3) +
f (Vn - 2) =I- 1. There are now two cases to consider.

• If f(Vn- 3) + f( Vn- 2) < 1 then we can increase f(Vn- 2) to obtain an e =
1 function on V(Pn-2 ) . This gives us an e = 1 function on Pn with

cardinality greater than If I - a contradiction, as f is maximal.

• If f(Vn- 3) + f(Vn- 2) > 1, then f(Vn- 2) > 0 and f(Vn- 2) + f(Vn-l) = 1 so

that f(Vn- 2) = 1 - f(Vn-l) = f( vn); also f(Vn- 3) + f(Vn- 4) = 1. We now

construct a function 1** : V(P71,) I--t [0, 1] as (see Figure 3.7, where we use

the notation f(Vn-3) = band f(Vn-l) = a):

j**(Vi) = f(Vi) for 1 ::; i ::; n - 3,

j**(Vn-2) = 1 - f (Vn- 3),

j**( Vn-l) = f( Vn- 3),

j**(vn) = 1 - f(Vn- 3)'

Notice that 1** is maximal and 11**1< If I = 'ie=l (Pn) which is a cont ra­
diction.
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after I-b b l-b b l-b

Figure 3.7: Replacing function values on the vertices.

It follows that rye=l(Pn ) = l~J for all n ~ 2.

2. By referring to the discussion at the beginning of this section, it is clear that

the result is true for n = 2,3,4,5 . Thus suppose that the result holds for

2 :::; m < n and let x E [l~J ' l2;'J]. There are two cases to consider:

• x E [ln22J+ 1, l2(n;2)J+ 1]. Let j : V(Pn-2 ) f-* [0,1] be a maximal

e = 1 function of Pn- 2 with j(V(Pn-2)) = x - 1 and let f(Vn-l) = 1 and

f(vn) = 0 to obtain a maximal e = 1 function of Pn with f(V(PrJ) = x .

• x > l2(7J;2)J+ 1 = l2n
3
- 1J. Then n == 0 (mod 3), say n = 3k for some

integer k, and x E (2k - 1, 2k), so let x = 2k - 1 + a where 0 < a < 1.

Now define a function 9 : V(Pn) f-* [0,1] as

1

o
if i == 1,3 (mod 3) and i :::; n - 3

if i = 2 (mod 3) and i :::; n - 4

a if i = n - 2, n

1-a ifi=n-1.

The cardinality of this function is 191 = 2k - 1+a = x and it is a maximal

e = 1 function.

D

3.9 A characterization of rj and r

We can use the chain of inequalities (3.3.1) involving the e = 1 function functions to

provide a sufficient condition for a graph G to have the property that ry(G) = ryf(G).

Before we can obtain the desired result it is necessary to prove a weaker result

characterizing a certain class of e = 1 functions.

86



Lemma 3.9.1. Let G be any graph on which there can be defined a fractional set

function f : V( G) f---+ [0,1] which is simultaneously an e = 1 function and a fractional

packing function. Then for any vertex v E V (G):

• I] f(v) = 1 then all vertices w =J v with d(v, w) :::; 2 satisfy f(w) = o.

• If 0 < f( v) < 1 then there is exactly one vertex 11, E N(v) with f( u) > 0 and

all other vertices w E N(v) U N(u) satisfy f(w) = o.

• I] f(v) = 0 then there is a 11, E N(v) with f(u) = 1.

Proof. Let f : V(G) f---+ [0 ,1] be such a function. Let v be any vertex in V(G). Then:

• If degv = 0 then v has no neighbours, f( v) = 1 and the result follows.

• Suppose that degv > O. Let 11, E N(v) be any vertex such that f(v) + f(u) = 1.

By the definition of t,

f(v) + f(u) = 1

2:: f(N[v])

2:: f(v) + f(u).

It follows immediately that f(v) + f(u) = f(N[v]) and by a similar argument

that f(u)+ f(v) = f(N[11,]). Thus f(u) and f(v) have the only positive function

values in N(u) U N(v). If f(v) = 1 then each u E N(v) has f(11,) = 0 and no

neighbour w of any u. can have positive value f (w) = E > 0 else

f(N[n]) = f(v) + f(w) + f(N[u] - {v,w})

2::1+E

> 1

and f is not a fractional packing function. If f(v) = 0 then because f is an

e = 1 function there must be a neighbour u. E N (v) with f (u) = 1. Hence the
result follows.

o

Notice that it is not possible to define such a funct ion for all graphs (we return to this

later; see Figure 3.9) and that there are graphs which possess both e = 1 functions

which are not packing functions and packing functions which are not e = 1 functions

(see Figure 3.8). Notice that any fractional set function f which is both an e = 1
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(1/2,1/3)

(1/2,1/3) ~1/2'1/3)
Figure 3.8: K 3 possesses e = 1 functions which are not packing functions and packing

functions which are not e = 1 functions. The figures in brackets are (respectively)

an e = 1 function f which is not a packing function since for any v E V(K3),

f(N[v]) = ~ > 1, and a packing function g which is not an e = 1 function since for

any uv E E(K3 ) , g(u) + g(v) = ~ < 1.

function and a fractional packing on G obeys the inequalities

re=I(G) < If I :::; P.f(G) .

Theorem 3.9.2. Let G be a graph. If it is possible to define a fractional set function

f : V (G) I-t [0, 1] on G which is both an e = 1 function and a fractional packing

function, then

r(G) = r.f(G).

Proof. Let G be such a graph and let f : V (G) I-t [0, 1] be a fractional packing

function which is also an e = 1 function. Denote by VI, ... , Vk the vertex sets of the

components of G, i.e. U7~I Vi = V(G).

• First we show that if there is a v E Vh (for some h) with f (v)

f : Vh I-t {O, I}.
1 then

1. If Vh = {v} is a trivial component, f (v) = 1 and the result follows .

2. Suppose that IVhl 2: 2 and that f(v) = 1, and let the neighbours of v be

VI, ... ,Vdegv' By Lemma 3.9.1, all the neighbours V m of v must satisfy

f(v m ) = 0. If e(v) = 1 then the result follows. If this is not the case,

then all of vertices in N (vmJ - {v} (denote them by VmI, ... ,Vmdegv",-I)

with degvm > 1 must satisfy f(vm n ) = 0, and now if e(v) = 2 then the

result follows. Supposing once again that this is not the case, each of these

V m n must be adjacent to exactly one vertex V m n o with positive function
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value and that Vm,no must satisfy f (vm,no) = 1. Hence each vertex x with

f(x) = 1 is adjacent only to vertices Xm, with f(xm,) = 0, and each vertex

y with f(y) = 0 is adjacent to exactly one vertex Yn with f(Yn) = 1, all

the other neighbours of Y must have func tion value zero.

• Now we show that no vertex v can exist with 0 < f (v) < 1, unless v is ut a

component of order 2. Suppose that v E Vh; if IVhl = 1 then it must be the case

that f(v) = 1. We delay consideration of the case IVhl = 2 until later, assume

that IVhl > 2, and suppose that v has function value f(v) = E where 0 < E < 1.

By Lemma 3.9.1, there is a vertex 11, E N(v) with f(11,) = 1- E and every vertex

in N (v) U N (11,) - {u, v} has function value equal to zero. Let w be any such

vertex and suppose that it lies in N (v), then by the aforementioned lemma,

there must be a vertex x E N (w) having function value f (x) = 1 and every

vertex Y satisfying d(x, y) :s; 2 must have function value equal to zero. However,

d(x,v) :s; d(x,w) + d(w,v) = 2 which contradicts the fact that f(v) = E > O.

Hence no such v can exist and f : Vh 1-+ {O, I} .

• Lastly, we deal with the case when IVhl = 2, i.e. (Vh) ~ K2. Then any valid f

has weight f(K2) = 1 and hence out of all the infinite number of 1's possible

we can choose one such that f : Vh 1-+ {O, I}.

Thus if G possesses a fractional packing function I' which is also an e = 1 function

then it possesses a fractional packing function f which is also an e = 1 function and

which maps the vertices of G to the set {O, I}, and which can differ from f' only in

components of G of order 2. We can then treat f as the characteristic function of

a set F, and If I = IFI. Let v E V(G) - F; since f is an e = 1 function it follows

that there must be a 11, E N(v) with f(u) = 1 and hence for any v, IN(v) n FI ~ 1.

Thus F is a dominating set of G and If I = IFI ~ ')'(G). Now, from the chain of

inequalities (3.3.1), it follows that

"U(G) :s; ')'(G)

:s; If I
:s; P.f( G)

= ')'.f(G)

and the result follows. D

We can obtain the same characterization in terms of a more well-known class of

graphs - those with efficient dominating sets - by the following observation.
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Lemma 3.9.3. A fu n ction f : V( G) 1-+ [0 ,1] which is both a fractional packing and

an e = 1 fun ction can be defined on G if and only if G has an efficient dominating

set.

Proof.

• Suppose that th ere is a fun ction f : V (G) 1-+ [0,1] which is both a fra ctional

packing an d an e = 1 func ti on. Derive from f a function l' : V (G) 1-+ {O, 1} by

replacing all the values of f in any comp onent of G isomorphic t o K 2 with the

value 0 on one vertex and 1 on the other. Now f' is the characte rist ic function

of some set which we denote by p' and 1f'1= IP'I . Let v be any vertex in V (G),
t hen by Lemma 3.9.1 if f' (V) = 1 then all vertices w within dist ance two of v

sa tisfy f' (w) = 0 and hence are not in r' , and if I'(v) = 0 then there is exact ly

one vertex w in N(v) with f( w) = 1 and every vertex x within distance two

of w has function value f'( x) = O. Hence every vertex in V(G) is in the closed

neighb ourhood of exactly one member of F ' and p ' is an efficient dominating

set.

• Suppose that G has an effi cient dominat ing set, P. Denote by f the charac­

te rist ic function of P . Since P is an efficient dominating set , every v satisfying

f( v ) = 0 is adjacent to one vertex u wit h f (u ) = 1 and every vertex w with

f( w) = 1 is adj acent only to vertices x satisfying f( x) = O. Hence f is an e = 1

function and a fractional packing function.

D

Corollary 3.9.4. If G has an efficient dominating set th en

This result has been independently derived by Goddard and Henning [GH]. It is

well known t hat not all graphs have efficient dominating sets . In Figure 3.9 a graph

G is shown which consists of all vertices and all solid edges, and we define G' to be

G wit h t he addit ion of the dashed edge bg. The shaded verti ces b and g constit ute

an efficient dominating set of G, but do not form an efficient dominating set of G'.
Denote by pI a postulated efficient dominating set of G'. If a E P' then we must

choose d or f to be in P ' bu t once we have chosen one it is impossible to dominate

the other efficiently. If b E F ' then we cannot efficiently dominate d or I , and if

c E pI then we cannot efficient ly dominate a. By the symmetries in the graph we

can then deduce that G' does not have an efficient dominat ing set.
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Figure 3.9: The grap hs G (all vertices and solid edges) and G' (all vertices and all

edges). G has an efficient dominating set , G' does not.

3.10 Conclusion

The study of fractional domination-type parameters is a relatively new and rapidly

developing field. We suggest a few ideas which may bear investigation.

Fractional total dominating funct ions of a graph G may be introduced by replac­

ing the requirements in (1.4.1) th at, f(N [v ]) 2: 1 by f(N(v)) 2: 1 for any v E V(G)
and, correspondingly, the ma trix in (1.5.2) by the adjacency matrix of G.

In attempting to establish a suitable fractional theory of independence one may

consider e -:::; I-functions, i.e. f : V (G) ~ [0,1] such that f(v.) + f(v) -:::; 1 for

every edge it» E E( G). Vi e not.e that th e characterist ic functions of maximum

independent sets and mini mum independent dominating sets are indeed maximal

e -:::; l-functions. Hence, if re::;1 (G) and 1'e::;1 (G) denote, respectively, the maximum

and minimum values of f (V(G)), for all maximal e :s l-functions defined on V(G),
we have 1'e9(G) ::; j3 - (G) and f c9 (G) 2: j3 (G). It can be shown that , for connected

graphs G, 1' (G) < "Ye9 (G) < j3f(G).
Goddard and Henning [GH] have considered real domination in graphs where the

closed uni t interval we have st udied is replaced by an arbitrary subset R of the real

numbers , and this technique could be used t o generate real parameters corresponding

to the fracti onal par ameters discussed here. Goddard [God96] has also suggested

that , for any graph G , any I'e=l (G) function .f : V (G) ~ [0, 1] can be replaced by a

fun ction l' : V(G) ~ {o , ~ , 1} such that 11'1= If I = 1'e=l (G ), and also that if H is a

biparti te graph then le=l (H ) = n( H). These two questions cert ainly deserve further

investigation.

It. is relatively easy to define new domi nati on-related fractional functions , for in­

st an ce, fractional connected dominating functions and fractional locating functions

(extending concepts develop ed in [HL84b] and [Sla87]). It. may be advisable to con­

sider carefully the mot ivat ion for t he introduction of each new "fractional" function
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or parameter , and also to consi der possible applications of the theory thus developed.
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Appendix A

Notation

Throughout the text and throughout this section, G denotes a graph with vertex set

V (G) and edge set E(G). T he cardinality of the vertex set we denote by p = IV (G)I,
and the cardinality of the edge set by q = lE(G) I. Let v be any element of the vertex

set; then the degree of v is denoted by degv. Throughout this section, H will denote

a graph , U, v will denote vertices of G, e will be an edge of G, 1 : V(G) 1-+ [0,1] a

fractional set function of G and M ,N will be (m x n) matrices.

• e""'-'7 v means tha t the edge e is incident with the vertex v .

• [v] denotes the automorphism class of v.

• [VI, V2] denotes the set of all edges which join a vertex in VI to a vertex in V2.

• G ~ H means that the graphs G and H are isomorphic to one another .

• G x H is the cartesian product of G and H.

• G · H is the st rong direct product of G and H .

• M ® N is the tensor product of M and N.

• (5) denotes the induced subgraph generated by a set 5 ; 5 can be a set of
vertices or a set of edges .

• IIJ= the floor of I ·

• r11= the ceiling of I .

• In is the (n x L) vector wit h unit ent ries.

• On is the (n x L) vector with zero entries.
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• a(G) = the (vertex) covering number of G.

• a f (G) = the fractional (vertex) covering number of G.

• aj(G) = the upper fractional (vertex) covering number of G.

• a 1(G) = the edge covering number of G.

• a}(G) = the fractional edge covering number of G.

• a}+(G) = the upper fractional edge covering number of G.

• A(G) = the automorphism group of G.

• (3(G) = the independence number of G.

• (3- (G) = the lower independence number of G.

• (3f(G) = the fractional (vertex) independence number of G.

• (3.'(G) = the lower fractional (vertex) independence number of G.

• (3k(G) = the k-independence number of G.

• (31(G) = the matching number of G.

• (3.HG) = the fractional matching number of G.

• (3j-( G) = the lower fractional matching number of G.

• (3- (G) = the lower independence number of G.

• diam(G) = the diameter of G.

• d(U, v) = the distance between 11, and v.

• o(G) = min{degv : v E V(G)).

• ~(G) = max{degv : v E V(G)).

• e(v) = the eccentricity of v.

• Ff(G) = the maxfiuence of G.

• fnot(v) = 1 (degv = 0) or 1 - f(v)(degv > 0).

• 'Y(G) = the domination number of G.
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• I' (G) = the upper domination number of G.

• "fJ(G) = the fractional domination number of G.

• r f (G ) = the upper fract ional domination number of G.

• re= l (G) = the minimum weight of a minimal e = 1 function of G.

• /'e=l (G) = the minimum weight of a maximal e = 1 function of G.

• r e'=l (G) = the maximum weight of a minimal e = 1 function of G.

• r e=l(G) = t he maximum weight of a maximal e = 1 function of G.

• rk( G ) = the k-domination number of G.

• r k ( G) = t he upper k-domination number of G.

• I(J) = the influence of f·

• i r (G) = the irredundance number of G.

• I R (G ) = t he upper irredundance number of G.

• irf(G) = t he fractional irr edundance number of G.

• I R f (G ) = the upper fractional irredundance number of G.

• irk(G) = the k-irredundance number of G.

• I Rk( G) = the upp er k-irredundance number of G.

• iso(G ) = the number of isolated vertices in G.

• k(G) = the number of components of G.

• niso(G) = the number of non-isolated components in G.

• p(G) = the lower packing number of G.

• P (G) = the upper packing number of G.

• P2(G) = the two-packing number of G.

• pf(G) = the lower fractional packing number of G.

• P.t(G) = the upper fractional packing number of G.
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• 1l"k(G ) = t he lower k-packing number of G .

• Ih(G) = the upper k-packing number of G.

• IR = the set of real numbers.

• rad (G) = the radius of G.

• Rf (G ) = t he minfluence of G.

• xf = t he characterist ic vector of I-

• Z = the set of integers.

• Z(m ,n) = the set of all (m x n) matrices which have non-negative, integer

elements.
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