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Abstract

Traveling Ionospheric Disturbances (TIDs) and Near Range Echoes (NREs) are both natural phenomena ob-
served by SuperDARN High Frequency (HF) radars. This study presents for the first time observations of
NREs in the lower E-region whose amplitudes are moderately modulated by medium-scale TIDs propagating
in the F'-region that have been observed by the same radar at another time in the far ranges. Two events dur-
ing geomagnetic storms in winter recorded by the SANAE radar and two events during quiet times in summer
recorded by the Zhongshan radar, both radars in the southern hemisphere, are described. The Gradient Drift
Instability (GDI) proved to be the likely mechanism. The GDI is driven by the velocity difference between neu-
trals and plasma in the E-region ionosphere, due to the global convection electric field, and can be modulated
by the polarization electric field of a passing TID via the near-vertical equipotential magnetic field lines.
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Chapter 1

INTRODUCTION

1.1 Introduction

This chapter introduces the Traveling Ionospheric Disturbances (TIDs) and Near Range Echoes (NREs) ob-
served by Super Dual Auroral Radar Network (SuperDARN) coherent High Frequency (HF) radars, operating
at 8-20 MHz. It also presents the scientific motivation, objectives and the thesis outline.

1.2 SuperDARN HF radars TIDs and NREs

SuperDARN, ionosondes, Global Positioning System (GPS) and other instruments observe ionospheric wave-
like structures that travel from the high-latitudes to the mid-latitudes (Hunsucker, 1982; Miyoshi et al., 2018)
and sometimes propagate across the equator (Habarulema et al., 2015). TIDs are observed within the Super-
DARN backscatter echoes beyond 350 km slant range at altitudes above 150 km. Hines (1960) proposed that
Atmospheric Gravity Waves (AGWs) are the source of these wave-like structures, named Traveling Ionospheric
Disturbances (TIDs). Others sources of TIDs are associated with electrodynamics processes such as instabil-
ities, for example the Perkins instability, and other mechanisms involving the electric field (Liu et al., 2019).
In short, TIDs may be caused by any number of energetic phenomena (strong enough to cause TIDs) caused by
interaction with the ionosphere. Examples of the energy input include Joule heating in the E-region, thunder-
storms below the ionosphere, and geomagnetic storms (Ding et al., 2008), and etc.

SuperDARN Near Ranges Echoes (NREs) are observed by SuperDARN HF radars within a 315 km slant range,
at altitudes between 100 and 120 km (Ponomarenko et al., 2016). E-sporadic layers (Es) may be associated
with E region Field-Aligned Irregularities (FAIs) in the nighttime ionosphere. The formation of FAI is affected
by steep E's gradients, strong neutral wind shear and the polarization electric field (Liu et al., 2021). Radio
waves transmitted by HF instruments such as SuperDARN radars are Bragg backscattered by those irregu-
larities on a scale between ~ 7.5 and ~ 18.7 m. Other irregularities are observed by SuperDARN radars when
the orthogonality condition is met. For example, meteor trails (Hall et al., 1997; Jenkins and Jarvis, 1999;
Hussey et al., 2000) and Polar Mesospheric Summer Echoes (PMSEs) (Ogawa et al., 2003; Hosokawa et al.,
2005) have been reported as observed by SuperDARN radars. Icy particles originating from ablated meteors
cause strong backscatter in radar data at an altitude range of 80-90 km, known as Polar Mesospheric Summer
Echoes. PMSEs require very low temperatures (< 200 K) and therefore can only appear in summer when adi-
abatic cooling is strongest due to global air circulation. PMSEs and meteor ablation may be used to study the
neutral atmosphere and mesospheric dynamics. SuperDARN HF radar backscatter in the near range gates
(180 - 350 km) have been reported to come from PMSEs. This is consistent with well-established Very High
Frequency (VHF) radar data (Ogawa et al., 2003). Ogunjobi also reported radar backscatter due to PMSEs in
SuperDARN HF radar data (Ogunjobi et al., 2015, 2017). PMSEs can be used in the study of energy coupling
between the lower and upper atmosphere, or vice versa. This is critical to understand the upper atmospheric
energy balance, which forms the interface between terrestrial and space weather. Other types of NREs are the
High Aspect Irregularity Region (HAIR) echoes (Milan et al., 2004; Drexler and St-Maurice, 2005; St.-Maurice
and Nishitani, 2020) and the Far-Aspect Angle Irregularity Regions (FAIR) echoes (St.-Maurice and Nishitani,
2020) associated with plasma instabilities. Gradient Drift Instability (GDI) triggered by the density gradient
and E x B drift causes NREs, which are observed by SuperDARN at altitudes near 100 km (St.-Maurice and
Nishitani, 2020).
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1.3

Motivation for this research

TIDs carry energy and momentum and may propagate horizontally, obliquely or vertically in the ionosphere.
TIDs may also generate a polarization electric field in the F-region (Otsuka et al., 2004, 2007; Liu et al., 2019).
Between the F-region, where TIDs are observed, and the bottom of the E-region, where NREs take place, there
is a distance of ~100 - 200 km. This thesis focuses on TIDs traveling horizontally and offers the first report of
TIDs propagating overhead that moderately modulate the backscatter power of NREs. Our conclusion is that
GDI is the most probable mechanism.

Both TIDs and NREs relate to the dynamics of space weather such as geomagnetic storms and particle precip-
itation. Understanding the effects of TIDs on NREs would enhance our understanding of the effect of space
weather on space-based technology, such as HF communication satellites (McNamara, 1991; Goodman, 2004).
It also enhances our understanding of the coupling between the E- and F-regions.

14

Objectives of the study

The main objectives of the project were to:

1.5

Find TID and NRE events which occurred concurrently,

Compute the correlation between TIDs and NREs,

Quantify the impact of TIDs on NREs, and

Explain the physical mechanisms behind the effect of TIDs on NREs.

Thesis outline

This thesis has eight chapters.

Chapter 1 introduces the study of this thesis focused on TIDs and NREs as observed by SuperDARN HF
radars. It also gives examples of the sources of TIDs and NREs. The scientific motivation behind the
reason for undertaking this study is explained. The main objectives and the thesis outline are presented.

In chapter 2, the interaction between the Sun and Earth is discussed. Geomagnetic storms are defined
and the thermosphere and ionosphere is described, focusing on the high-latitude regions. Atmospheric
waves such as AGWs and TIDs are described.

Chapter 3 concerns the instruments and data that were used in this study. The SuperDARN HF radars,
satellites, ground-based magnetometers, and ionosondes together with their measurements are intro-
duced. Models relating to the ionosphere, such as the DUSTY model, Mass-Spectrometer-and-Incoherent-
Scatter Radar (MSIS), International Reference Ionosphere (IRI) and the Horizontal Wind Model (HWM)
are explained.

Chapter 4 offers an overview of research relating to TIDs and NREs and also describes methods that have
been used to study these phenomena. This chapter also introduces SuperDARN NREs, such as PMSEs
and GDI-related echoes. Cross-correlation is one of the methods that has been used to relate these two
phenomena. The Spearman correlation coefficients is another method that has been used to statistically
investigate how one phenomenon may contribute to the other quantitatively.

Chapter 5 discusses four observed events which concurrently showed both TIDs and NREs, based on the
HF radar backscatter power, Doppler velocity and spectral width at both SANAE and Zhongshan. The
particle precipitation, electron density based on the International Reference Ionosphere model(IRI-16),
the neutral wind derived from the Horizontal Wind Model (HWM-14), the sporadic E layers, and the
convection electric field during these events are also described.

The relationship between TIDs and NREs are discussed in chapter 6. The periodicity of both TIDs and
NREs are estimated. TIDs parameters, such as wavenumber, phase velocity, propagation azimuth angle,
wavelength and amplitude derivation are explained. This chapter highlights the cross-correlation and
Spearman correlation coefficients of TIDs and NREs.
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¢ In chapter 7, meteor trail echoes and PMSEs as the unlikely mechanisms that cause NREs are discussed.
GDIs as the most plausible mechanism to cause NREs are discussed. The estimated modulation of
the plasma density scale height is presented. The chapter also focuses on the electrodynamic coupling
between the E and F regions by means of mapping of the polarization electric field caused by F region
TIDs.

* Chapter 8 describes the conclusions that the research led to and offers suggestions for future research.
Included at the end is the paper published by the Journal of Geophysical Research on the results of this
thesis.



Chapter 2

THEORETICAL BACKGROUND

2.1 Space weather

2.1.1 Introduction

Space weather may have harmful effects on our day-to-day life here on the Earth. The National Space
Weather Program (NSWP), which was established in 1995, defines space weather as “conditions on the Sun
and in the solar wind, magnetosphere, ionosphere, and thermosphere that can influence the performance and
reliability of space-borne and ground-based technological systems and can endanger human life or health”
(http://www.spaceweathercenter.org/swop/NSWP/1.html). Another definition of space weather is offered by
Goodman (2004). Space weather can negatively or positively influence our lifestyle by interrupting/terminating
or favoring space- and ground-based technology (such as navigation, surveillance or telecommunication sys-
tems), much like terrestrial weather. Coronal Mass Ejection (CME), solar radiation, particles, flares and the
solar wind are related to solar magnetic activity, which can cause geomagnetic storms and are sources of space
weather (Manchester IV et al., 2004; Xie et al., 2004).

Geomagnetic storms disturb the magnetosphere (Gonzalez et al., 1994), which generally protects the Earth
from high energy particles from the surrounding space. The magnetosphere is the space enclosed by the
Earth’s magnetic field. The transportation of energy and momentum during space-atmosphere coupling par-
ticipates in the magnetosphere disturbances, where the reflection and absorption of solar particles as well
as magnetic field reconnection might occur (see Figure 2.1 (https://www.noaa.gov/explainers/space-weather-
storms-from-sun)). The disturbed magnetosphere may cause a large disruption; however, its magnetic field
acts as armor, shielding the Earth from solar activity (Goodman, 2004; Marov, 2020). The magnetic field at the
Earth’s surface is roughly 50 times larger than the change in the magnetic field during a severe geomagnetic
storm (Kp = 9, which has ~1000 nT).

Solar activity may reach our atmosphere and cause electrodynamic phenomena by means of energy and mo-
mentum exchange (Gonzalez et al., 1994). The sunspots are visible as dark spots on the Sun since they are
cooler than the surrounding surface of the Sun. The magnetic field surrounding the sunspots protrude from
the visible surface of the Sun. From time to time the magnetic field lines erupt in the form of flares. The
energy lost due to frequent reconnection between oppositely directed magnetic field lines produces a massive
explosion (Innes et al., 1997). As a result, some particles traveling close to the speed of light are ejected from
the so-called solar flares and energetic X-ray radiation results from the blast. An abundance of magnetized
plasma, of several billions of tons, known as CME (Forbes, 2000; Schindler, 2006) and/or solar wind move
within interplanetary space at the speed of hundreds to thousands of kilometers per second, and occasionally
collide with the magnetosphere to give rise to a geomagnetic storm. Damage to space-based electronics may
occur due to the enhanced particle population in the radiation belts, depending on where the satellites are.
During these disturbances, Atmospheric Gravity Waves (AGWSs), Traveling Ionospheric Disturbances (TIDs)
and instabilities may arise from the interaction between neutral and charged particles, respectively. Solar
activity and its impact is described in more detail in the following sub-section.

2.1.2 Solar activity

Sunspots are a great source of information on the level of activity of the Sun. Sunspots differ in size; the largest
recorded sunspot was 230 x 10® m in diameter (Goodman, 2004). Sunspots may be seen with the naked eye
when they are big enough (at least 40 x 108 m). Sunspots indicate the direction of the Sun’s rotation. Generally,
sunspots may last for a few hours or a few weeks. A sunspot has an umbra (its very dark inner region) with a
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Figure 2.1: Solar activity (https:/za.pinterest.com/pin/377035800023905531/)

temperature of ~ 3230° C and a penumbra (the lighter region surrounding the umbra) with a temperature of
~5000° C (Wilson, 1968). These temperatures are lower than that of the outer surface of the Sun (~ 5,537.8° C)
(Wilson, 1968). This temperature difference makes the sunspots appear dark. Sunspots are generated through
the disorderly displacement of gases which twist and deform the magnetic field of the Sun (Moldwin, 2008).
Moreover, the hot gases are repelled inward by the twisted field’s power to prevent the temperature enhance-
ment at the photosphere, as a result, they produce sunspots. On average, the number of sunspots reaches its
minimum or maximum every 11 years, a period known as the solar cycle. As the cycle moves towards solar
minimum, the number of sunspots decrease, and towards solar maximum, the number increases. Due to hot
plasma in the Sun’s convection zone, sunspots retain tremendous energy which produces and launches solar
flares, the solar wind and CMEs (Moldwin, 2008).

Between the Sun and the Earth, solar flares, the solar wind and CMEs may interact physically with other
objects (Li et al., 2008). These particles have a magnetic field, electric field, speeds and masses, and may in-
teract with other matter in space. Particles in a collisionless (i.e., the conductivity is co) plasma interact via
their electric fields. When the conductivity is infinite, plasma and magnetic field move together (i.e., frozen-
in plasma), so that the Interplanetary Magnetic Field (IMF) (B) moves at the same bulk speed as the solar
wind (u) (i.e., the electric field (E) is in this case given by E = —u x B). After reaching the magnetopause (the
boundary between Earth’s magnetosphere and the surrounding plasma), solar wind IMF may reconnect to the
geomagnetic field and allow particles to enter into the Earth’s atmosphere.

There are physical and chemical interactions in the interior part of the Sun, that allow its energy to escape into
space. Figure 2.2 illustrates the Sun’s physical phenomena. The temperature of the Sun drops from 1.5 x 107
K in its core to ~108 K at its corona. This is not a linear trend because, at a 0.86 solar radius, the temperature
profoundly decreases and increases again beyond the solar radius (Goodman, 2004). Several physical activities
such as radiation, diffusion, convection and turbulence occur in different parts of the Sun, creating energy loss
into space. Gravity waves, sound waves and magnetohydrodynamic (MHD) waves, CMEs, solar flares and solar
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wind participate in moving solar energy from the convection zone to its surroundings. The Sun’s outer region
is called the corona which is fundamental to the occurrence of a geomagnetic storm.

% -
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Figure 2.2: Solar energy streams to the surrounding space (Goodman, 2004).

2.1.3 Solar wind and Earth’s magnetosphere

Coronal holes are regions in the Sun’s corona, mainly at the poles, which are darker and less dense than the
surrounding areas. A magnetic field which extends far from its source is known as an open magnetic field. The
open magnetic field lines of solar coronal holes extends into interplanetary space (Chapman and Bartels, 1940;
Bertotti and Farinella, 2012). There is a direct connection between the structure of the Sun’s magnetic field
and these coronal holes, and sometimes they may occur at low latitudes. Solar plasma moves radially. The
magnetic field lines, that are anchored to the Sun, are then wound into a spiral by solar rotation (Moldwin,
2008; Gillies, 2012). The solar wind consists of protons, electrons, heavy ions, atomic nuclei of carbon, helium,
nitrogen, oxygen, neon and magnesium moving radially at a speed of between 300 and 700 km/s (see Figures
2.1, 2.3 and 2.4 (Moldwin, 2008; Gillies, 2012)).

The magnetosphere is a region surrounding the Earth, with a magnetic field generated mostly by electrical
currents circulating in the Earth’s metallic core. Another part of the magnetic field is generated by the cur-
rents in the magnetosphere, such as the magnetopause and distributed currents (Olson and Pfitzer, 1974).
Within the inner magnetosphere, the magnetic field has greater control over the motion of charged particles
than other factors, i.e., the density of the energy of the geomagnetic field is greater than the density of the
energy of its surrounding plasma (Goodman, 2004). The following equation summarizes this statement:

2

>nkpT, (2.1)

Ho

where B is the magnetic induction, pu, is the vacuum permeability, £p is the Boltzmann’s constant and » is
plasma density at temperature T. The magnetic pressure is greater than the plasma pressure.
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2.1.4 Bow shock, magnetotail, plasma sheet of the magnetosphere and field line
reconnection

Polar Cap
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Figure 2.3: The top panel shows the IMF, bow shock and magnetic reconnection within the magnetosphere.
The bottom panel shows the structures of the Pedersen and Hall currents (Gillies, 2012).

Figure 2.3 (top panel) shows the bow shock of the Earth’s magnetosphere, a shock caused by solar wind. The
latter normally moves at a supersonic speed 2 340 km/s on the day-side of the magnetosphere. The mag-
netosheath is a space between the bow shock and magnetopause. The magnetopause is located where solar
wind pressure (puz) and magnetospheric pressure are equal but opposite. When solar wind pressure becomes
stronger in terms of its velocity and density, it causes the magnetopause to shift toward the Earth.

Magnetic reconnection happens when two field lines of opposite directions are brought together, just like mag-
nets of opposite poles. When the IMF, which results from magnetized solar winds, interacts with one of the
geomagnetic field lines to make a new common field, this is called magnetic reconnection (Moldwin, 2008;
Gillies, 2012). It causes heightened magnetic activity. It tends to occur when the IMF is southward. Recon-
nection may also happen during northward IMF during relatively quiet magnetic activity. The solar wind (line
1) is connected with the Earth’s northward-directed magnetic field (line 1) (see the top panel of Figure 2.3).
After reconnection, two new field lines (2 and 2') are produced. One open field line sweeps out to the Earth’s
north pole (line 2), the other sweeps out to the southern pole, toward the outer space (line 2') after reconnec-
tion (Moldwin, 2008; Gillies, 2012). These open field lines guide some particles into the space outside of the
magnetosphere. Different positions taken by these field lines are shown by lines 3-3’, 4-4' and end with 5-5.
The open field lines formed by 5-5’ with a cylindrical shape are known as the magnetotail. The magnetotail is
made up of two magnetic lobe regions, one connected to the north polar cap (line 5) pointing toward Earth and
the second one attached to the south polar cap (line 5) pointing away from the Earth. The separation between
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the two lobes is a region of magnetic field and is called the plasmasheet (Moldwin, 2008; Gillies, 2012). There
are also plasmasheet low-latitude boundary layer and high-latitude boundary layer regions.

The ionospheric plasma moves with the magnetic field in the polar cap F-region, from the noon sector to-
wards the midnight sector, creating the background electric field. F-region dynamo is due to the solar wind,
heating and gravitational lunar forcing. The convection plasma patterns moving across the magnetic field
create the background convection electric field E = —u x B. Figure 2.3 (bottom panel) shows two components
of the ionospheric currents. The first one is the current moving parallel to the electric field and it is known
as the Pedersen current. The second one moves perpendicular to both the electric field and the magnetic field
and it is known as the Hall current. The electric field that points from dawn to dusk in the magnetosphere is
generated by the solar wind-magnetosphere interaction as shown in Figure 2.4. Plasma sheet flux tubes shift
toward the Earth in a convective motion. This convective (or flux tube) motion takes place just after the re-
connection as illustrated in Figure 2.3 (Moldwin, 2008; Gillies, 2012). These fluxes move back as lines 2/, 2, 3/,

\
Northern Lobe

Magnetopause

Plasmasheet

e

Solar
Wind \ .

Magnetopause\ /
Current )\

Plasmasphere ~ Southern Lobe

Bow Shock \\ =
LS

Figure 2.4: Magnetotail, magnetosheath and two lobes after the reconnection of magnetic field lines (Moldwin,
2008).

3, 4/, 4 and finally form 5’ and 5 (the magnetotail) during the night. The magnetotail in its convective motion
towards the plasmasheet, i.e., lines 6’ from the south and 6 from the north, reconnects again at a neutral point
as shown in Figure 2.4. They form a new field line 7 that takes energized particles into both polar regions, and
another new field line 7" away from the Earth (see Figure 2.3) (Moldwin, 2008; Gillies, 2012). This process of
reconnection and convection caused by the IMF and geomagnetic field results in energy transformation from a
low-energy solar wind to a high-energy plasma sheet particles. In the case of the convection towards the Earth,
the reconnection provides the energy input into the magnetosphere, which may produce a geomagnetic storm.
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2.1.5 The ring current within the magnetosphere

The ring current is caused by gradient drift and curvature drift of plasmasheet particles and the effect of
the magnetization current due to the spatial gradient of gyrating charged particles in the magnetosphere
(Hargreaves, 1979; Kivelson, 1995; Moldwin, 2008; Bertotti and Farinella, 2012). Pressure from both the
plasma (which can compress the geomagnetic field) and from a stream of particles from the Sun (see Figure
2.5), known as the solar wind, affects the magnetosphere. Assuming that the magnetic field is uniform and
constant, the uniform motion of a particle with charge ¢ and mass m is expressed by:

dv =q(E+vxB) (2.2)

mar

where v is the particle’s velocity. The particle could move in the direction, parallel, perpendicular or circular to
the magnetic field line. The perpendicular drift generates electric current J (or ring current) that in turn also
produces an induced magnetic field. This current is defined by Bertotti and Farinella (2012):

nmu2

J= Br (2.3)

where n is the electron density, u is the velocity of the particle along a line of force and r is the radial position of
the particle. Figure 2.5 shows current directions in the magnetosphere. The currents within the noon-midnight

Interplanetary
Magnetic Field

Solar Wind Magnetopause

Magnetopause Current]

Figure 2.5: Earth’s magnetosphere with its electrical currents. This shows both equatorial and noon-midnight
meridional planes (adapted from Figure 4.3 in Moldwin (2008))

and equatorial planes are shown by solid arrows. The equatorial current indicated by a curved red line is
referred to as the ring current, because it forms a circular path around the Earth. This current is caused by the
magnetic gradient and curvature drift of plasma and the effect of the magnetization current due to the spatial
gradient of gyrating charged particles. This current induces a magnetic field that weakens the geomagnetic
field. The Disturbed Storm Time index (Dst) measures this field by using ground-based magnetometers located
near the magnetic equator. When the Dst is negative, it indicates that the geomagnetic field has been weakened
during an enhancement of the ring current. The field-aligned current links the ring current and the plasma
sheet to the ionosphere and gives rise to the aurora as well as other phenomena.

2.2 Geomagnetic storms

A geomagnetic storm is induced when the magnetosphere energy input is associated with a southward IMF
from ejected solar plasma, together with CMEs (defined in 2.1.2) or corotating interacting regions (CIRs). A
CIR consists of high-speed charged particles ejected from the Sun’s coronal holes. Other charged particles are
injected into the magnetosphere by means of the solar wind. These particles generate a current in the mag-
netosphere, known as the ring current. When the ring current increases, it negatively affects the geomagnetic
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field, i.e., it weakens. This current is measured by means of the Dst index based on the data generated by geo-
magnetic observatories located near the equator. The Dst index is a measure of the reduction of the horizontal
component of the Earth’s magnetic field. The Dst threshold that indicates a storm is usually less than ~-30 nT
(Borovsky and Denton, 2006) and sometimes, less than ~ -20 nT (Riley and Love, 2017). A geomagnetic storm
displays three main phases:

¢ Initial Phase (IP): It is characterized by a rapid increase in the geomagnetic field due to the increase in
the dynamic pressure caused by an increased stream of protons and electrons; in the solar wind, lasting
for a few minutes. Upon hitting the Earth’s magnetopause, a Sudden Commencement (SC) or Sudden
Storm Commencement (SSC) is triggered. There is a sharp increase in the dynamic pressure of the solar
wind which causes a rapid increase in the northward component of the Earth’s surface magnetic field.

* Main Phase (MP): When the Z-component of IMF turns southward, the energy input into the magneto-
sphere is enhanced, which energizes the ring current. As a result of this energy input, there is a decrease
in the horizontal component of the geomagnetic field, formed by the vector sum of the northward and the
eastward components of the magnetic field at the equator. Due to differences in the velocities of the in-
coming solar wind particles, there is a variable delay of some of the particles, hence some of the particles
interact with the magnetosphere at different times. Thus this phase may last for longer or less than a
day.

* Recovery Phase (RP): The ring current weakens as the IMF turns to northward, resulting in geomagnetic
field recovery. This phase may last for several hours and sometimes a few days.

Note that not all storms have all these three phases. Geomagnetic storms are classified according to their
severity, represented by minimum Dst values. Storms could be weak, moderate, strong, severe, and great as
indicated by their indices in the range, i.e., [-30 -50] nT, [-50 -100] nT, [-100 -200] nT, [-200 -350] nT, and Dst <
-350 nT, respectively (Loewe and Prolss, 1997).

There is a relationship between geomagnetic storms and solar cycles, namely the closer in time to the so-
lar maximum, the greater the number of storms, and conversely, the closer in time to the solar minimum, the
smaller the number of storms (Hutchinson et al., 2011). The level of geomagnetic disturbance due to the solar
wind is measured in the mid- and high-latitudes by the planetary index (Kp) . The label ‘K’ comes from the
German word “Kennziffer” meaning characteristic digit while ‘p’ is “planetarishe” meaning planetary. This
index characterizes geomagnetic activity on a scale of 0 (quiet) to 9 (extreme storm). It is derived from mea-
surements of two horizontal geomagnetic components eight times in 24 hours (i.e., 0-3, 3-6, ..., 21-24 UT) at
thirteen observatories (Matzka et al., 2021). The first three levels of Kp, i.e., Kp = 0 and 0+, Kp = 1-, 1, and
1+ and Kp = 2—, 2, and 2+, are associated with geomagnetically calm conditions. When such conditions exist
the auroral oval, a big ring above the Earth’s geomagnetic pole is faint, quiet, and barely visible to the unaided
eye. The fourth and the fifth levels, i.e., Kp = 3—, 3, and 3+ and Kp = 4—, 4, and 4+ indicate unsettled and
active conditions, respectively. The aurora changes color and becomes increasingly dynamic. At this stage,
the northern lights are clearly visible with the naked eye. The sixth to tenth levels, i.e., Kp = 5—, 5, and 5+,
Kp = 6—, 6, and 6+, Kp = 7—, 7, and 7+, Kp = 8-, 8, and 8+ and Kp = 9—, 9, and 9+, indicate storms from
minor to intense. The brightness and movement of the aurora increase as it expands toward the mid-latitudes
(https://auroraforecast.is/kp-index/).

Apart from geomagnetic storms, there are other smaller disturbances known as substorms. A substorm is
a short disturbance in the geomagnetosphere that causes energy to be released from the "tail" of the mag-
netosphere and injected into the high-latitude ionosphere. At high latitudes the substorms may be visible in
the auroras. Geomagnetic storms consist of many substorms, on average four times a day. They are char-
acterized by increased in movement of auroral arcs. Auroral electrojets are horizontal electric currents that
flow in the ionosphere of the auroral zone. They may cause intense geomagnetically induced currents (GICs)
and are measured by considering global electrojet activity. GIC is the current induced by the variation in the
electric currents in the magnetosphere and ionosphere during space weather events. Auroral electrojet (AE)
indices estimates high-latitude auroral activity (Nakamura et al., 2015). The data of twelve observatories in
the northern hemisphere are used to derive these AE indices. This index is defined by:

AE =AU -AL (2.4)



CHAPTER 2. THEORETICAL BACKGROUND 11

with AU and AL defining the upper and the lower limits of the envelopes of the averaged values of the horizon-
tal magnetic field components measured at stations in the polar regions. AU values indicate strong electrojet
currents toward the east, while AL values indicate strong electrojet currents toward the west in the aurora.
The AU and AL indices respectively increase and decrease under the aurora (Kamide and Rostoker, 2004;
Nakamura et al., 2015).

2.3 Thermosphere and ionosphere

2.3.1 Introduction

The thermosphere and ionosphere are within the Earth’s atmosphere. Life on Earth can be attributed to var-
ious gases, chemical phases, thermal and dynamical structures, resulting in organic molecules. The Earth’s
outer appearance is determined by its atmosphere. Fluid dynamics is affected by gravitational and the Coriolis
force. The dynamics involve local meteorological conditions, global circulation and energy transfer. Changes in
the Earth’s atmosphere are controlled by the Sun’s activities (Bertotti and Farinella, 2012).

The Earth’s atmosphere is divided into five different regions (layers).

The first layer from the ground is the troposphere which varies between 0 and ~9 km (at the geographic
pole) and ~17 km at the equator. Its average altitude range is ~12 km. The second layer from the ground is
called the stratosphere. It follows the troposphere at ~12 km to the stratopause at an altitude of ~50 - ~55 km.
The third layer from the ground is the mesosphere. It is located between ~50 and ~80 - ~90 km. The fourth
layer is the thermosphere. This layer is located between ~80 - ~90 and ~500 - ~1000 km. The fifth layer from
the ground is called the exosphere. It starts from ~700 km and goes up to ~10 000 km. Table 2.1 shows five
layers with their altitude range in km. The troposphere and stratosphere details are not given here because

Layer altitude range (km)

Troposphere 0 to ~9-17
Stratosphere ~9-17 to ~50-55
Mesosphere ~50-55 to ~80-90
Thermosphere ~80-90 to ~400-700
Exosphere ~400-700 to 10000

Table 2.1: Layers of Earth’s atmosphere

they are beyond the scope of this thesis. The chemical composition and thermal energy in thermosphere are
discussed in the following subsection. Descriptions of the mesosphere, thermosphere and exosphere follow in
the description of ionospheric layers.

2.3.2 Thermosphere

The Earth’s thermosphere is a layer above the mesosphere. This region’s chemical composition during the
day is: H, H,, O, Og2, and Nj. In this region, the solar EUV source causes various excitation mechanisms
(Mayr and Harris, 1977; McNamara, 1991). This layer is mostly dominated by solar and tidal heating. The
solar EUV photon absorption in the middle and upper thermosphere causes ionization through photoelectrons,
which causes Coulomb collisions with electrons and ions and inelastic collisions with neutrals. When the pho-
toelectrons slow down, there is a production of hot electron gas and an increase in the neutral gas temperature.
In this region, solar radiation is the dominant heat source. Photons dissociate Og to produce metastable atomic
oxygen and release their excess energy in the form of neutral heating. At high latitudes, the dominant thermal
energy mechanisms are the following:

¢ Joule heating caused by friction due to differential ion and neutral motions,
* heating caused by auroral particle precipitation and

¢ Lorentz coupling due to the presence of particles moving within the electric and magnetic fields.
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Neutral winds can change the Joule heating rate by changing the ion-neutral differential velocity. Mostly
during solar maximum, the cooling effects are caused by radiative constituents, such as NO and COs. The
cooling effect takes place when there is a drop in species temperature. Thermospheric circulation is controlled
by pressure-gradient forces, which also contribute to the increase in temperature. Energy is also transferred
into the thermosphere from the lower part of the Earth’s atmosphere via the upward propagation of tides and
gravity waves.

2.3.3 The Earth’s ionosphere
2.3.3.1 Introduction

The ionosphere is so-named because it is composed of ionized particles, mainly O*, Nj, and O (Schunk and
Nagy, 2000, 2009). A great number of the ionospheric layers is formed by UV radiation through photoioniza-
tion and photodissociation. The temperature in this region increases exponentially upward with altitude. The
relative motion of electrons and ions, due to their differing collision rates with neutral particles, create differ-
ent currents systems at different altitudes in the E-region of the ionosphere. A global electric field pointing
from dawn to dusk of the Earth’s polar regions is generated by the solar wind by means of the hydrodynamic
dynamo process. In this region, the electric Pedersen currents may create Ohmic heating, also known as Joule
heating, which may trigger TIDs in the ionosphere (Bertotti and Farinella, 2012). Appleton named the three
essential regions of the ionosphere, known as the D-, E- and F-regions (Appleton and Barnett, 1925). He first
discovered an area, now referred to as the E layer, which reflects the electric field of radio waves. Subsequently,
he named the region on the top of the E region the F region. Finally, he discovered a layer below the E region,
named the D region, in line with the alphabetic order (Schunk and Nagy, 2000, 2009).

The mesosphere, thermosphere and exosphere compose the neutral part of the ionosphere. It is made up
of plasma (ions and electrons) with neutrals, at an altitude of between ~50 and ~1000 km and encircles the
Earth. When high-frequency (HF) radio signals propagate through this natural layer, they may be reflected
to the ground and/or be refracted to a higher altitude. Free electrons and ions in this region result from the
interaction of energetic extreme ultraviolet (EUV) radiation and X-rays, mainly from the Sun, during the day.
Atoms are energized by EUV radiation, freeing their electrons and leaving behind heavy ions. This process is
called photoionization. This process is reversed when negatively charged electrons recombine with positively
charged ions to form neutral atoms during the night. Recombination is a process that enables the restoration
of neutral atoms and decreases the electron density. However, because the rate of recombination is a slower
process than ionization, free electrons are available all the time, especially in the F-region.

Oxygen atoms are the most common species populating the Fa-region (the upper layer of the ionosphere). This
has been confirmed by satellite and rocket measurements. The O* ions are produced by means of photoioniza-
tion and the process is described in the following expression:

O+hv—0%t+e” (2.5)

where h is Planck’s constant, v is the frequency given by ¢/A , hv is the photon energy, the speed of light in
a vacuum is denoted by ¢ and A is the wavelength (McNamara, 1991; Zolesi and Ljiljana R, 2014; Hiyadutuje
et al., 2016).

2.3.3.2 Regions of ionosphere

The ionosphere has a bottom side and a topside (McNamara, 1991). The plasma density of the topside depends
mostly on the presence of neutral particles to be ionized and on the EUV intensity. Above 350 km, there are
fewer neutral particles for ionization, hence this region is sparsely populated by electrons and ions. Below 200
km, despite the abundance of neutral atoms for ionization, the EUV is weak because a significant amount of
its energy is absorbed before reaching this altitude, i.e., the ionization is not substantial. Maximum ionization
takes place at altitudes between 200 and 350 km. Here there are sufficient species for ionization, and the EUV
is strong enough to supply the required energy. Generally, the ionosphere has four layers known as the D, E,
F; and F9 regions during the day. They are differentiated by their particular type of species. Each species
requires a specific wavelength of EUV radiation in order to be absorbed. A few minutes after sunset the Fy and
F; regions become a single layer known as the F' region.

The D region is located between ~ 50 and ~ 90 km above the Earth’s surface and has an electron density of
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102-103 cm 2 (as shown in Figure 2.6) and the density of neutral species is in the order of 10'* cm™3. There are
numerous negative ions formed by electron attachment to O and Og, associative detachment (O+0~ — Og+e™)
and mutual neutralization (O~ + A* — O + A where A stands for a neutral atom), may also occur.

Between ~ 90 and ~ 150 km, another layer called the E region, is found. The electron density in this re-
gion varies between 103 and 10° em™3 (as shown in Figure 2.6). The F; region is found between ~ 150 and
~ 200 km, and has an electron density in the order of 105 — 10® ¢cm™2 (as shown in Figure 2.6). Another layer
of the ionosphere, known as Fy region, lies between ~200 and 350 km. Its electron density varies between 10°
and 10% ¢cm™3 (as shown in Figure 2.6), while its neutral atmosphere is ~10% cm™2 (McNamara, 1991; Zolesi
and Ljiljana R, 2014; Hiyadutuje et al., 2016).

In E-region of the low-, mid- and high-latitudes, a sporadic ionospheric layer Es may be formed. When the
east-west neutral wind blows across the magnetic field in an electric field, heavy ions are moved up and down
between ~ 90 and ~ 140 km in the E region, forming a layer at the height where the wind reverses occur. Wind
shear is considered the mechanism by which the Es-layer in the mid-latitude regions is formed. Due to the
fact that the magnetic field is nearly vertical at the poles, E's layers are not generally associated with the wind
shear theory, but are mainly caused by solar radiation and particle precipitation (Gubenko and Kirillovich,
2019). Near the poles in the high latitudes, E's layers are associated with the aurora, mostly at night, and their
electron density is nearly the same as that of the F' region (see Figure 2.6). Sunspot numbers, seasons, local
time, and geographic location influence the appearance of Es layers (Gubenko and Kirillovich, 2019). These
layers may be used as mirrors to reflect radio waves. The topside ionosphere extends from 350 to 1000 km.
Due to its high electron density, HF radio wave signals sent to this region may be absorbed. Instruments such
as ground-based ionosondes are not used to study the topside ionosphere due to the F-region peak plasma fre-
quency. Above the peak altitude, only waves with higher frequencies than the critical frequency can propagate
and they are not reflected at all. A huge number of energetic particles enter the ionosphere and contribute
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and Ljiljana R, 2014).

(Hargreaves, 1995; Zolesi

Figure 2.6: The mid-latitude ionospheric regions and their electron density. The solid lines show solar maxi-
mum values during the day and night, while the dashed lines show the solar minimum values

to the generation of more free particles. It is different during quiet conditions, when the solar zenith angle
determines the level of ionization and the ionospheric electron density of these regions. The zenith angle is
the angle between the vertical direction and the Sun’s rays. From the Cancer and Capricorn tropical zones
toward the poles, the zenith angle increases and as a result, photoionization reduces. The production rate of
free particle is higher when the zenith angle is close to zero. At noontime, we expect the level of ionization is
assumed to be at its maximum. During midnight, the zenith angle is = 90°. This leads to a lower ionization
level. The recombination rate, which removes ionospheric free electrons, increases progressively during the
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period from sunset to midnight. Significant depletion of free electrons occurs during the night, but during the
day, the ionosphere is again populated with many free electrons (see Figure 2.6). The D, E, F1 and F5 regions
all appear during the day, however at night D and F; vanish while the E region sometimes doesn’t, and only
F5 remains during the night.

The ionization of atmospheric species varies from season to season, due to the variation in the Sun’s posi-
tion relative to the Earth’s rotation axis. In summer the Sun is almost overhead at noon at the equator and
the lower part of the mid-latitude, thus ionizing more atoms. At the higher part of mid-latitude and the
whole high-latitude, the Sun does not come overhead, hence the solar ionization is less into these regions.
At high-latitude, there are other factors that may contribute to the ionization, such as particle precipitation,
and others. The Sun is almost overhead at noon, but it disappears after sunset, hence the ionization is at its
maximum at noon in the low- and mid-latitudes regions. At high latitudes, the ionization is higher in sum-
mer than in winter, when the only ionization mechanism is solar radiation. The zenith angle is always greater
in winter than the equivalent zenith angle in summer. Therefore, ionization is lower in winter than in summer.

The ionization level also depends on the duration of the 11-year solar cycle, which is ~11 years. The minimum
or maximum number of sunspots are related with the low or high ionospheric electron density, respectively.
This was confirmed after a study of the monthly median of their respective values (McNamara, 1991; Zolesi
and Ljiljana R, 2014). Sometimes the electrons are not equally distributed in the ionosphere, causing small-
scale disturbances called ionospheric irregularities.

Electric and magnetic fields significantly contribute to the formation of ionospheric irregularities. Electrons
are captured by the strong magnetic field, prohibiting the easy flow in a horizontal direction. This enables
the neutral wind’s steady motion to blow these particles along the magnetic field lines. A constant convection
pattern is driven by the polar electric field together with the Earth’s rotation. A continuous plasma density
irregularity of higher concentration may be formed by global plasma convection within the polar cap regions.
When there is high energy input efficiency and strong Joule heating a phenomenon called the tongue of ioniza-
tion may take place (Horvath and Lovell, 2016). During geomagnetic storms, the convection pattern expands
and the drift speeds increase. As a result of this expansion, a depletion and increase the plasma density occur,
modifying the plasma structure in polar ionospheric regions.

Plasma density perturbations called Field-Aligned Irregularities (FAIs) in the E and F regions are associated
with the magnetic field. The E x B drift velocity of the plasma in Fs-region is measured to understand these
convection patterns, for example, SuperDARN can provide these measurements. SuperDARN radars transmit
signals which are coherently returned by these kinds of irregularities. Power transmitted and received by
SuperDARN is discussed in greater detail in chapter 3.

2.3.3.3 Variation of the ionosphere

Latitude, diurnal cycle, seasons and solar activity contribute to the structure of the ionospheric plasma.
The ionosphere at different latitudes has different features:

* Based on geomagnetic coordinates, the low latitudes are the regions from 0° to + 20°, also known as
equatorial regions (Huba et al., 2005; Imtiaz et al., 2020). Geomagnetic field lines are nearly parallel to
the Earth’s surface. In this region, at the altitude of the F3-region, a well-known phenomenon named the
equatorial ionization anomaly (EIA) takes place. The pressure gradient and E x B together act against
gravity to lift the plasma, which then diffuses downward following the field lines to the south and north
of the equator. During the day, an eastward electric field is involved in this process, also known as the
fountain effect. This anomaly greatly depletes the electrons near the geomagnetic equator and populates
the region near 15° north and south of the trough. For example, there is a fountain effect at ~50° west
longitude, where the magnetic and geographic equator cross each other (https:/svs.gsfc.nasa.gov/4617).
The anomaly may occur at different longitudes close to the equator.

The mid-latitudes cover the area between the geomagnetic latitudes + 20° and + 60° (Huba et al., 2005;
Imtiaz et al., 2020). This is where photoionization and recombination processes are almost balanced. Up-
ward thermospheric winds displace ions in the same direction, but electrons are pushed into an almost
perpendicular direction. A drag force results from the collision between particles and neutral gases, and
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in the presence of the magnetic field it produces the Lorentz force. The Lorentz force and electric current
push ions and electrons in the wind’s direction. This causes differential motion. The dynamo region is a
result of an electric current associated with wind. The electric field and neutral winds disturb the plasma
up and down, then enhancing/depleting mid-latitude electron density at the ionospheric altitudes. When
the Sun rises, plasma shifts along the magnetic field lines to higher altitudes, while the protons flow back
downward in the evening.

¢ The high latitudes are located between the geomagnetic latitudes + 60° and + 90°, where the magnetic
field is almost perpendicular to the Earth’s surface, pointing downward and upward on the north and
south poles, respectively. The Earth’s magnetic field structure allows charged particles from the Sun to
gyrate around field lines and reach the ionosphere through the cusp regions. A part of these charged
particles comes from within the magnetosphere. The equation of motion of those particles at different
altitudes is expressed by Schunk and Nagy (2000, 2009):
ma% =qq(E+vy xB)—ve,me(vy —uy,) — V(%QTH) tmgVei(We — ;) +Mog (2.6)
where E, qq, B, u,, Vei, &, Van, Ma, Va, T (in eV), and nq, are the electric field, charge of the particle,
geomagnetic field, neutral wind velocity, electron/ion collision frequency with neutrals, acceleration due
to gravity, momentum transfer collision (a-neutral) frequency, mass, velocity, temperature and number
density of the particle a, respectively. Note that equation (2.6) is also valid at middle and low latitudes.
Coulomb collisions between electrons and ions are neglected assuming that v,, >> v,; valid below 200
km. The relative drift velocity v, is expressed by:

2.7

1 E' E| xB
Val = [Van + e

1+(Vun) Q. B B2

a

_ qdB
where Q, or a)B -

. represents the gyrofrequency of the particle a, and E’ =E, + u, x B (Gillies,

2012). The square of V“” term greatly influences the relative velocity between ions and electrons. Equa-
tion (2.7) demonstrates the relative drift velocity between ion and electron motion when v, is high
enough. The first term shows how those particles move along the electric field, while the last term in-
dicates the drift associated with the cross product between electric and magnetic fields. The ratio of
ion-neutral or electron-neutral collision frequencies to the ion or electron gyro-frequencies, respectively,
affect the direction and magnitude of this drift velocity. Figure 2.7 (top panel) shows that at a near 100
km altitude, the electron gyro-frequency is much greater than the electron-neutral collision frequency. At
the same altitude, its bottom panel shows that the electrons move faster than ions along the x-direction.
At the same altitude the ion gyro-frequency is very much less that the ion-neutral collision frequency.
Beyond an altitude of 150 km the electron density is the highest, but with less neutrals compared to the
altitude below 150 km. At this altitude, particles are highly magnetized and are said to be “frozen-in” to
the magnetic field. This magnetization is the result of an electron gyro-frequency that is much greater
than the collision frequency of those particles. Considering this fact, the ratio between the two frequen-
cies tends to approach zero, and from equation (2.7) the drift velocity vgp of those particles will only
depend on its second term, i.e., convection:

ExB
BZ

VEB = (2.8)

Figure 2.7 (bottom panel), shows particle velocity and current at 100, 120, and 160 km altitudes. The
magnetic field points along the z-axis, electric field along the y-axis and the x-axis points in the direction
perpendicular to both B and E-fields. At 100 km, ions have a small component of v along the E-field
direction, while the electrons take the vgp direction. This is due to the fact that the ion-neutral collision
frequency is high at this altitude. The ion motion direction changes slightly from ~110 to ~150 km, due
to the decrease in their collisions with neutrals, and the direction of their velocity is different to that of
VEB, causing the current to move in the E-field and E x B directions. The two components of this current
is presented graphically in the bottom panel of Figure 2.3. In the E-region, the Hall current perturbs the
magnetic field and its intensity can be monitored by ground-based magnetometers. The Pedersen cur-
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Figure 2.7: The top panel illustrates the ion-neutral, electron-neutral collision and gyro-frequencies while
the bottom panel shows different directions of current caused by different relative motion between ions and
electrons in the magnetic and electric fields (Leake et al., 2014; Gillies, 2012).

rent moves in the direction of E-field and is very small at 100 km altitude. Despite its intensity, Pedersen
current is very important in the generation of F-region irregularities. At around 160 km, the ions and
electrons move nearly together in the same direction. The Hall (Z;) and Pedersen (Z,) conductivities are
expressed by the following equations described by Schunk and Nagy (2000, 2009);

Vi n VeQe

Zh=—) 0; o (2.9)
Qi Vraz 20z
and v, v
 ,=) 0i———=+0 ‘. (2.10)
P XL: ' v? + le ¢ v% + Qg
_miel _onee? o _leiB _ lecIB - -
Where o; = mivir Te = moves Q;, = S and Q, = e Equations (2.9) and (2.10) can be re-written as
integral forms:
q 1 1
Zh= —f + nedh (2.11)
=5 15 202 142 02T
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and

Q. /2
5= g f Ven! Vil 1, g (2.12)

1+ ven/Qz 1+v2 /Q2
n 12

where g, B, n, and h are the charge, magnetic field intensity, electron density and altitude, respectively.

Upon moving into both polar regions, electrons produce collisional ionization with atoms of the neu-
tral atmosphere. Collisional ionization then gives rise to a feature named auroral oval at an altitude
of about 100 km. The auroral ovals are caused by particle precipitation from the plasmasheet in the
magnetosphre. The solar wind variation affects the size of the auroral ovals by either contracting or
expanding them. When the magnetosphere is not disturbed, the auroral oval shrinks to a small band of
limited latitudinal degree. Its size increases toward the equator when the magnetosphere is affected by
disturbances originating from solar activity.

2.3.3.4 Radio wave absorption in the ionosphere

A radio wave is transmitted as a form of energy which can be absorbed by the ionosphere. The atmosphere is
made up of different species, including particles such as electrons. When the wave passes through them, its
energy may be absorbed by those species by means of collision with neutral atoms. Wave absorption occurs
when there are sufficient electrons and neutrals, for example in the D-region with elevated electron density
due to a solar flare, substorm particle precipitation, or solar proton events etc. Electrons again release the
energy in the same way as a radio wave. This energy transfer continues from one electron to another until
the radio wave suffers either refraction or reflection. If the transmitted wave signal has the same intensity,
frequency, amplitude and power as the received wave, the wave hasn’t been absorbed. Absorption takes place
when there is a decline in one, many or all of the above-mentioned wave parameters.

When the energetic electron encounters a positively charged ion, there will be a recombination to neutralize
the electric charges. Some of the electron energy is lost during recombination and the remainder is converted
to heat. Energy is also lost when there is a collision between the electron and a neutral atom. An atom is
heavier than an electron. Consequently, the atom after collision with an electron vibrates at a frequency lower
than a radio wave. When this happens, the atom increases its speed, transforming a part of the wave energy
to mechanical energy, and causing radio wave energy loss. Electron collision with other species convert radio
wave energy into heat. Absorption is significant in the D-region and bottom part of E-region, because the neu-
tral density and collision frequency are higher than in Fy region. The density of atmospheric particles in the
D- and lower E-region is much higher than the density in the higher E- and F-regions. Hence, the chance of
a collision between an electron and atom is higher in the D- and lower E-region. The absorption in the D and
E regions is called non-deviative absorption, while in the F region it is due to the low refractive index and is
called deviative absorption (Zawdie et al., 2017). Radio waves are better absorbed during the day than during
the night, because the D-region disappears at night (see Figure 2.6). This is very important in the use of HF
SuperDARN radars and ionosondes instruments. During the absorption, those instruments do not receive any
backscatter, and hence causes a data gap.

An increase in electron density caused by intense solar activity significantly affects absorption. Geometrical
orientation, also known as the polarization of a radio wave, is another parameter which influences absorption.
Normally, electrons gyrate around the magnetic field lines in the absence of collisions. Electrons could speed up
or slow down due to the electric field possessed by circularly polarized waves. Radio wave energy absorbed by
gyrating electrons increases their mechanical energy, hence the increased possibility of colliding with neutrals
and losing energy. Electrons accelerated by extraordinary waves, also known as X-waves, are decelerated by
ordinary waves, also known as O-waves. As a consequence, X-waves are more affected in terms of absorption
than the O-waves. X-wave energy can be absorbed when its frequency is the same as that of the electron mov-
ing around the magnetic field line, and such a wave is completely absorbed in that medium (McNamara, 1991;
Zolesi and Ljiljana R, 2014; Hiyadutuje et al., 2016).

In its propagation through the atmosphere, the refractive index n of a radio wave is expressed by:

n=S (2.13)
U
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In the case of macroscopic changes in n, refraction and/or reflection takes place, but microscopic changes result
in the scattering of the radio wave signal. In the HF to UHF bands, n in the altitude range between the Earth’s
surface and the thermosphere can be estimated using the following equation:

- 3.75x 1071 p,, . 7.76x10°P N,
B T2 T 2N,

(2.14)

where p,, (mb), P (mb), T' (K), N,, and N, is the water vapor partial pressure, the total atmospheric pressure,
absolute temperature, electron number density, and the critical plasma density, respectively (Sato, 1989). The
Appleton-Lassen dispersion relation for radio wave propagation describes the refractive index n of the plasma
(Norman et al., 2013) and it is expressed by:

X
n2=1- (2.15)

_s7_ (Ysing)? \/ (Y sin0)* 2
1-iZ 2(1*}(7L'Z)i 1-X-iZ)2 + (Y cosB)

where the normalized frequencies X, Y, and Z are expressed by:

2 2
w e
x=-B o B (2.16)
) EoM oW
where wp, is the electron plasma frequency.
o B
y=28_"° 2.17)
W Mmew
where wg, is the electron gyro-frequency, and
7= Yen. (2.18)
)

Where e, ¢,, m,, w and B are the charge unit, permittivity of free space (vacuum), mass of electron, angular
frequency of the radio wave and external magnetic field of the Earth obtained within a dipole field approxi-
mation, for this case, respectively (Sen and Wyller, 1960; Zawdie et al., 2017). The angle between the wave
vector and the direction of the magnetic field is symbolized by 6. Here v, is expressed by the following formula
(Pashin et al., 1995):

Ven = 1.7 x 1071 No1T, + 3.8 x 107 °[05]\/T, + 1.4 x 107 1°[01\/T, (2.19)

where the neutral densities in square brackets are measured in em™3, while electron temperature T, is in
Kelvin. The imaginary part of n shows the damping of a radio wave. The wave is damped because a part of
its energy is absorbed by the plasma. The ionosphere is considered to have a series of layers with different
refractive indices. For example, in communication systems, the HF radio wave velocity v changes with the
altitude. Using Snell’s law, it follows that:

sini; _ Uj _nj+1

- = (2.20)

Syl UVj+1 n;
where j = D,E,F; represents the ionospheric layers. Equation (2.20) j + 1 indicates the next layer from the
bottom upward, for example, if j =D, then j+1=E,if j =E, then j+1=F1, and if j = F1, then j+1 = F5. Figure
2.8 shows a radio wave refraction and reflection from the transmitted T or D to the receiving R or D point, for
oblique or vertical sounding systems, respectively. When the plasma frequency increases, the refractive index
decreases. The radio wave reaches its reflection altitude before the virtual height (E), which is caused by
the change of speed as it travels through the different layers. Only waves traveling at a constant speed can
reach the point (E) (Davies, 1990; Hargreaves, 1995; Fabrizio, 2013). The refraction and/or reflection of a radio
wave occurs in the ionospheric region when w < w,. (see equation 2.16) for vertical propagation. When the
propagation is oblique, the refraction or reflection occurs even when w > wp.. Otherwise, the wave continues
straight through the ionosphere without reflection and goes into outer space. There are two absorption modes:
The first mode is non-deviative (i.e., v./w > 0) absorption in the lower part of the ionosphere. In this case, an
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Figure 2.8: Radio wave propagation in the ionosphere, showing the comparison between vertical and oblique
sounding systems (Hargreaves, 1995; Fabrizio, 2013).

approximation of the absorption coefficient x is expressed by:

e 1 NeVe

K= - = . (2.21)
2eome P v2+2f £ wecf cos6)?

Here f is the wave frequency, w..r is the electron cyclotron frequency, 0 is the angle between the direction of
propagation (k) and the Earth’s magnetic field, and the signs + and - indicate the O- and X-mode polarization
of radio waves (Davies, 1990). The dispersion relation for ordinary waves is expressed by:

w® = w3, +c?k? (2.22)

where py€, = 1/¢2, its cut-off frequency occurs when £ — 0, i.e., w = wpe and it doesn’t have a resonance fre-
quency, i.e., for £ — co. These waves can only propagate when w > wp, (Schunk and Nagy, 2000, 2009; Francis,
2016). The dispersion relation of extraordinary waves is expressed by:

2 2
w*— w3,
w2=k202+w12,e 22—p2] (223)
0? — (Wpe + W)

When wavenumber 2 — 0, there is a cut-off frequency for these waves. In this case, the equation (2.23) is
reduced to equation (2.24).

2_ 2
W —w
2_ 2 pe
W =W, | 5 (2.24)
pe[wQ—(wf,e +w%e)]
which can be rearranged to give:
w?+ WWee — wl%e =0, (2.25)

where the negative sign in equation (2.25) is for negative k, i.e., waves that propagate in the opposite direction.
Frequencies with a positive sign are considered here only. Solving the quadratic equation (2.25), one would get
two roots in equations (2.26) (the right-hand cut-off frequency) and (2.27) (the left-hand cut-off frequency):

1
wr =3 |wee + (@2, +402)"?] (2.26)

and 1
L= |~ 0ee + (02, +402)"2). (2.27)

When w < 0y, or w%e +w2, < < wg, there would be no propagation. By contrast, when wy, < w < wze +w?2, or
wR < w, the extraordinary waves propagate (Schunk and Nagy, 2000, 2009; Francis, 2016).
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The second mode is deviative absorption (i.e., v, < w) in the F layer. In this case the absorption coefficient « is
expressed by:
Ve (1
K=—|—— 2.28
5 (“ m (2.28)
where y=1-X. The absorption becomes very high as the radio wave comes closer to the reflection point, since
u reduces towards zero as the wave slows down. Radio wave absorption in decibel is expressed by: A(dB) =

10logyq (;—;), where Pr and Pg are the transmitted and received power, respectively. SuperDARN signals are

sometimes absorbed due to ionospheric irregularities, very low ionospheric electric field and sometimes through
the D-region (Gauld et al., 2002). AGWs observed by these radars as TIDs may also affect the propagation of
radio signals. More details on SuperDARN transmitted and received power is given in chapter 3.

2.4 Atmospheric waves and traveling ionospheric disturbances

2.4.1 Introduction

Waves in the Earth’s atmosphere are generated by both external and internal perturbations. Planetary waves,
tides, sound waves and atmospheric gravity waves are known as the main causes of traveling ionospheric
disturbances, and are discussed here in detail. The AGWs dispersion relation, sources, and manifestation of
AGWs in the ionosphere are highlighted. Based on their spatial scale lengths, atmospheric waves are classified
into four groups:

2.4.2 Planetary waves

The first group of atmospheric waves are called planetary waves. These waves have periods between 2 and
16 days. Their wavelengths are between 3500 and 10000 km. They are caused by the temperature difference
between polar air and tropical air as the Coriolis effect varies with latitude between the troposphere and
mesosphere. Generally, they arise due to heating at the subsolar point and stationary modes, which are fixed
with respect to a rotating planet (Schunk and Nagy, 2000, 2009).

2.4.3 Tides

The second group of atmospheric waves is tides. The periods of these waves vary between 8 and 24 hours (hr).
Their existence is influenced by the Sun and the Moon. They can also be caused by gravity or heat. They are
influenced by gravity and may be produced by the heat as a result of the absorption of solar radiation by water
vapor and ozone in the mesosphere. These waves are divided into three types. Diurnal tides have a wavelength
of ~40000 km and a period of 24 hr, semi-diurnal tides have a wavelength of ~20000 km and a period of 12
hr, and terdiurnal tides have a period of 8 hr (Smith, 2000; Schunk and Nagy, 2000, 2009). These tides are
also grouped into migrating tides which move westward with the Sun (i.e., tides are caused by the pull of the
Moon and Sun) and non-migrating tides which do not move with the Sun (Kato et al., 1982; Mayr et al., 2005;
Miyoshi et al., 2017). The planetary and tidal waves are global-scale atmospheric oscillations (Schunk and
Nagy, 2000, 2009).

2.4.4 Sound waves

The third group of atmospheric waves is called sound waves. Neglecting the viscosity of neutral atmosphere
and use the Navier-Stokes equation, the sound waves are described by their equation of motion (EOM) (Francis,
2016):

0
p[_VJ,(V.V)V - _vp=-"Py,. (2.29)
ot o

where p, v and p are density, velocity and pressure, respectively. The continuity equation of sound waves is
expressed by:
op
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The sound waves are caused by pressure in the atmosphere to propagate from a layer of neutrals and another
layer. Hence, the speed of a sound wave C; is proportional to the square root of pressure;

c.- (%)1/2 _ (%)1/2 :% @.31)

where p, is the initial pressure, and it is expressed as p, = no,kpT,, P, is the initial density , m; is the ion
mass and m;n = p. y stands for the ratio of a specific heat at constant pressure and specific heat at constant
volume.

2.4.5 Atmospheric gravity waves (AGWs)
2.4.5.1 Origin of AGWs

Figure 2.9 shows examples of the fourth group of atmospheric waves, namely AGWs. The top panel shows
the observed AGWs, while the bottom panel shows the simulated AGWs and instability in a noctilucent cloud.
Streamwise-aligned instability structures are believed to account for the smaller-scale bright bands oriented
approximately normally to the gravity wave phase fronts in the upper image (Fritts and Alexander, 2003).
AGWs are caused by buoyancy forces (acting upward) against the gravitational force (acting downward). When
there is any disturbance of the atmosphere, gravity acts as a restoring force to equilibrate the medium and
causes waves which may propagate. These are local waves with limited wavelengths (Hocke et al., 1996).

AGWs are generated below or above the mesopause. Some AGWs are triggered in the Earth’s stratosphere by
meteorological forces to propagate upward into the mesosphere and may reach the upper thermosphere. Other
sources are associated with the auroral zones when they originate from the upper atmosphere and propagate
downward (Lintelman and Gardner, 1994; Vadas, 2007; Kaifler et al., 2017) or horizontally. Gravity waves of
meteorological origin are waves that travel upward from below the ionosphere, for example, perturbations in
the jetstream (also named the upper tropospheric jet). These include heated air parcels in the troposphere,
known as tropical convection, airflow over mountains, known as topographic flow, cyclones, and tornadoes.
There are also sporadic sources such as thunderstorms, volcanic eruptions, big explosions, tsunamis, earth-
quakes and the breaking of upward propagating tides (Réttger, 1981; Lastovic¢ka, 2006; Occhipinti et al., 2008;
Schunk and Nagy, 2000, 2009). Like boiling water in a container, a heated air parcel from the troposphere
rises into the stratosphere. Arriving at its lower part, the air’s energy as heat may change into gravitational
potential energy. This causes disturbances and while gravity is trying to stabilize the medium, it causes AGWs
(Lastovicka, 2006). Mountains deviate blowing winds, and on their leeward side, turbulence and instabilities
are triggered. Mountain waves or AGWs are produced when gravity tries to equilibrate the air (Heale et al.,
2020).

GWs of auroral origin are generated in the thermosphere and propagate downward to the mesosphere. They
are caused by variations in Joule (@ = Z pEZ, where Z, is the Pedersen conductivity and E is the electric field)
and precipitating particle heating, the effect of the Lorentz force at high latitudes, the breaking of downward
propagating tides, in situ movement of the solar terminator passing and solar eclipses (Brekke, 1979; Las-
tovicka, 2006). The solar terminator is a moving line that divides the daylit side and the dark night side
of a planetary body. During the solar terminator, atmospheric temperature and pressure suddenly change
and cause disturbances, whilst gravity, which normally acts towards the center of the Earth, tries to balance
the medium and, as a result, some waves are generated and propagate from that region (Galushko et al.,
1998). Geomagnetic storms are another source of AGWs. A significant number of high energy particles pre-
cipitate into the ionosphere during geomagnetic storms. Most of these particles are guided by the magnetic
field into the polar ionospheric regions and heat the upper neutral atmosphere. Thermodynamically, when gas
is heated, it expands and increases its volume. The heat stored in the neutral atmosphere is converted into
a gravitational potential energy. Gravity then triggers AGWs traveling toward the lower altitudes. During a
geomagnetic storm, AGWs that travel towards the equator are generated by the auroral electrojets during in-
tense Joule heating, Lorentz force, particle precipitation and other mechanisms (Hunsucker, 1982; Ding et al.,
2008). AGWs are grouped into three main classes; namely large-scale AGWs (LSAGWs), medium-scale AGWs
(MSAGWs) and small-scale AGWs (SSAGWs):

¢ Characteristics of LSAGWs are:
- horizontal wavelengths of about 1000 km
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Figure 2.9: Examples of atmospheric gravity wave, namely the observed (top) and simulated gravity waves
(bottom) of instability structures in the noctilucent cloud (Fritts and Alexander, 2003).

— wave periods of more than an hour

- horizontal velocities between 500 and 1000 ms™!
- originate from polar regions during geomagnetic storms and propagate toward the equator (Hun-
sucker, 1982)

¢ Characteristics of MSAGWs are:

horizontal wavelengths of several hundred kilometers

wave periods between 5 and 60 minutes

horizontal velocities between 100 and 300 ms™!

originate from the auroral zone and propagate from the winter polar regions (Hunsucker, 1982)
* Characteristics of SSAGWs are:

— wave periods between 2 and 5 minutes

- horizontal velocities between 300 and 3000 ms™!

— originate from severe convective activity and occur seasonally with their peak during the summer
(Hunsucker, 1982)

The equations governing the dispersion of AGWs, equations (2.32) to (2.77), can be found in published papers
(e.g., Hines, 1960), books (e.g., Schunk and Nagy, 2000, 2009), and theses (e.g., Mahlangu, 2017). TIDs are a
manifestation of AGWs. The atmosphere of the Earth is assumed to be isothermal. Neglecting viscous effects,
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thermal conduction, the Coriolis and centripetal accelerations, the continuity, momentum and energy equations
for a single component of neutral gas are expressed by equations (2.32), (2.33) and (2.34), respectively:

dp
—+V. =0 2.32
P (pw) =0, (2.32)
0
p(a +u.V)u+Vp—pG=0, (2.33)
0
(a + u.v) p+yp(Vu)=0. (2.34)

Here y = 5/3, p is the mass density, G is the acceleration due to the gravity vector directed downward with
magnitude g and u is the velocity. Assuming a constant initial temperature (T,), stationary gas (u, =0), and
horizontally stratified layers in hydrostatic equilibrium, the upward and downward forces balance is provided
by:

Vpo=poG (2.35)

This equation is written with the coordinates (x, y, z) corresponding to eastward, northward, and upward, as:

1 dn, 1
_ - 2.36
ne dz H,’ ( )

where H, = kT,/mg is the atmospheric scale height. Initial pressure and density vary exponentially as a
function of H. After considering the ideal gas equation at a constant temperature: p = ’”37‘, no,= g and p = 7,
then p = p%. Here V is the volume, n, is the number of moles, R is the ideal gas constant = 8.314462618
JK 1mol™!, m is the gas total mass, M is the gas molar mass, and T is the gas temperature.

Substituting these parameters into equation (2.36) (Schunk and Nagy, 2000, 2009), the expression becomes:

11 am
1a_ 1 s

pdz H '
After integrating equations (2.37) and (2.38), the result is:

p,pox e H (2.39)

Note that H is assumed to be constant.

2.4.5.2 Buoyancy force

Take an air parcel at altitude/height z and assume that the density (p,) initially is constant. For a perturbation
of the parcel moving from z to z + Az, using the hydrostatic law of sound propagation with the assumption that
there is no heat transfer (adiabatic), the perturbed density was expressed by Mahlangu (2017) as:

,_Ap

Ao’ ==L
P c2

(2.40)

where Cj is the speed of sound (see equation (2.101)). The surrounding medium is assumed to be in hydrostatic
equilibrium with the gas in consideration, hence Ap = —pgAz and the density variation relative to the altitude
is described by ‘fiz". Considering the perturbed altitude (Az), its change in density (Ap”) associated with the

altitude change is expressed by:

dpo
dz
The perturbed density of the air parcel in equation (2.40) and the density of the surrounding air defined by

equation (2.41) are different. The required restorative force is called upthrust, known as the buoyancy force
Fy=g(Ap" = Ap".

Ap" =2z, (2.41)
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According to Newton’s second law of motion the resultant force on the parcel accelerates it, therefore:

d2(AZ) dpo  po8&
po——g = ( Ay )Az (2.42)
The solution of this (equation 2.42) is simple harmonic motion:
Az(t) = Ae'B! + Be™'@B! (2.43)

with A and B as constants, i = v—1 and wp the frequency of oscillations. The acceleration of the air parcel is
expressed by the second-order time derivative of equation (2.43):

d?(A
% = —wIZ;Az. (2.44)

Replacing the second-order time derivative of equation (2.42) with the right-hand side term of equation (2.44),
the equation becomes:
wp=————— = (2.45)

where wp is the Brunt-Vdisdld frequency. The sound speed squared in the neutral gas is expressed by Cf =

% =ygH, = Y’::" . Inserting these parameters into equation (2.45), the equation becomes:

YPor 1 dpy  podCYy g°

oo L2 dz ¢ctdzl 2

w? = (2.46)
Substituting the ideal gas equation and the parameters defining the speed of sound to replace p, and p, in
equation (2.46):
o _Y@RT g dC} g°
Wy = = -=.
B~ czg c? dz (2

(2.47)

Grouping terms of g and C? results in:

(y-1g? +£dC§ W2 idCf
C? C2dz & (2dz’

w3 = (2.48)

where w, is the buoyancy or isothermal Brunt-Vdisédld frequency which defines the oscillation frequency of the
air parcel, when it is dislodged from its equilibrium position.

2.4.5.3 The dispersion relation of AGWs

Equations representing the continuity, momentum and energy of air parcel can be rewritten in terms of small
perturbations of the air parcel as represented by p = p, + p’, p = po + p'and u =u’, where u, = 0:

ap’

5 +u'V.po +poV.u' =0, (2.49)
a !
poa—]; +Vp' —p'G=0, (2.50)
a !
a—‘; +u'.Vp, +yp(Vau') = 0. (2.51)

Equations (2.49), (2.50) and (2.51) can be expressed in terms of the relative density (i.e., %), relative pressure

(11;—’) and H, along the vertical direction (z). Use u/, as the vertical component of the perturbed velocity and use

eqilation (2.39) to get:
o
u' Vo, = —IT‘;u’Z

and »
! o !
u.Vpo=——u,,.
Po="7qg Uz
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Using these two equations, the new equations are:

op 1, 1

Z(E) = v (v =0 2.52
a ! ! ! !
g vpo+&v(p—)—p—(}:o, (2.53)
ot PoPo Po Po Po

0 p, 1 / I

Z(2 ) 4 y(v)=0. 2.54

6t(po) TACRSES (2.54)

The relative density and pressure together with the perturbed velocity are given in a plane waves relation:

!

(2 (2 )t o eitee-en, (2.55)
o [

where k and w are the wave vector and wave frequency, respectively. Substituting each relative quantity of
equation (2.55) into equations (2.52), (2.53) and (2.54) leads to:

N YR N
—iw|—|—-—u,+i(ku’)=0, (2.56)
(po) H, z
! p p/ p/
—iwu’ + Vp0+—oik(—)——G:O, (2.57)
PoPo Po Po 1Y
. p, 1, . /
—iw|—|—-—u,+iy(ku)=0. 2.58
Lw(po) 72 u, +iyku) (2.58)

Solving equations (2.56), (2.57) and (2.58) yield a general dispersion relation of an atmospheric wave, and after
assuming that H, = oo and G =0 (i.e., absence of gravity), the new equations are:

—wp' +po(ku’)=0, (2.59)
E2p —wpo(ku') =0, (2.60)
—wp' +yp,(ku’)=0. (2.61)

The matrix formed by equations (2.59), (2.60) and (2.61) is solved by using linear algebra to get the dispersion
relation relating the wave vector to wave frequency.

w? = C2p? (2.62)
When % and w are real and if % = z—‘,g = +C it shows that the wave is a sound wave. This implies that there is
no dispersion relation since C is constant.
Neglecting the perturbed pressure (p’ = 0) from equations (2.56), (2.57) and (2.58), leads to the wave equations
which depend on gravity and other external forces:

1
—iwp'+po(ikz— F)u; =0, (2.63)
o
—iwpou,+gp' =0, (2.64)
, 1
(ivk-- E)u; =0. (2.65)

Solving equations (2.63), (2.64) and (2.65), calculates the buoyancy frequency (w.) as defined in equation (2.48),
if vertical motion is assumed. For an AGW moving in an x-z plane with %, and k., the perturbed velocity also
would have two components (i.e., u,, and u},). Thus equation (2.57) can be written in terms of both components
and be split into two equations. The unknown perturbed quantities in equations (2.56), (2.57) and (2.58) would

o B 1
be (p_o’ oo Uy and uy).

These linear equations can be used to form a matrix that can be solved (by determinant). When written in
p’

!
the columns (the coefficients of %, Do ul, and u}) and the rows (the continuity, x-momentum, z-momentum
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and energy equations), the result is:

—iw 0 iky (ikz - }%)
0 zk%z “iw 0
p (ikz ~ HLO)CT? 0 o =0. (2.66)
0 —iw ivky (iykz - }%)

From this equation, after its expansion, the dispersion relation in terms of 2 and w can be obtained:
w* —0?C2E2+ k2 + (y - 1g%k2 - iygw’k, = 0. (2.67)

Neglecting g from equation (2.67) yields the sound wave dispersion relation with 2 and w real. Including
gravity g in equation (2.67), leads to complex wave vectors and wave frequencies. When a wave propagates
in a horizontal direction, only %, is considered complex (i.e., k, = k., + k;;), with k., and k,; the real and
imaginary parts of k., respectively (Schunk and Nagy, 2000, 2009). AGWs are often assumed to propagate
horizontally, in the x-z plane, but they may have a small vertical component. %, and w are still real, and the
equation (2.67) now becomes:

w0t~ W?C2(R2+ k2, —k2) +yghiw? +(y — 1)g%k2 — iw k. (yg +2C2k ;) = 0. (2.68)

From equation (2.68), the imaginary part is equal to zero, hence:

Y8 1
b= — - _ ) (2.69)
zZl zcg 2I_IO
Its perturbed velocity is then expressed as:
ll’ o ez/ZHOei(kxx+kzr—wt)‘ (2.70)

These kinds of waves are called internal gravity waves (IGWs). Their wave perturbation energy is %pouf (with

ul o e?/2Ho) and their amplitudes increase exponentially as they propagate to higher altitudes. For example,

Senior et al. (2006) when discussing the effects of AGWs disturbances on an artificial HF backscatter, presented

an equation of the electron density perturbation (n) as the wave propagates. The equation is as follows:
R R

]

n=n, 1+UArAgCOS27T(t’+( 1 1
X 4

(2.71)
where n,, 0, Ay, A, 0, Rg, A, Ag, and t' are the undisturbed background electron density, amplitude of the
perturbation, horizontal/meridional wavelength of the wave, the vertical wavelength of the wave, co-latitude,
Earth’s radius, and the time variation, respectively (Senior et al., 2006). A, is expressed as:

(2_2"))2] (2.72)

A, =exp [ - (
wave
where z, z,, and H, 4. are the altitude, the peak height, and the scale height of the amplitude, respectively.
Ay is expressed as:

0-0,)
Ag—exp[—(T)] (273)
where 6, and 6. are the initial co-latitude and scale latitude, respectively. 8, can be estimated using:
Aty
0o = Opp + ——2= (2.74)
vRE
where vgy, Uy, and 6,, are the group speed, horizontal phase speed, and the initial co-latitude at ¢’ = 0.
Equation (2.67) is rearranged as:
2 _ 2 2_ 2
WL —w w*—w
2 _ g 2 a
k2= — Je2+ & ), (2.75)
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where w, = 20 is the minimum frequency of sound waves, while w, as defined in equation (2.48) is related to
the oscillation of AGWs. For k& 2, which is real, if g < w < w, it shows that AGWs are impermanent waves, i.e.,
they dissipate as their amplitudes grow to infinity. As a result of this property, AGWs only appear when elther
W > Wy (~0.0042 s71) or w < wg (~0.00009 s71). w, and w, is the frequency mode for either sound waves and
AGWs, respectively. For AGWs, the dispersion relation in equation (2.75) is simplified to:

212

wik wz
B2 S 1 e 2.76
R (2.76)

Equation (2.76) represents the simplified AGWs dispersion relation. When substituting equation (2.69) into
equation (2.67), the result is:

ngsz
ot —0?CIRE + kD) + (y - Dk — 25— =0. @77
4C:
Its solution is: , ,
(P =po) _ (P =po) _ux _Us = Ao(2182CE) ilwt—kox—k.2) (2.78)
poP poR X Z
where i(1=7/2)
9 i =Y/2)g
P=yow*|k,— C—g
_ 2k . k2 i,yng
R =0k, +ily-1gk;— 203
_ 9 i(1-y/2)g
X = wkyC2|k: - T]

Z = wlw? - k2C2
(Hines, 1960; Treumann and Baumjohann, 1997).

2.4.5.4 AGW dissipation

The dissipation of internal gravity waves such as AGWs is controlled by the molecular viscosity (equation
(2.79)) and thermal conductivity (equation (2.80)), which explains the rate of heat transfer.

ou

6t) pG-Vp (2.79)

o

op _ ~2[0pP
= +uVp, =C [6t +u.Vpo]. (2.80)

Assuming that the viscous losses are not significant, the energy dissipation rate is estimated by considering the
law of conservation of energy. The rate of dissipation of the energy per unit mass (D,) as caused by kinematic
viscosity in three (x,y,z) dimensions is:

D, =n2a%+2b%+2c% +d% +e% + %) - 2n/3)a+b +c)?. (2.81)

These Varlak()ales are defined as follows:
Oux = Ous
“—ax’b 6y’c_6z’
Ou, Ouy
—_— + —_—

dy 0z’

Ou, N ou, ’

0z 0x

ou 0

Zy B

Ox Oy

where 77 is the kinematic viscosity and u,, uy, u, are the components of the velocity vector u (Hines, 1960).

When AGWs propagate toward a medium with a high electron density, they break while heating the local
region. Energy loss by the AGWs may also contribute to the turbulent process in the region (Borchevkina et al.,

d=

f=
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2020). As the AGWs propagate upward toward a less dense region, their amplitudes increase exponentially
and they eventually dissipate (Liu and Swenson, 2003). Ion drag and wave-induced diffusion may contribute
to the dissipation of the AGW’s (Vadas, 2007). For AGWs with a period of less than a few hours, the ion drag is
not very important during the night and for those with a period of less than an hour, the same is true during
the day (Vadas, 2007). For AGWs with a period of an hour or two hours, wave-induced diffusion is not valid.
It is only important for altitudes between 140 and 220 km altitude. The dissipation of AGWs also depends on
solar activity: AGWs tend to dissipate more during active solar conditions and daytime than during extreme
solar minimum and nighttime (Vadas, 2007).

2.4.5.5 Ionospheric behavior under the influence of internal gravity waves

To explain the effects of Internal Gravity Waves (IGWs) such as AGWs on the ionosphere, an example of a
tsunamigenic IGW in the neutral atmosphere as modeled by Occhipinti et al. (2008) is given. The model shows
that a tsunami in the ocean produced a wave that propagated upward and reached an altitude of 100 km. Its
propagation time depended on the ocean’s depth and the period of the tsunami.

Assume ions i with i=1, 2, 3 representing O}, NO*, O™, respectively. The tsunami initially has a velocity u,
in the neutral atmosphere. Upon entering of the wave into the ionosphere, induced plasma velocity u;, ion
pressure p; and ion density p; are expected.

The continuity and momentum equations are rewritten as:

6 .
(;’t’ +V.(nju) = £pn; —an? (2.82)
ou;
piE =-Vp;+piG+n;q;E+uj xB)—p;v;,(uj —uyp) (2.83)

3
ne=Y n; (2.84)
i=1

where E, B and v;, are the electric field, magnetic field and the collision frequency of ions and neutrals,
respectively. a is the dissociative recombination processes (equations (2.85) and (2.86)) and f is a chemical ion
loss by charge exchange (equations (2.87) and (2.88)). They are used in the chemical reaction to support in the
ion equilibrium and long-term evolution of plasma density. In this case, solar ionization is neglected.

03 +e” % 0+0, (2.85)
NO*+e” & N+0, (2.86)
0*+05 2 0t +0, 2.87)
o+*+No 2 No* +o. (2.88)

A linear dependence between ion u; and neutral velocities uy, is expressed as follows:

_ Fy
Ui =Un| + ) (2.89)
PiVin
Q; F;
Uio = Uno + — Uil + — (2.90)
Vin PiVin
Q; F;
uilzunL+—Lui@+ L R (2.91)
Vin PiVin
where F;, F;o and F; | are the components of forcing term F independent of the magnetic field. Their orienta-
tions are shown by | parallel to, and ®, | perpendicular to, the magnetic field B(B,0,0). In this case, Q; = qz—iB
is the magnetic gyro-frequency.
Similarly, electrons are also affected by moving IGWs, such as AGWs. Their continuity equation is:
on,
+V.(neue)=P-L, (2.92)

ot
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where P is the production rate, L is the loss rate and ue is the electron velocity. The perturbed electron density
(n!,) and perturbed velocity u, are defined as:

Ne =N+ N, (2.93)

Ue = Ueg + U, (2.94)
where n.o and ueg are the unperturbed (initial) electron density and velocity, respectively. The continuity
equation after perturbation of AGWs is expressed by the following formula, after assuming that ueg = 0:

on'

e

ot

= —V.(neoug). (2.95)

Newton’s second law of motion for an electron can be written to show that this particle of mass (m.) accelerates
due to the external forces acting on it.
ou,,
meﬁeB:Fc+Ff+Fm+Fg+Fp, (2.96)
where F¢, Ft, Fy, Fg and Fy, are the Coriolis, friction, Lorentz, gravity, and gradient force, respectively, and
ep is a unit vector pointing in the direction of the magnetic field B.
A passing gravity wave perturbs electrons in a such a way that:

(2.97)

(k.eg)+i(eg.ep).| —

n 1 d(nneo)
l i

!
ne = neo(

The instantaneous fluctuation of electrons is estimated by considering the real part of the equation (2.97) and
n, is expressed as:

i
n; = ZV.[neo(un.eB)eB]. (2-98)

Perturbed electron density will vary exponentially as the relative density, pressure, and the velocity of AGWs
do (equation (2.55)).
n., < explkyxx +kyy + wt) (2.99)

These passing fluctuations in the ionosphere are known as TIDs (Hooke, 1970). The electron density pertur-
bation under the influence of AGWs was described by Davis (1973), Porter and Tuan (1974), and Mahlangu
(2017).

2.4.6 Other waves related to the sound waves

2.4.6.1 Ion acoustic waves

Sound waves moving in a plasma, i.e., where the assumption of n; = n, = n holds, and with few collisions with
neutral particles, are called ion acoustic waves. To derive their equations, further assumptions are necessary
(Francis, 2016): unmagnetized plasma (i.e., B =0), ions moving in one-dimensional compressional motion (i.e.,
Yi = % =3, where N =1 is the degree of freedom), isothermal electrons (y, = 1), massless electrons, low

frequency oscillations, and electrostatic and longitudinal waves. Their EOM is written as:
ov;
min T + (vi.V)vi] =enE-Vp=—-enV¢-y;kpT;Vn (2.100)
where the electric field E = —V¢ and ¢ is the electrostatic potential.
The speed of sound in a plasma is expressed by:

C,s=

T bpT: 172
9:(’@3 etYikp y (2.101)

k

m;

where T, and T; are electron and ion temperature, respectively (Francis, 2016).

When the plasma is magnetized, i.e., B # 0, those waves are said to be: (a) parallel or perpendicular waves
to indicate the direction of k relative to B, and (b) longitudinal or transverse waves to indicate the direction
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of k relative to the oscillating electric field E;. Hence, if the oscillating magnetic field By = 0, the waves are
electrostatic, and if By # 0, the waves are electromagnetic (Kotsarenko et al., 1996; Huba et al., 2000; Francis,
2016).

Assume that k is almost perpendicular to B, and electrostatic waves (k x E=0), T; =0, v, =0 and E, = 0.

Consider E and V = ik along the x direction and B, along the z direction. The electric field E = -V¢, &, is

neglected for ions, and electrons would move along B, to preserve charge neutrality. In this case, the EOM of

ions would be expressed as:

0vi1
ot

The dispersion relation for electrostatic ion cyclotron waves is expressed by:

m; =—eV¢; +evjy xBo. (2.102)
w? = Q% + k202 (2.103)

where Q. = eﬁ" is the cyclotron frequency.

2.4.6.2 Electron plasma waves

There are also electron plasma waves. To derive their equations, the following assumptions are made: un-
magnetized plasma, warm electrons (kpT, # 0), electrons exhibiting a one-dimensional motion (y, = 3), mobile
electrons and stationary ions, high-frequency oscillations, and electrostatic and longitudinal waves (Francis,
2016). Electron plasma waves are described by their EOM;

0
Men, §+(V,3.V)Ve =—en,E—-Vp. (2.104)

The equation for electron plasma waves, based on Gauss’s Law, is written as:

VE=- (2.105)
€o
and the continuity equation is
0
€ |V (neve) =0. (2.106)
ot
Their dispersion relation is expressed by:
3
2_ 2 2 2
w —wpe+§k Uiy (2.107)
where vy, = 2kflT" is the electron thermal velocity.

For magnetized plasma, i.e., B # 0, these waves could be longitudinal (when k x E; = 0), and electrostatic.
Assuming that kpT, =0 and E, =0, the electrons are described by the following equations (Francis, 2016):

P
:;;‘ = —e(By +Ve1 ¥ By), (2.108)
P
el | o V.ver =0, (2.109)
ot
and
e, V.E1 = —ene1. (2.110)

For longitudinal waves with k || E;, their dispersion relation is expressed by:
0? =02, + 0> =w,21 (2.111)

where wy, is the upper hybrid frequency and w,, is the frequency of electrostatic waves across the magnetic
field B (Francis, 2016). Waves along B usually oscillate with v = wp,.

When electrons are not allowed to move along B to preserve charge neutrality, T, = 0 and Vpe = 0, electron
plasma waves will obey the full EOM instead of the Boltzmann relation. The lower hybrid frequency (w;) is
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expressed as:
0? = Qewee = w2 (2.112)

For a very low plasma density, w; is expressed as:

! = ! + ! (2.113)
‘”12 B WeeLde Q% .

2.4.6.3 Hydromagnetic and magnetosonic waves

Other plasma waves that propagate in a magnetized plasma include hydromagnetic (Alfvén) and magnetosonic
waves. They are low frequency, transverse, electromagnetic waves. The Alfvén wave propagates along the
magnetic field and the magnetosonic wave propagates across the magnetic field. Alfvén and magnetosonic
waves are linearly polarized (Schunk and Nagy, 2000, 2009; Francis, 2016). The dispersion relation of Alfvén
waves is:

w? = k*V} (2.114)

1/2

where V4 = ( Bo ) is the Alfvén speed.

HoTjoM
The dispersion relation of magnetosonic waves is:

2
2 .2V +Vy
W =k (2.115)

where c is the speed of light (Schunk and Nagy, 2000, 2009).

2.5 Summary

In this chapter, the origin of space weather and its impact on the ionosphere was described. The space
weather effects in the magnetosphere, known as geomagnetic storms, were introduced. The phases of a ge-
omagnetic were characterized. Atoms, molecules and the energy distribution in the mesosphere, thermosphere
and ionosphere were highlighted. The formation and morphology of four regions of Earth’s ionosphere were
discussed. Planetary waves and tides were briefly introduced, but AGWs and TIDs were discussed in more de-
tail. AGWs/TIDs transport energy and momentum heat the bottom of the ionosphere through their breaking.
Their sources, dispersion relations, and dissipation modes were discussed in detail. All of the above theories
were introduced to help in the understanding of TID, which is one of the two phenomena discussed in this
thesis.



Chapter 3

INSTRUMENTS AND MODELS

3.1 SuperDARN HF radars

3.1.1 Introduction

In this study, Zhongshan and SANAE HF radars were used. They provide better data sets than the other
radar stations in Antarctica. Figure 3.1 shows the fields of view (FOV) of 13 southern hemisphere SuperDARN
radars, as well as those of the South African SANAE and Chinese Zhongshan radars (in red). SANAE is located

\a/
\v/A‘\:‘;‘

4

&
W

Figure 3.1: Fields of view of the southern hemisphere SuperDARN HF radars, with SANAE (left) and Zhong-
shan (right) in red.

at 71.67°S, 2.84°W (66.64°S, 48.51°E geomagnetic coordinates) and Zhongshan is located at 69.38°S, 76.38°E
(74.5°S, 96.0°E geomagnetic coordinates). For SANAE, LT = UT + 2h and MLT = UT - 2h. For Zhongshan, LT =
UT + 5h, and MLT =~ UT + 2h. The SANAE and Zhongshan radars’ geographic boresight directions are 173.2°
and 72.5°, i.e., approximately southward and eastward, respectively. The Zhongshan and SANAE SuperDARN
HF radars are part of a global network of 38 radars in the southern and northern hemispheres owned by 10
countries. Each radar normally operates in the 8-20 MHz frequency range, has at least 16 beams arranged in
a fan ~ 53° wide, has a typical range resolution of 45 km, and observes at typical range distances from ~180 to
~3500 km at an altitude of ~80 to ~300 km. Its operating height can extend up to ~400 km (i.e., in F-region
of the ionosphere) (Ponomarenko et al., 2009). The operating mode scans all 16 beams in 1 or 2 minutes. The
radars can all operate over the horizon because of the refraction of the high-frequency waves in the ionosphere.
This over-the-horizon propagation can be optimized for each radar by varying the frequency of operation and
is usually done automatically.

Routine data products for each beam and range gate are backscatter power, Doppler velocity, and spectral
width. In order to study the effects of AGWs/TIDs on NREs, backscatter power and Doppler velocity data of

32
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the radar are used. The default operation is a 1- to 2-minute scan of all 16 beams with a 45 km range resolu-
tion, which is suitable for the study of AGWs/TIDs due to their long wavelength and low velocity. A coherent
backscatter radar such as a SuperDARN radar transmits radio waves to the ionosphere and gets ionospheric
information within the received echoes. This transmission is usually well above the critical frequency of the
ionospheric E and F regions (several MHz). In the absence of plasma irregularities, there are no ionospheric
echoes. In a following section ground/sea scatter echoes which rely on the aspect condition are discussed. In
a case of an irregularity structure, such as a quasi-periodic electron density perturbation that meets a Bragg
condition, the wavefront is scattered and could evoke a weak but detectable backscatter signal. Both momen-
tum and energy, shown by Equations (3.1) and (3.2), are conserved during the radio wave-plasma irregularity
scattering process.

hkr = hkye + Bk iy 3.1)

hwsr = hwre + hwj, (3.2)

where h is the Plank’s constant. w;r, wye, and w;, and &y, kr., and k; are the transmitted, received, and
irregularity angular frequencies and wave vectors, respectively (Fejer and Kelley, 1980).

3.1.2 Ray tracing of SuperDARN HF radars

SuperDARN HF radars send and/or receive radio wave signals. The observed backscatter is divided into two
categories:

* backscatter from ionospheric density irregularities received when the HF rays are nearly perpendicular
to the background magnetic field.

* backscatter from the ground, received when refracted rays are backscattered from ground or sea surface
irregularities.

Coleman (1998) developed a simple two-dimensional ray tracing scheme that may be applied to several propa-
gation problems of over-the-horizon radars. The HF radio waves and their propagation are analyzed by geom-
etry ray theory and ray tracing. The spread of rays and the power of propagating radio waves are calculated
by means of the following formula which relates two variables (i.e., 6r and 6@).

don 1 U9 5o @ (drow
do u"'—QQX[ ; toe p2—Q2(2 or Q24| (3.3)
with ,
ur
=7 3.4
NN (34
where .,
1o ar
T (3.5)
and
B BN\ V2
“‘(I‘F) (3.6)

where N is the electron density in cm™3 and f = 8.05 x 107® and u is the medium refractive index.

Equation (3.3) was derived by considering a 2-D propagation in the great circle plane satisfying Fermat’s
principle. The variations between the transmitter (7") and the receiver (R) points using this principle is defined
as equation (3.7):

R dr 9 1/2
5[T p(r,H)[(@)+r ] d6 =0. (3.7)
The variable r is the distance from the center of the Earth, and 6 is an angular coordinate along the great

circle. Figure 3.2 shows that the rays reach the radar at certain elevation angles. An angle is estimated by
using the interferometer array installed close to the main array.
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3.1.2.1 Interferometry method for measurement of the elevation angle

Interferometry is presented here to illustrate, in principle, how the SuperDARN radar interferometers work.
Elevation angle € is the angle of the returned signal relative to the horizontal plane, as shown in Figure 3.2.
An interferometer array which is located a 100 m from the main array is used to estimate the elevation angle.

Returned signals

Elevation angle

Interferometry array Main array

| |
' d=100m !

Figure 3.2: The geometry of the interferometry technique to measure the elevation angle (Iserhienrhien, 2016).

This array has 4 antennas which receive the transmitted signals sent by the main array. The main array has
16 antennas to transmit and receive signals. The returning signals arrive at the main array earlier than at the
interferometer. The distance AX traveled by the signal from the main array to the interferometer (see Figure
3.2) is estimated by means of equation (3.8):

AX =dcose. (3.8)

The phase shift (A¢) is the travel time of the signal between the main array and the interferometer array and
is defined as:

AX
A(P+2n7l': T (39)

where n is the number of radar’s wavelengths equivalent to the distance d, A¢ = wt, ¢t = AX/c, ¢c = M/T, and
T =2n/w.
Combining equations (3.8) and (3.9), the elevation angle is expressed as:

MAP + 2n7r))

d (3.10)

€= cos_l(

Once the value of elevation angle is known, the virtual height (%,) of the moving irregularity can be estimated
via the following formula, assuming no refraction:

ho=\/R%+r2+2Rgrsine - Rp (3.11)

where R and r are the Earth’s radius and range, respectively. In this project, the elevation angles of the
SANAE and Zhongshan radars were not available. The ray tracing tool was used to estimate the possible
height of the backscatter echoes.
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3.1.2.2 Multi-pulse radars and the auto-correlation function

Ponomarenko et al. (2009) discussed the contribution of the refractive index on the scatter volume location
and the estimation of Doppler velocity using HF backscatter echoes. An autocorrelation function (ACF) is
produced to estimate the velocities of HF backscatter targets from the phase slope. The ACF is obtained from
a sequence of non-evenly separated pulses. The data are fitted by means of the FITACF algorithm based on
two major assumptions, namely (a) a single spectral component and (b) free-space propagation. For free-space
backscatter, a Doppler shift Af is defined by equation (3.12) as:

Ar=-2, (3.12)

Ao

where V is the plasma’s line-of-sight (LOS) velocity, and A, is the radar’s wavelength in free space with refrac-
tive index n = 1 (Ponomarenko et al., 2009). The HF backscatter takes place when the index n < 1. This index
n is defined by equation (3.13):

fy
f2

where f, and f, are the plasma and radar frequencies, respectively. The time derivative of the phase of an
electromagnetic wave at the point of reception is expressed by equation (3.14)

ne (3.13)

o oL,
Aw=27Af = — =—-ko—— 3.14
0=218f =73, ot (8.14)
where &, and L are the wavenumbers in free space and the phase path, respectively. Here, L, is given by ray
path integral:

B
L, zf nds (3.15)
A

where A and B are the locations of the transmitter and receiver, respectively. The scatter theory explains the
backscatter signal as a superposition of echoes from many irregularities inside the Effective Scatter Volume
(ESV). The ESV is the intersection of the antenna beam with the ionosphere. The signal scattering (see Equa-
tion 3.1) occurs when the spatial spectrum component of electron density fluctuations (/) satisfies the Bragg
scatter condition (I = 1,/2), which is between « 10 and 15 m for SuperDARN. Information on the phase velocity
of irregularities is given by Equation (3.2).

The effective scattering cross-section (o) of these irregularities depends on their intensity, shape, and ori-
entation with regard to the incident wave propagation direction.

P AN2exp( ~2k2[130% + li]) (3.16)

where AN? is the average level of the electron density fluctuations, and [j ; is the irregularities scale size
along and across the external magnetic field B,, respectively. 0 is the angle between the radar wave-vector,
represented by its magnitude % in Equation (3.16) and B,. The aspect sensitivity effect occurs when the radar
wave-vector orientation approaches the normal to the major axis of a field-aligned ionospheric irregularity
(i.e., k 1L By). The magnitude of fluctuations AN2, in this case, is directly proportional to the square of the total
number of electrons N2, such that

AN2? x N2. (3.17)

3.1.2.3 Parameters of the SuperDARN HF radar

Each beam direction of the radar has a -3 dB beam width of ~3°, and each beam takes ~3.5 or 7 s (a dwell time)
to complete a normal scan (Liu et al., 2013). For the whole FOV of the radar each scan lasts for 1 or 2 minutes.

Figure 3.3 shows that eight pulses are sent in a pulse train separated by different multiple time lags 7 of
either 2.4 or 1.5 ms. The eight-pulse train yields 23 lags, with 2 missing and forms the autocorrelation func-
tion for calculating the Doppler velocity and spectral width. The ACF is the correlation of the signals received
in the same range, but sent at different times.
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Figure 3.3: The eight SuperDARN pulses, with the vertical dashes showing the transmission time between the
pulses (Ribeiro et al., 2013)

The transmitters of SuperDARN send out a series of pulses, and these pulses are sampled by the receivers,
which are then analysed by means of the complex ACF. Figure 3.4 shows two pulse sequences which demon-
strate how the characteristics of the scattering plasma waves, i.e., power, velocity and spectral width, are
estimated at a certain distance d, in the ionosphere. The irregularities in the plasma act as the reflectors of
the signals. Let 7 be the time between the transmission of two separate pulses. During this time, the plasma
is also in motion. It means that P; is sent at time ¢, and Py is sent at ¢, +7. The pulse P is received from d,
at time ¢1, P is received from d at time #1 +7, P9 is received from d_ at time #; and P is received from d, at
time #; +7. The amplitude A(¢1) measured at #; is defined by the following equation:

A(t1) = A1(do) + Ag(d-). (3.18)
The amplitude A(¢; + 7) measured at ¢1 + 7 is provided by the following equation:
A(t1+1)=A1(d+)+A2(d,). (3.19)
The following equation gives the ACF at t:
A(t1).A(t1+71) = (A1(do) + Az(d-)).(A1(d 1) + As(d,)) (3.20)
To minimize uncorrelated signals (phases), the signal values are averaged (noted in ()) as follows:
(A(21).A(t1 + 1)) = (A1(dy).A1(d+)) +(A1(dy).A2(dy)) +(A2(d-).A1(d+)) +(A2(d-).A2(d,y)) (3.21)
A good average estimation is made if the ionosphere is correlated at distance d, over the averaging time.
(A(t1).A(t1+ 1)) ~(A1(d,).Aa(d,)) ~ Aexp(inT) (3.22)

For each lag in phase and quadrature, the real and imaginary contribution is measured. By using the Fourier
transform of the ACF, the spectrum is produced. The Doppler velocity, spectral width and backscattered power
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Figure 3.4: The blue, red, and green squares show that the SuperDARN pulses P; and Ps are returned from
distances d_, d,, and d ., respectively. The arrows show that the pulses return after some time (Iserhienrhien,
2016).

are estimated by using the FITACF routine. FITACF is the algorithm that fits the ACF to estimate the above
parameters (Ponomarenko and Waters, 2006; Ribeiro et al., 2013). Assume that the ACF amplitude decays
exponentially:
Ar)=A,exp| - tl +ignrfy) (3.23)
d

where ¢4 is a decay time constant, fz = %g—f and i = vV—1. The magnitude of amplitude is given by equation
(3.24):
T
IA®T)| :Aoexp(——). (3.24)
td

The parameters of the SuperDARN HF radar are estimated as follows:

1. Power: The SuperDARN backscatter power is the logarithm of the ratio of signal power to the noise
power, i.e., signal-to-noise ratio (SNR) in dB (Hayashi et al., 2010). The lag power at lag 7 is expressed
by:

P(1)=1A(7)] (3.25)

A
SNR =10logy, (N") (3.26)

where A, is the fitted lag zero power and N is the noise power level. The relative power in dB is estimated
by dividing a certain number of ray segments within a range gate that returned either from Ionospheric
Scatter (IS) or Ground Scatter (GS) for each gate, by the maximum value of its corresponding backscatter
(either IS or GS). Using exponential and Gaussian approximations, the spectrum associated with the

exponential is expressed by:
P(1)=P,e " (3.27)

where P, is the maximum power and g is the constant calculated by using the least square fitting. It is
also used to calculate the spectral width.
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2. Spectral width: W in m/s, is estimated by:

ce
= 3.28
onf, ( )
where f, is the transmitted frequency.
3. Doppler velocity: v in m/s, is calculated by means of equation (3.29):
A
A9 _ cop (3.29)

v 47w ot 4xnf,

where A is the radar wavelength, c is the speed of light, wp denotes the difference between the transmit-
ted and received angular frequencies and is related to the phase (¢) such that, ¢ = <wp > k1. Here &
represents lag numbers.

SuperDARN software uses the Doppler effect to measure the line-of-sight velocity of the targeted object.
This method requires transmitting a signal to the object, and the object backscatters the signal to the
source. When the object is moving away, the backscattered signal has a longer wavelength than the trans-
mmitted wavelength. The wavelength decreases if the object moves towards the radar. The frequency
variation of a moving target can be calculated. If the frequency of the signal transmitted by radar is f,,
and the observer detects the reflected signal at frequency f, then

fo

= Travo

(3.30)

The frequency f; observed by an irregularity moving towards the radar can be estimated by using the
Doppler effect:
fi = fo(1+vlc). (3.31)

Due to the movement of the irregularity towards the radar, the reflected signal’s frequency (f;) can be
estimated by an observer at the radar using the Doppler effect:

fr = fil=vlec). (3.32)
The difference between f, and f; is expressed by fp:
fp =2f,(/e). (3.33)

The angular frequency is expressed by wp =27 fp. The solution of the velocity v then becomes:

b= %(’;—f) (3.34)

Equations (3.13), (3.14) and (3.15) show that the index of refraction n and the change of phase may
affect the Doppler shift shown in equations (3.31), (3.32), and (3.33). They are linked with the plasma
irregularity and radar operating frequencies.

3.1.3 Multi-hop propagation

SuperDARN HF radars transmit and receive oblique signals to and from the ionosphere, respectively (Nishi-
tani et al., 2019). For a ground range < 3500 km, the orthogonality of the areas responsible for the backscatter
can be achieved by mean of different hops (Ponomarenko et al., 2009; Nishitani et al., 2019). Figure 3.5 shows
simulated ray trajectories with hop numbers 0.5, 1.5, and 2.5 between 100 and 300 km altitude (Ponomarenko
et al., 2009). The yellow lines indicate the altitude and range where the aspect condition is met, while the
black lines show the ground range of a 400 km interval for the entire SuperDARN ground range of =~ 3200 km.

3.1.4 Ionospheric (IS) and ground or sea (GS) scatters

The SuperDARN HF radars observe backscatter from the ionosphere (IS), caused by ionospheric irregularities,
and from the ground/sea (GS). Ray tracing is essential because it gives us the specific propagation path of each
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Figure 3.5: Ray paths of simulated signals using Chapman E and F' layers for a spherical Earth geometry.
The blue shading is a spatial distribution of the refractive index n. The yellow contour shows an area where
the aspect angle condition is satisfied to within 1° . Black contours/dots show group range marks at 400-km
intervals (Ponomarenko et al., 2009).

ray of a radar according to the direction of each beam. Figure 3.6 shows an example of the ray tracing tool
provided by Virginia Tech College of Engineering. The rays of beam 7 of the Syowa East HF radar operating at
11 MHz on 19 February 2012 at 07:00 UT are shown. The range and altitude are shown together with logig of
electron density (in m~3) within a color bar pattern. The white lines indicate 5 range gate increments, starting
from the first gate at 180 km from the location of the radar. The dark solid black lines show the segments of
the computed ray paths, where the magnetic field line direction is nearly perpendicular to the HF ray vector in
the ionosphere, and where the rays reflect back on the Earth’s surface. The almost vertical red lines indicate
the magnetic field lines. The numerical method, Runge-Kutta Cash-Karp with the International Reference
Tonosphere model (IRI-2011) (Bilitza et al., 2011), and the non-collisional Appleton-Hartree equation, also
known as Appleton-Lassen formula (equation (2.15)), were used within the ray tracing, because ray tracing
makes use of modeled ionospheric profiles and refractive indices (Ponomarenko et al., 2009). For each range
gate, the scattered ray power is proportional to the product of the electron density squared (Nez) and the
inverse cubic of the slant range (1/r2,). Figure 3.6 shows IS between ~90 and ~300 km altitude within the
range between ~300 and ~1250 km. The GS is at 0 km (i.e., the ground/sea) within the ~1200 to 2000 km
range.

3.1.5 Differentiating between ground and ionospheric scatters

As described above, GS is obtained from one or more hops, while IS is obtained from 0.5, 1.5, 2.5 ... hops.
How do we differentiate between the two? In combination with ray tracing, ground scatter is characterized as
follows (Milan et al., 1997; Hayashi et al., 2010; Grocott et al., 2013):

* Doppler velocity (V) should be between -50 m/s and 50 m/s
* Spectral width (W) should be less than 20 m/s
Ionospheric scatter is characterized as follows:

* Doppler velocity (V) should be less than -50 m/s or greater than 50 m/s
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Figure 3.6: Ray-tracing for beam 7 of the Syowa East at 11 MHz on 19 February 2012
(http://vt.superdarn.org/tiki-index.php?page=Ray-tracing)

¢ Spectral width (W) should always be greater than or equal to 20 m/s

Figure 3.7 shows the power, Doppler velocity and spectral width of the Zhongshan HF radar on 17 December
2013. Figure 3.7 (A) shows the GS based on the selection criteria, and (B) shows the IS based on the selection
criteria. In each figure, there are vertical panels, from top to bottom: power in the first, velocity in the second
and spectral width in the last. Figure 3.7 shows that in (B) there is more backscatter than in (A).

3.1.6 TIDs identified by means of GS or IS of SuperDARN

TIDs may be identified in the SuperDARNSs backscatter as they propagate in their FOVs (Grocott et al., 2013).
“The power of these ground-backscattered signals is affected by the focusing of the radar signal at the ionospheric
reflection point which, for example, can be modulated by variations in electron density associated with the
passing of TIDs (Grocott et al., 2013).” The effect of TIDs is seen in those echoes as a series of enhanced
(focused at the ionospheric reflection point) and depleted (defocused) backscatter signals (Ishida et al., 2008;
Karpachev et al., 2010; Grocott et al., 2013). TIDs can also be identified by means of ionospheric scatter (Atilaw
et al., 2021). Figure 3.7 (B) shows MSTIDs as observed by beam 12 of the Zhongshan HF radar on 17 December
2013 from 19:00 to 20:48 UT.

3.1.7 Advantages of the use of GS and IS for studying ionospheric irregularities

Advantages of GS include, but are not limited to:

* shows clearly the signature of TIDs.

* GS helps in the study of TIDs and MHD waves.

¢ It requires 1- and 1/2-hop or more hops to analyze regions located at far ranges.
Advantages of IS are:

¢ It helps in the study of ionospheric convection.

* It helps to monitor or observe irregularities.

e It shows TIDs.
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Figure 3.7: Difference between GS (A) and IS (B) on 17 December 2013. Beam 12 of Zhongshan HF radar was
used. The top panels show the power, the middle panels show the Doppler velocity and the bottom panels show
the spectral width.
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3.1.8 Disadvantages of the use of GS and IS for studying ionospheric irregulari-
ties

Disadvantages of GS include, but are not limited to:
* It decreases around sunset.
* GS requires sufficient F-region density.
* GS presents when D-region absorption is not significant.

* GS may be affected by changes in the reflection coefficient of the ground or sea surface due to sea ice
formation (seasonal effect).

* Due to the absorption, GS is sometimes not available.
Disadvantages of IS are:
¢ It is available only when the aspect angle condition is met.

* IS requires 0.5, 1.5, 2.5 ... hops from both E-and F-region, with the E-region dominating at near ranges
of the radar.

* Due to absorption, IS is sometimes not available.

3.1.9 Convection maps

The transmitted HF radar waves are refracted in the ionosphere and can be perpendicular to the Earth’s
magnetic field over large areas at polar latitudes. The ionospheric convection patterns at high latitudes are
derived by using the line-of-sight plasma drifts data from all the SuperDARN radars. Using solar wind and
IMF input parameters and all available SuperDARN data, convection maps are generated every 2 minutes
with data from a statistical model with a spherical harmonic model interpolation to fill SuperDARN data gaps
(Chisham et al., 2007). The “map potential” technique uses all ionospheric measurements of velocity by the
existing radars to produce a spherical harmonic representation of the ionospheric electrostatic potential. This
is a unique representation of the ionospheric convection pattern once every 2 minutes and was used in the
present study (Shepherd, 2010).

The high-latitude electrostatic potential is calculated by means of the map potential technique (Shepherd,
2010). Basically, SuperDARN HF radars can measure the Doppler velocity of meter-scale F'o region irregularity
backscatter that moves with the ambient plasma at E x B convection velocity (V), by means of equation (3.35):

ExB
V= TR (3.35)
where
E=-Vo. (3.36)

E is the electric field, @ is the electrostatic potential, B is the magnetic field and B is the magnitude of the
magnetic field (Yeoman et al., 2008). Figure 3.8 (a), (b), (¢c), and (d) show the convection maps for 28 May 2011
from 10:58 to 11:00 UT, 15 July 2012 from 13:28 to 13:30 UT, 22 November 2013 from 14:48 to 15:00 UT, and
17 December 2013 from 19:00 to 19:02 UT, respectively. Panels (a) and (b) show winter maps, while (¢) and
(d) show summer maps. These cases will be discussed in chapter 7. These convection maps were obtained
from http://vt.superdarn.org/tiki-index.php. The global convection pattern consists of 2 convection cells with
antisunward flow across the polar cap that returns to the dayside via sunward flow on the dawn and dusk
flanks. The maps shown use the magnetic latitude and magnetic local time (MLT) coordinate system, such
that the magnetic local midnight is at the bottom, noon at the top, dawn to the right and dusk to the left.
The small dots at one end of the velocity vectors show the vector locations, and the lines indicate the vector
magnitudes and directions. The projection of the IMF (red arrow) and its magnitude in the Y-Z plane are found
at the top right of the maps. The negative (-) and positive (+) symbols show the minimum and maximum
electrostatic potentials. The maximum potential difference across the polar cap (®pc¢) is shown at the bottom
right of each figure. The velocity color scale (violet to red) is indicated to the right of the convection maps, and
the number of radars is shown at the bottom right. The flows were measured and fitted with statistical model
data for the day, month, year, and the universal time as shown at the top of each map (Yeoman et al., 2008;
Shepherd, 2010).
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Figure 3.8: Convection maps (a) for 28 May 2011 between 10:58 and 12:00 UT, (b) for 15 July 2012 between
13:28 and 13:30 UT (c) for 22 November 2013 between 14:58 and 15:00 UT and (d) for 17 December 2013
between 19:00 and 19:02 UT.

3.2 SuperDARN HF and satellite measurements

SuperDARN radars are used to measure the physical quantities of ionospheric plasma drift. Particle precip-
itation data from the Total Energy Detector (TED) instrument in the Space Environment Monitor (SEM) on
board the NOAA POES satellites were used by Kunduri et al. (2017) in their statistical study.

3.2.1 POES Satellites

POES is the abbreviation for the Polar Operational Environmental Satellites. These satellites are operated by
the National Oceanic and Atmospheric Administration (NOAA) (Clausen et al., 2012). POES’s history started
in 1960, when the first satellite was launched on 1 April. Those satellites provide the environmental and me-
teorological measurements of the Earth’s surface (e.g. ice and vegetation) and atmospheric conditions (such
as level of ozone and temperature). These satellites carry other instruments, such as the Space Environment
Monitor (SEM) which is used for the auroral research. The SEM detects the flux of energetic electrons and
protons in the ionosphere. The SEM uses the Total Energy Detector (TED) to monitor these particles. Each
sensor has 8 separate charged-particle detectors, pointed in 4 different directions, based on the direction of the
magnetic field, to measure the particles fluxes in each of these directions. There are two groups of detectors.
The first group of 4 detectors measures the flux energy in the range between 50 eV and 1 keV (two detectors)
and between 1 keV and 20 keV (other two detectors). The second group of 4 detector measures the flux in the
same way (Breedveld, 2020). Figure 3.9 shows the footprint of 4 POES satellites named 15, 16, 18, and 19,
together with the MetOp-02 satellite in March 2013 in both hemispheres (Sgraas et al., 2018). They are pre-
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Figure 3.9: The footprint of four (15, 16, 18, and 19) NOAA POES and MetOp-02 satellites in the northern and
southern hemispheres plotted on ILAT versus MLT coordinates (Sgraas et al., 2018).

sented in the Invariant Latitude (ILAT) versus Magnetic Local Time (MLT) coordinates. Kunduri et al. (2017)
used five (15, 16, 17, 18, and 19) POES satellites to study the Subauroral Polarization Stream (SAPS). Other
satellites used in this study are the Defense Meteorological Satellite Program (DMSP). The DMSP carries the
Special Sensor Topside Ionosphere Plasma Sensors (SSIES) to measure the thermal plasma, the Special Sen-
sor J (SSJ) Auroral Particle Spectrometer and Special Sensor Magnetometer (SSM) at an altitude of 840 km
(https://www.ngdc.noaa.gov/stp/satellite/satdataservices.html).

3.2.2 DMSP Satellites

The space weather data from the Defense Meteorological Satellite Program (DMSP) Spacecraft have been used
in various studies. For example, Kunduri et al. (2017) used DMSP and SuperDARN to investigate the equa-
torward boundary of particle precipitation in the so-called SAPS, as mentioned in the previous sub-section.
To determine the particle precipitation boundary distributed at all local times, Kunduri et al. (2017) used the
circular fitting function. The Ions Drift Meter (IDM) is carried by the DMSP satellites and their measure-
ments are presented on Magnetic Latitude (MLAT) versus Magnetic Local Time (MLT). Figure 3.10 shows
measurements taken by the DMSP electrostatic analyzers SSJ/4 overlaid with the SuperDARN plasma con-
vection velocity in the mid-latitudes (Kunduri, 2013; Kunduri et al., 2017). The dashed black circle represents
the equatorward edge of the auroral oval estimated by means of measurements by the DMSP electrostatic
analyzers SSJ/4 instrument (overlaid on panels (a) and (b)). DMSP ion drift meter data are overlaid in panel
(b). Similar plots can be accessed on the SuperDARN Virginia Tech website. The map potential can be checked
on (http://vt.superdarn.org/tiki-index.php?page=DaViT+Map+Potential+Plot). On the maps, one can choose to
overlay the convection velocity with DMSP SSJ/4 and/or DMSP SSIES and/or POES TED data. These maps
were used in this thesis to show the particle precipitation over Antarctica (see chapter 5).

3.3 Ground-based magnetometers

3.3.1 Introduction

For more than 100 years, magnetometers have been used to investigate ionospheric currents. The Biot-Savart
integral is used to describe ionospheric and non-ionospheric currents. Ground-based magnetometers measure
the Earth’s magnetic field on the surface of the Earth and monitor the magnetic field perturbations in the
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Figure 3.10: Two SAPS events observed by midlatitude SuperDARN radars during times with different Dst
values: (a) on 9 April 2015 at 06:30 UT (quiet time) and (b) on 17 March 2013 at 20:00 UT (storm time).
Velocity vectors of convection flow derived from mid-latitude SuperDARN measurements are overlaid on each
panel using the color bar on the right (Kunduri et al., 2017).

magnetosphere. The Earth high-latitude magnetic field lines couple the surface of the Earth to the solar
wind. Russell et al. (2008) provided geomagnetic field data measured using ground-based magnetometers
in coordination with the THEMIS satellites mission. The data used in this study include the Z-component
(Zcomp) of magnetic field and the dip angle with a time resolution of one minute (1 min). The ground-based
magnetometer instruments that were used in this study are located at SANAE and Zhongshan in Antarctica.
These magnetometers are part of a global near real-time magnetic observatory network, also known as the
INTErnational Real-time MAGnetic Observatory NETwork INTERMAGNET).

3.3.2 SANAE magnetometers

The history of the South African Antarctic Expedition (SANAE) started in 1960, when various intruments were
installed at SANAE I (Kotzé, 2018). Eventually, magnetometers were also installed at SANAE. Currently, there
are five types of magnetometers located at SANAE IV base, (70° 18 S, 2° 22’ W geographic location). These
magnetometers are managed by the South African National Space Agency (SANSA). The magnitude and di-
rection of the Earth’s magnetic field are measured. The first magnetometer was installed in 2006, namely a
fluxgate magnetometer. The second one is the DTU (from Danmarks Tekniske Universitet, translated Techni-
cal University of Denmark) magnetometer, which is an updated version of the fluxgate. They both measure the
magnetic declination (D), horizontal component (H), and vertical component (Z). The third magnetometer is
the pulsation magnetometer, which is used to measure the X and Y components of the magnetic field. The com-
ponents of the geomagnetic field at the surface of the Earth are described as follows (see Figure 3.11): X is the
northward geographic component, Y is the eastward geographic component and Z is the vertical component.
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The horizontal intensity (H) is expressed by:

H=VvX2+Y?2 (3.37)

The total intensity (F) is expressed by:

F=vX2+Y2+22 (3.38)

The dip (inclination) angle (I) is expressed by:

Z
I = arctan (ﬁ) (3.39)
and the declination angle (D) is expressed by:
Y
D = arctan ()—() (3.40)

The intensity of the magnetic field is usually measured in nano-Tesla (nT = 107 T). It is stronger at the
poles than at the equator. It also decreases as one moves from the Earth’s surface to the upper atmosphere
(Hiyadutuje et al., 2016). The fourth magnetometer is a “rock” magnetometer which measures the magnetic

ort.hward

W
D

~J Downward

Figure 3.11: Elements of the geomagnetic field (http://wdc.kugi.kyoto-u.ac.jp/element/eleexp.html).

field fluctuations as audio. The fifth magnetometer is known as the Overhauser magnetometer
(https://alp.lib.sun.ac.za/bitstream/handle/123456789/12759/sanae_endurance_2019_may.pdf?sequence=1&isAllowed=y).
These magnetometers all work together to generate the declination, H, Z, and F components data.

3.3.3 Zhongshan magnetometer

For the last twenty-five years, the Zhongshan station has been used to study upper atmospheric science. A
magnetometer was installed at 69.37° S, 76.38° W geographic location. In 2009, the Chinese Compact Atomic
Magnetometer (CAM) chain of five magnetometers was built. The chain spans the distance from Zhongshan to
Dome-A. A regular fluxgate magnetometer was installed at Zhongshan station in 2013. The data is sampled
between 1.5 and 25 Hz, with an amplitude resolution of 0.01 nT. It is controlled by the Institute of Geology
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Figure 3.12: A fluxgate magnetometer at Zhongshan station (Liu et al., 2016)

and Geophysics (IGG), Chinese Academy of Sciences (CAS) (Ables and Fraser, 2005; Liu et al., 2016). It
also provides the declination, H-, Z-, and F- components of the magnetic field. Figure 3.12 shows a fluxgate
magnetometer consisting of an electronic unit, a GPS antenna and a sensor. A 30 m signal cable connects the
electronic unit to the sensor. A personal computer is connected to the electronic unit, using a RS-232 serial
port to record and register the measured data. Data saved on a hard disk can be transferred to elsewhere via
the internet.

3.4 Ionosonde

3.4.1 Introduction

One hundred years ago ionosondes were introduced to monitor and study the ionosphere by means of radio
waves. The digisonde was developed to represent both the monitoring and research ionosondes. Examples of
digital ionosonde are the Advanced Ionospheric Sounder (AIS) and Digital Upper Atmosphere Server (DIAS)
(Pezzopane et al., 2010). The parameters measured by the ionosonde are: virtual height, amplitude, phase,
precise frequency, incidence angle, and wave polarization (Bibl and Reinisch, 1978). The amplitude is measured
by digitizing log-compressed signals in 0.5 dB intervals and by coherent integration of between 16 and 256
quadrature samples. The phase is estimated via the ratio of integrated quadrature samples, intermediate
frequency (IF) and sampling time. The range is calculated by means of the synchronization of transmitter pulse
and sampling time. The incidence angles are estimated from the receiving antenna array and antenna switch.
The Doppler frequency is assessed via the discrete complex Fourier transform, while the wave polarization is
obtained from the polarized receiving antennas and antenna switch (Bibl and Reinisch, 1978).

3.4.2 Ionograms

The output data of an ionosonde is an ionogram, a graph of the virtual height of the ionosphere (actually time
between transmission and reception of pulse) plotted against carrier frequency. Figure 3.13 shows an iono-
gram of the ionosonde data recorded by the Dourbes ionosonde (courtesy of Royal Observatory of Belgium) on
29 January 2014 at 07:55 UT (Witvliet et al., 2015). Its vertical axis represents the vertical distance starting
from 80 km, while its horizontal axis shows the transmitted frequency range in MHz. The left-hand side shows
the automatically scaled parameters obtained by the Automatic Real-Time Ionogram Scaler with True height
(ARTIST), version 5 (Galkin and Reinisch, 2008). On the right-hand side, time of flight converted to the virtual
height (the same as that on the left side) is shown by a blue color. Different directions for the overhead ordinary
and extraordinary ionospheric returns are shown. At the bottom, there is a maximum usable frequency (MUF)
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Figure 3.13: Ionogram interpretation (Witvliet et al., 2015)

range in MHz and the distance (D) in km. The virtual heights of the different layers are shown in a rectangular
block. For example, the sporadic E layer (Es) is located at 123.0 km virtual height (A’) (shown by a horizontal
black line in the figure).

Critical frequencies distinguish different layers, and their virtual heights start from the lowest point of each
layer’s curve. The ionogram shows the heights at which ionosonde waves are reflected by ionospheric layers
with different plasma densities. The critical frequency occurs at the maximum frequency of each curve. The
ionogram can show Es and spread-F, apart from the E, F'1, and F2 layers. Es is a very dense region with a
critical frequency of more than ~ 16 MHz. These layers are thin compared to the height of the ionosphere.
They can cause blanketing and appear to have a narrow vertical structure at an altitude of ~ 100 km, which
can move up and down when waves such as AGWs interacts with the layers. Ionograms also show the signals
that are reflected by means of multiple hops. Figure 3.13 demonstrates a double hop in the range of the virtual
height from 230 and 450 to 700 km with the critical frequency of 7.2 and 8.0 MHz for ordinary and extraor-
dinary waves, respectively. Spread-F is seen in the ionogram when the density gradient and the transmitted
wave are perpendicular. This phenomenon is usually observed as multiple traces (spread) in the F-region. Two
phenomena leading to the absence of echoes (i.e., no returned signals) on the ionogram are D-region absorp-
tion caused by the D-region ionization, and lacuna resulting from turbulence. For example, during a large
electric field in the ionosphere, a complex structure may occur and cause the reflected signals not to reach
the receiver (https://www.ukssdc.ac.uk/ionosondes/ionogram_interpretation.html). An example of a data gap is
shown between 4 and 5 MHz (in Figure 3.13), i.e., the absence of the returned signals). In the Figure, there
are descriptions of both ordinary and extraordinary wave propagation.

3.4.3 Zhongshan ionosonde

A Digisonde Portable Sounder-4 (DPS-4) ionosonde is located at the Zhongshan station, i.e., at 77.1° S, 121.3°
E geomagnetic coordinates. The operation of the ionosonde at Zhongshan started in 1995 (Zhang et al., 2015).
It operates between 1 - 40 MHz frequency with 100 kHz intervals. Its bandwidth at - 6 dB points is 20 kHz
with a 66.7 us minimum pulse width. It transmits and receives signals by means of a Delta antenna and four
active crossed loops, respectively. Its antenna transmits with an output impedance of 50 Q, and its output
power is 500 W, i.e., 250 W per antenna. Its pulse repetition frequency is 50, 100 or 200 pulses per second,
while its range accuracy is 2.5, 5 or 10 km. Its maximum Doppler range is + 50 Hz (Li et al., 2007).
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3.5 Models

This section discusses the models that were applied in this research, namely the Dusty model, Mass-Spectrometer-
Incoherent-Scatter model (MSISE-90), International Reference Ionosphere (IRI-2016), and Horizontal Wind
Model (HWM14).

3.5.1 Dusty model

3.5.1.1 Introduction

Initially, the Dusty model (Mahmoudian et al., 2011) was developed to study the Polar Mesospheric Summer
Echoes (PMSEs) defined in subsection 4.3.2. Ogawa et al. (2002) reported some characteristics of PMSEs as
measured by SuperDARN HF radar. The authors demonstrated that it is not easy to observe PMSEs in the
Antarctic mesopause due to its warmer summer, compared to the Arctic mesopause. The beams of their radar,
i.e., Syowa east or SYE, are most sensitive at elevations angles between 15° and 35°, depending on the fre-
quency chosen to detect the E and F region field-aligned irregularities.

The following conditions are taken into consideration when selecting backscatter power representing PMSEs
from other overlapping echoes:

1. Echoes come from near range gates (180 and 315 km).
. Their power (in dB) is greater than 6 dB.
. Their Doppler velocity (in m/s) is between -50 m/s and 50 m/s.

. During their occurrence, the Kp index is less than or equal to 2.

2
3
4. Their spectral width (in m/s) is less than 50 m/s.
5
6. PMSEs continue for more than 60 minutes.

7

. PMSEs appear in almost all the radar beams.
8. PMSESs move across the radar beams.

Other researchers have also published similar PMSE conditions (Rapp and Liibken, 2004; Liu et al., 2013;
Ogunjobi et al., 2015, 2017). Chen and Scales (2005) and Mahmoudian et al. (2011) used ground-based iono-
spheric heating facilities to model the temporal behavior of plasma irregularities that cause PMSEs. They
considered both diffusion and dust charging during the PMSE experiments where heat was applied. Their
hybrid computational models use fluid equations and the Particle-In-Cell (PIC) method to study the temporal
behavior of electrons and ions when the heater is on and off. The equations and a description of the DUSTY
model are found in the paper by Mahmoudian et al. (2011).

3.5.1.2 Input and output of the DUSTY model

A hybrid computational model is needed to produce the PMSE response during experiments where heating
occurs. The electrons and ions are described by means of fluid equations, while the dust is investigated with
particle simulations via the Particle-In-Cell (PIC) method.

Running the software:

¢ Input file: This file contains three lines:

— 1. The length of simulation box (Ix), number of species (nsp), time intervals (dt), number of time
intervals (nt), number of grid cells (nx), and number of time intervals at which the data will be
plotted (iplot).

— 2. The initial electrons (ne,), ion density (ne;), number of dust particles (n).

- 3. The dust plasma frequency (wp), gyro frequency (w.), ratio of charge and mass (g/m or qm),
electron thermal velocity (vte), ion thermal velocity (vti), dust thermal velocity (vtd), charging rate
(chrgrate), initial charge state (zeq), production rate (Qs).
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* Output: The radar echo power is normalized to the maximum value by means of simulation. For example,
dust with a radius of rd = 4 nm and density of 170%, can be explained as follows:
The normalized dust density of 170% means that the number of dust particles nd (noting that for ne =
ni = nd = 10° m~3) should be:

_170x2x10m™3

00 =1.7x2x10°m ™3 = 3.4 x 10°m 2. (3.41)

nd

The dust densities of other percentages, i.e., 20%, 50%, 80% and 100% are 0.4 x 10° m™3, 1 x 10° m~2, 1.6 x 10°
m~3 and 2x10° m~3, respectively. The model has proved to be very accurate for estimating the dust parameters
at the PMSE and PMWE altitudes (Mahmoudian et al., 2011, 2020).

3.5.2 Mass-Spectrometer-Incoherent-Scatter model (MSISE)

The MSISE model is an empirical model that provides the neutral temperature and densities in Earth’s atmo-
sphere from the ground to thermospheric heights (Hedin, 1988, 1991). The model was developed and improved
progressively using satellites (AE-B, Ogo 6, San Marco 3, Aeros A, and AE-C) to measure Ng, with incoherent
scatter radars observing neutral temperatures. Formulae and their outputs are documented by Hedin, Salah,
Evans, Reber, Newton et al. (1977) and Hedin, Reber, Newton, Spencer, Brinton et al. (1977). This model is bet-
ter at estimating the global temperature and N9 density than other global models. The model was improved
by using rocket flights, seven satellites, five incoherent scatter radars, and high solar activity data (derived
from rocket probes) (Hedin, 1983). For the first time, magnetic storms and heating effects were included as
the input parameters, and the model was named MSIS-83. Its improvement continued with MSIS-86 (Hedin,
1988).

New instruments, such as space shuttle flights and incoherent scatter data were added to the list: the mass
spectrometer, solar ultraviolet (UV) occultation, pressure gauge, falling sphere and grenade detonations were
used to improve the model (Jacchia, 1971; Hedin, 1991; Picone et al., 2002). MSISE-90 is a revision of MSIS-86,
which estimates Helium (He), Oxygen atom (0O), Oxygen molecule (02), Nitrogen atom (N), Nitrogen molecule
(02) and Argon (Ar) number densities (Hedin, 1991). It also provides neutral and exospheric temperatures.
The model computes the total mass density of the above species, anomalous oxygen number density, exospheric
temperature, and the temperature with altitude. The improvement of the estimation of the parameters of the
lower thermosphere, mesosphere, and lower atmosphere is based on the new data. The data were derived from
historical rockets, and incoherent scatter radars. Local time, longitude, and annual and semiannual variations
in this model are described by means of low-order spherical harmonics and the Fourier series. MSISE-90 con-
siders neither the drag measurements nor the satellite-borne accelerometer data, which are included in the
model developed by Picone et al. (2002).

The inputs for the MSISE-90 are year, day, time of day, geodetic altitude (0 to 1000 km), geodetic latitude,
longitude, local apparent solar time, 81-day average of F10.7 solar flux, daily F10.7 solar flux for the previous
day and daily magnetic index. Other inputs, such as F10.7 (daily) and F10.7 (3-month average), and the daily
ap for 00-03, 03-06, 06-09, 09-12, 12-33 and 33-59 hours are specified before use. The data were obtained for the
period between 14 February 1960 and 31 October 2020, but the time and end date are updated every month.
The model provides a very good estimation of the above parameters (Hedin, 1991). However, challenges exist,
in that its measurements do not agree with those of instruments at specific locations. There may be reasons for
these discrepancies (Hedin, 1991; Picone et al., 2002). For example, from 70-90 km, the density measured by
the rocket shows a more expansive and flatter mesopause, contrary to that calculated by MSISE-90. It is not
possible to model the density fluctuations of short-term variations, such as those caused by gravity waves and
tides. The model shows a good agreement of temperature and density in the mesopause region of at least 5%.
The estimate of the MSISE-90 model shows that the semiannual temperature variation near 100 km (January
maximum) by the MSISE-90 model is consistent with EISCAT temperatures at high latitudes (Hedin, 1991).
The estimation of the parameters by MSISE-90 is a clear improvement on the estimation of those by MSIS 86
(Hedin, 1991). The Joule heating effect complicated the estimation of neutral parameters, so the daily varia-
tion at high latitudes does not have sufficient data. This model estimates climatological parameters, near the
mesopause its estimates may conflict with data from other sources. In this thesis, MSISE data were used to
estimate the GDI scale length for the simultaneous occurrence of TIDs and NREs. The data can be accessed
online at (https:/ccmc.gsfe.nasa.gov/modelweb/models/msis_vitmo.php).
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3.5.3 International Reference Ionosphere (IRI)

The IRI model was initiated in 1961 by the Committee on Space Research (COSPAR). The first results of this
group were presented as the COSPAR International Reference Atmosphere (CIRA). In 1968 the International
Union of Radio Science (URSI) joined this project, and after ten years, the first IRI model was published (Bilitza
et al., 1992). It computes electron and ion (O*, H*, H}, 02%, NO™") densities, total electron content, electron,
ion and neutral temperature (CIRA - 86), equatorial vertical ion drift and so on. The measurements are esti-
mated for the altitudes of the area between ~ 60 and 2000 km. URSI and COSPAR play an essential role in
improving and updating the model (Bilitza, 2001). It is an empirical model, i.e., based on ground and space
data, for which both Algol 60 and Fortran 4 computer code is used. The peak of the ionosphere is selected by
this code based on the measurements of ionosonde stations all over the world (Rawer et al., 1978; Bilitza et al.,
1992). The output is made by combining different instruments. Incoherent scatter radar observations and
topside sounder profiles (for the topside), satellites, ionosondes, rockets, mass spectrometers, and retarding po-
tential analyzers are used. Also included are theoretical models, such as formulae, interpolation (latitudinally)
and extrapolation for altitudes of between 1000 and 2000 km.

The improvement of this model is ongoing (Bilitza, 2001, 2003; Bilitza and Reinisch, 2008), and is recognized
by the International Organization for Standardization (ISO). The current version was updated by Bilitza et al.
(2016). The IRI model strongly depends on data, and is less accurate over the auroral region of the southern
hemisphere due to the sparse ionosonde coverage as a result of tough weather conditions. The values of elec-
tron density produced by the IRI model are not accurate, especially for periods of high solar activity (Bilitza
and Reinisch, 2008).

The inputs required to run the model for this study are: year (1958-2020), month, day, time (UT or LT), hours,
coordinate type (geographic/geomagnetic latitude and longitude) and height (km, start, stop and step-size)
(Bilitza, 2001, 2003; Bilitza and Reinisch, 2008; Bilitza et al., 2016; Bilitza, 2016).

The expected outputs of IRI-2016 are divided into three categories (Bilitza, 2001, 2003; Bilitza and Reinisch,
2008; Bilitza et al., 2016; Bilitza, 2016):

¢ Independent variables: year, month, day of month, day of year, hour of day (UT/LT), solar zenith angle (°),
height (km), geographic/geomagnetic latitude (°), geographic/geomagnetic longitude (°). Other parame-
ters are the corrected geomagnetic (CGM) latitude (°), CGM longitude (°), magnetic inclination (DIP) (°),
modified dip latitude (°), invDip (°), Dip latitude (°), Magnetic Local Time (hours).

* IRI model output parameters: The following were used for this study: electron density (N,) (m~2), neutral
temperature (Tn) (K), ion temperature (Ti) (K), and electron temperature (Te) (K). Other parameters
(that were not used in this study) that can be obtained from the model are as follows: atomic Oxygen
ions (O*) (%), molecular Oxygen (O3) (%), atomic Nitrogen (N*) (%), ratio of (N.) and F2 peak density
(N./NmF2), atomic Hydrogen (H™), ions (%), atomic Helium (H;) (%), Nitric Oxide ions (NO%) (%),
cluster ions (%), height (km) and density (m~2) of F2 peak (hmF2), F1 peak (hmF1), E peak (hmE), D
peak (hmD), total electron content (TEC) (101° m?), TEC top, percentage, propagation factor M(3000)F2,
bottomside thickness (B0) (km), bottomside shape (B1), E-valley width (km), E-valley depth (Nmin/NmE),
plasma frequency (MHz) of F2 (foF2), F1 (foF'1), E (foE), D (foD), CGM latitude of auroral oval boundary,
ratio foE storm to foE quiet, and spread-F probability.

* Indices used by the model: 12-month running mean of sunspot number (Rz12), ionospheric index 1G12,
daily solar radio flux F107D, 81-day solar radio flux F107 (81D), ap (3-h and daily), and Kp (3-h).

In this thesis, IRI data were used to estimate the GDI scale length for the events studied. The data of this
model can be accessed online at (https://ccme.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php).

3.5.4 Horizontal Wind Model (HWM)

The HWM is the neutral wind model based on satellite, rocket, and ground-based wind measurements. It gives
a statistical representation of the horizontal wind patterns of the Earth’s atmosphere from the ground to the
exosphere, i.e., from an altitude of 0 to 500 km (Drob et al., 2008). The output of the HWMO07 depends on
geographic location, altitude, day of the year, local solar time, and geomagnetic activity. The zonal mean circu-
lation, migrating tides, stationary planetary waves, and seasonal modulation are included (Drob et al., 2008,
2015). The current model (HWM14) provides improved representations of time-dependent, observational-based
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migrating tides and global empirical specification of the upper atmospheric general circulation fields. This up-
dated model provides a good representation of the climatological ionosphere plasma distribution and electric
field patterns (Drob et al., 2015). It was developed by using 73 x 10® measurements taken for more than 62
years by 44 instruments globally. The storm-induced perturbation of the neutral wind (DWMO07) (Drob et al.,
2008) remained unchanged for the updated current model (Drob et al., 2015). Two components, the meridional
and zonal velocity components of the horizontal neutral winds, are offered upon entering the time (day of the
year, year, month, day of the month, hour, minute, and second) and position (latitude, longitude and altitude)
(Drob et al., 2015).

At high latitudes, HWM14 performed better than the HWMO07, using the observations of the Fabry Perot
interferometer (FPI) as a standard. For equinox winds measured from the South Pole along the 82.5° W merid-
ian the HWMO07 was better than the HWM14 at that location. The representation of quiet time wind (Kp <
3) during winter (Emmert et al., 2006) at the high latitudes by the HWM14 agrees with FPI observations.
However, this is not the case at all magnetic local times (Drob et al., 2015). Comparison between HWM14 and
FPI measurements at high-latitudes show a good agreement, but the agreement doesn’t occur at the coincident
magnetic local times. Eastward momentum is observed in the post-dusk sector when there is an increasing
solar flux and greater westward momentum in the post midnight sector when there is a decreasing solar flux
(both in magnetic local time) implying a greater eastward momentum during larger solar flux conditions (Drob
et al., 2015). The model still has problems which need attention, for example, the fingerprint of ion convection
during quiet winter times and the vertical variation of the horizontal winds above an altitude of 250 km (Em-
mert et al., 2010; Drob et al., 2015). The Pyglow package was used to get the data for the neutral wind model.
It can be accessed online (https:/github.com/timduly4/pyglow/). In this thesis, the zonal wind component was
used to estimate the perturbed GDI scale length at an altitude of 100 km. The results are presented in chapters
5 and 6.

3.6 Summary

This chapter focused on the instruments and some models that were used for this research. SuperDARN
HF radars, magnetometers and ionosondes were discussed in detail. SuperDARN parameters such as the
backscatter power, Doppler velocity and spectral width, as well as the convection map potentials, were high-
lighted. Both the SANAE and Zhongshan magnetometers received attention. The ionosonde in Antarctica
at the Zhongshan station was discussed. Finally, four models, which were very important for this study are
introduced. DUSTY, MSISE-90, IRI-2016, and HWM14 models were used to estimate dust particle densities
and radii, using the backscatter power of NREs, TIDs parameters, GDI scale lengths, and primary waves that
cause secondary waves. The SuperDARN HF radars recognize these secondary waves as NRE’s.



Chapter 4

PREVIOUS TID and NRE STUDIES

4.1 Introduction

In this chapter, previous studies of TID observations and their propagation modes are discussed. The Perkins
instability is introduced. Examples of NREs, such as Polar Mesospheric Summer Echoes, Farley Burneman
Instability (FBI) and Gradient Drift Instability are described.

4.2 Observations of traveling ionospheric disturbances

TIDs are the electron density variations perturbed in waveform by energy carried by AGWs while propagating
in the ionosphere/thermosphere (see Figure 4.1). TIDs are also generated by the Perkins instability, Lorentz
force, Joule heating, geomagnetic storms, the E-region dynamo, and so on. These irregularities have wave-
forms that affect radio signals in the ionosphere. For example, AGWs are detected directly by means of the
behavior of neutral gas. TIDs are detected indirectly as perturbations of the ionospheric plasma, which is
simply a passive tracer of the motion of neutral gas. AGWs are measured by interferometers, airglow imagers,
satellite mass spectrometers or accelerometers and rockets, while TIDs may be detected using GPS receivers
for the Total Electron Content (TEC) variability, HF Doppler radars, lidars, ionosondes, incoherent scatter
radars, and airglow imagers (Hocke et al., 1996; Schunk and Nagy, 2000, 2009).

To obtain the propagation velocities, wavelengths, periods and amplitudes of TIDs, HF Doppler radars are
the best choice. To investigate the vertical wave structure of the neutral density, ion density, ion and electron
temperatures, incoherent scatter radars would be the right choice. For example, incoherent scatter VHF radars
can accurately estimate the altitude of these disturbances. TIDs are divided into three main classes:

* large-scale traveling ionospheric disturbances (LSTIDs) with horizontal phase velocities between ~400 -
~1000 m/s wavelengths of more than ~1000 km and periods of between ~30 min and ~3 hours (Hayashi
et al., 2010),

* medium-scale traveling ionospheric disturbances (MSTIDs) with horizontal phase velocities between
~250 and ~1000 m/s, wavelengths of several hundreds of kilometers and periods between ~15 min and
~1 hour, and

¢ small scale traveling ionospheric disturbances (SSTIDs) with horizontal phase velocities in the range
~300 - ~3000 m/s, and the periods between ~2 and ~5 min (Hocke et al., 1996; Hunsucker, 1982; Fritts
and Alexander, 2003; Grocott et al., 2013; Oinats et al., 2015).

Note that in this thesis we focus on the MSTIDs only.

4.2.1 Propagation modes of TIDs and AGWs

Figure 4.1 top panel shows four modes by which TID/AGW waves propagate. The first group is called the upper
mode, numbers 1 and 2 in the figure. They are direct waves and propagate in a horizontal direction. These
are LSTIDs that originated from the polar ionosphere and propagate over long distances toward the equator.
The second group is known as the lower modes and are denoted by 3 and 4 in the figure. They are generated
between the Earth’s surface and the lower thermosphere. Sometimes they are reflected by the Earth. These
are believed to be MSTIDs that develop at high latitudes and propagate equatorward (Hocke et al., 1996).

In most cases TIDs and AGWs seem to be MSTIDs, while LSTIDs are generally linked with geomagnetic
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Figure 4.1: Sources and propagation modes of AGWs/TIDs in the atmosphere. Upper modes (1 and 2) and lower
modes (3 and 4) are illustrated in the top panel, while waves (with other parameters) and their directions are
shown in the bottom panel. The figures were adopted from Hocke et al. (1996) and Iserhienrhien (2016).

storms. Enhanced auroral electrojets and/or intense charged particle precipitation give rise to Joule heating,
and sometimes Lorentz forcing may take place. These two mechanisms are the primary sources of LSTIDs in
auroral or sub-auroral regions during geomagnetic storms (Waldock and Jones, 1986; Palmroth et al., 2005;
Ding et al., 2008; Hayashi et al., 2010). LSTIDs triggered by geomagnetic storms travel from high latitudes to
low latitudes and sometimes may cross the equator, heading to the high latitudes of the opposite hemisphere
(Tsugawa et al., 2004; Ding et al., 2008; Hayashi et al., 2010; Habarulema et al., 2015). A study conducted over
Japan and Australia using the GPS Earth observation network (GEONET) and international GNSS service
(IGS)(Idrus et al., 2013), found that LSTIDs and electromagnetic waves are not directly linked. LSTIDs and
electromagnetic waves in the northern and southern hemispheres were dependent on AGWs and propagated

equatorward (Idrus et al., 2013).

To differentiate between AGWs generated at tropospheric altitudes and propagating upwards to cause TIDs,
and those generated by energy deposition at high latitudes, measurements at different altitudes were compared
with the radars measurements (e.g. Hunsucker, 1982). Cross-spectral analysis was used to identify MSTIDs
in different parts of the field of view (FOV) of SuperDARN radars. He et al. (2004), Ishida et al. (2008), and
Atilaw et al. (2021) used SuperDARN HF radar data to investigate MSTIDs with the following results:

1. their periods varied from over 30-80 min (corresponding to frequencies of 0.2-0.6 mHz) or 15 - 60 min,
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2. wavelengths varied in the range 200-800 km, and
3. phase speeds were in the range 100-300 ms™!.

The parameters of these waves show that they were associated with medium-scale gravity waves. The HF
radar can observe TIDs within the range between 100 and 1000 km.

MSTIDs were reported by Ogawa et al. (2009) using several instruments such as the Hokkaido HF Super-
DARN radar, all-sky imager and GPS network. Using 630-nm airglow images, nighttime MSTID activity was
found to have a significant peak during May to July (during summer) with few during November to Febru-
ary (during winter) (Shiokawa et al., 2008). Sometimes AGWs were the mechanism for generating MSTIDs.
Beacon waves from NNSS satellites indicated that the probability of medium-scale AGWs at high southern
latitudes was the greatest in winter and the lowest in summer (Ogawa et al., 1987).

SuperDARN backscattered echo power from the ground or sea surface is essential in studying MSTIDs. These
waves perturb electron density which also causes the focusing and defocusing of HF ray paths and hence fluctu-
ations in the backscatter power. In a numerical study of TIDs generated by upward propagating gravity waves,
Miyoshi et al. (2018) found that their periods, phase velocities, and wavelengths varied between 45 and 90 min,
250 and 300 m/s, and 700 and 1500 km, respectively. Vlasov et al. (2011) used data from the EISCAT Svalbard
incoherent scatter radar between March 2007 and February 2008 to study AGW-TIDs observed in the field-
aligned ion velocity, electron density, and electron and ion temperatures. Their periods had two peaks at 30-42
min and 66-78 min. The maximum and minimum numbers of these TIDs occurred between May and July (sum-
mer months in the northern hemisphere) and between November and January (winter months), respectively.
Their vertical wavelengths were estimated at ~25 km, and their average horizontal phase velocity was 250 m/s.

Using two-dimensional TEC perturbation maps, Ding et al. (2008) studied the characteristics of LSTIDs during
strong magnetic storms that occurred during 2003-2005 at mid-latitudes. They found that the mean amplitude,
period, horizontal phase velocity, and azimuths were 3.5 TECU (TEC is measured in TEC units), 108 min, 300
m/s, and 187°, respectively. The maximum number occurred at 12:00 LT and 19:00 LT, while 26% of 135 LSTID
events occurred at nighttime. The LSTIDs UT and LT dependence were associated with auroral geomagnetic
disturbances. Daytime LSTIDs for 15 December 2006 were reported by Hayashi et al. (2010) as identified by
the Hokkaido SuperDARN radar and GPS Earth Observation Network (GEONET). They found two distur-
bances, one propagating southward at 600-650 m/s with a period of 45 min and the other one propagating
northward at 800-850 m/s with a period of 30 min. They suggested that the LSTIDs propagating northward
could have been generated in the southern hemisphere.

Frissell et al. (2014) reported a climatology of daytime mid-latitude MSTIDs using the Blackstone SuperDARN
radar in the United States of America. They found two populations, one heading southeast and the other one
heading northwest. Horizontal wavelengths and phase velocities were in the range 100-500 km and 50-250
m/s, respectively, and periods were between 23 and 60 min. Using the TIGER SuperDARN located in Tasma-
nia, He et al. (2004) studied seasonal and diurnal variation in the propagation direction of MSTIDs from sea
echoes. In general, they found that most MSTIDs propagate toward the north around dawn and dusk, but the
direction changes throughout the year. They were associated with local time irregular magnetic disturbances.
Those generated around dawn and dusk were associated with the ionospheric electric field, while the Lorentz
force probably caused those generated during the dayside.

Nighttime MSTIDs were investigated by Liu et al. (2019) using VHF coherent scatter radar and the GNSS
network located at Wuhan, China. They found that the horizontal phase velocity was < 180 m/s with a period
of ~33 min and propagation was in a southwestward direction. Sun et al. (2015) discussed FAI structures as-
sociated with MSTID events that were observed by an all-sky imager, a digisonde and a GPS receiver around
Xinglong in China. They found that MSTIDs propagated southwestward from higher latitude regions to Xing-
long. The FAls traveled northwestward with a relative velocity of about 87 m/s with respect to the main-body
MSTIDs. The Falkland Islands SuperDARN radar has also observed MSTIDs within the ground backscatter
data (Grocott et al., 2013). Their periods, wavelengths, horizontal phase velocities were 30-80 min, 200-800 km,
and 100-300 m/s, respectively. Some MSTIDs headed northward (equatorward), associated with enhanced so-
lar wind-magnetospheric coupling and others toward the west, caused by winds over the Andean and Antarctic
Peninsula mountains or the Antarctic Polar Vortex. Ishida et al. (2008) researched daytime MSTIDs using Su-
perDARN data for auroral and middle latitudes. Their periods were 20-50 min and their phase velocities were
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Figure 4.2: SuperDARN MSTID illustration: (a) Ground focusing and defocusing of HF radar’s ray paths
during a passing TID. (b) Ground backscatter power of beam 8 of the Falkland Islands radar between 11:00
and 21:00 UT (Grocott et al., 2013).

80-280 m/s. Due to enhanced dissipation and the reduction of the ion-drag effect, MSTIDs with higher horizon-
tal phase velocities could not reach the middle latitudes. Mid-latitude MSTIDs were observed by Ogawa et al.
(2009) using the Hokkaido SuperDARN radar, a 630-nm all-sky imager and a GEONET receiver. Two events,
one in winter and the other in summer, were observed. Daytime MSTIDs propagated southeastward, while
nighttime MSTIDs propagated southwestward. The nighttime MSTIDs had a period of 60 min, a wavelength
of 600 km and a phase velocity in the range 80-170 m/s. The daytime MSTIDs had periods in the range of
30-50 min, a phase velocity of ~120 m/s and wavelengths of 200-300 km. Figure 4.2 shows an MSTID observed
by the Falkland Islands Radar (FIR) located at 51.8°S, 59.0°W. The TIDs moved at speeds of 100-300 m/s, with
wavelengths of 200-800 km and periods varying between 30 and 80 min. MSTIDs are interpreted in terms
of AGWs (Nishitani et al., 2019), but the nighttime MSTIDs may be caused by Perkins instability (Nishitani
et al., 2019; Atilaw et al., 2021). Ionospheric SuperDARN coherent scatter (IS) from 11.9 m (for SANAE HF
radar) and 14.6 m (for Zhongshan HF radar) scale field-aligned irregularities (FAIs) is the primary data source
in this thesis.

4.2.2 Perkins instability

The Perkins instability was initially introduced by Perkins (1973) when modeling the nighttime spread-F
and ionospheric currents in the ionospheric F-region of the mid-latitudes. He first pointed out that the most
important physical phenomena in studying the parallel dynamics are the electric field and neutral winds, while
the perpendicular dynamics are driven by gravity and the pressure gradient.

To establish the Perkins instability dispersion and growth rate equations, the following assumptions were
made (Perkins, 1973);

¢ The magnetic field B is uniform, but changes in a horizontal direction, i.e., it must have a dip angle D
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with the horizontal.
* Gravity (g) pulls the plasma downward and creates a current in the direction of g x B.

* The atmosphere has a single species distributed in altitude, based on the scale height H and horizontally
stratified.

¢ The Pedersen currents (J) from the electric field and neutral winds support the ionosphere through J x B.
* Recombination and ion-drag are not considered.

¢ The plasma density is high enough so that Q >> v;,, and only the Pedersen current is significant.

* The E-region contributions to the conductivity of the ionosphere are ignored.

* The plasma is in isothermal equilibrium.

¢ The plasma is quasi-neutral, i.e., n; = n, = n.

Hamza (1999) improved the work of Perkins (1973) and of Miller et al. (1997) by considering the plasma density,
Pedersen conductivity gradients and a neutral wind velocity. Apart from the above-mentioned assumptions,
Hamza (1999) added another assumption, namely that neutral winds from AGWSs can carry electrons and ions
along the B lines, but not across the lines. This extension opens the possibility of investigating the influence of
perpendicular gradients in both the background conductivity and background plasma density, which enables
the study of the Perkins instability at high latitudes.

The ionosphere is a region that consists of plasma with density n and which conducts electric current with
the electric conductivity X. The height-integrated density (V) and the height-integrated conductivity (X) are
defined by:

N = /ndh 4.1)
and
nv;pec

= dh 4.2
& 42

where,
h=xcosD —zsinD 4.3)
l=xsinD +zcosD (4.4)

where A, x and z, and D are the height, coordinate positions, and the dip angle, respectively and are related via
the equations (4.3) and (4.4) as shown in Figure 4.3 (a) (for the northern hemisphere) (Perkins, 1973; Hamza,
1999). The coordinates (x, y) identify a particular field line and the direction between x and the distance
[ = x/sinD (along north-south, as shown in Figure 4.3 (a)), when the height-integrated Pedersen conductivity
calculation is involved. Figure 4.3 (b) shows the angle a between the wave vector and y-axis (eastward direc-
tion), while f is the angle between the electric field and the y-axis. This figure also shows the wave propagation,
electric field, and wind directions when there are perturbations.

In this thesis, only a few equations describing the Perkins instability are shown. More detail and the full
derivation can be found in the paper by Hamza (1999). The moment equation is described by:

xB

-2TV, + ne(v

)—nqub+nm,~g—anin(v—u)=0 (4.5)
c

where n, T, B, ¢, m;, g, vin, M,, and u are the plasma density, temperature, velocity, magnetic field, the
potential, ion mass, gravitational acceleration, molar mass and the neutral wind velocity, respectively. In the
presence of the background plasma density, there are two cases to be discussed. The first is that of the case of
the equilibrium. The continuity equation is expressed by:

0N,
—+
ot m;Q

{eq)o +m,-gcosDx,No} -0 (4.6)
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Figure 4.3: (a) Figure 1 and caption from Perkins (1973), page 219: “Geometry of the coordinate systems.
The view is toward the east in a northern hemisphere magnetic meridian plane. The unit vectors [ and h are
in the horizontal and vertical directions, respectively. The unit vectors 2 and X are, respectively, parallel and
perpendicular to the magnetic field B, which has a dip angle D.” (b) Figure 2 from Hamza (1999), page 22,572:
electric field E, wave vector k and neutral wind velocity U.

where the Poisson brackets A,B =2 x VA.VB. Here A and B could be any function of space (x, y, z) and time (t).
The initial electrostatic potential is ®@,. For a steady condition, 6/6¢ = 0. The solution of the continuity equation
is as follows:

N =N,(e®,+m;gcosDx). 4.7)

This equation indicates that the background field aligned-integrated plasma density is a function of the poten-
tial energy. Also here, the presence of the background plasma density gradient would introduce an E, x B.VN,
term, which Perkins (1973) did not consider. The background electric field is defined as E, = —V®,. For this
zeroth-order equation, the background plasma density profile would be related to the background conductivity
by the following equation;

eE,ycosD —m;Qu,sinD

ed, + m,-gcosDx)]‘

N, =5%,Q =

[exp(—a (4.8)

ge?sinD?

The second case is the instability state (Hamza, 1999), which was introduced by Perkins (1973) but for only the
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nighttime of the 1onospheric F-region. In the absence of neutral wind this frame would travel northward at a

horizontal velocity of B <o D (Perkins, 1973). Hamza (1999) introduced three dimensionless variables to discuss
the improved theory of the instability. The variables N, @, and X are assumed to be; N=N,+06N,d=0,+6,

and £ =X, +6Z, hence the dimensionless variables are defined by y = 5N ,é= and p=e ggf

The continuity equation is then rewritten as:
o +( gcosDy).V(;Hmp)=0 (4.9)
ot Q

where o is defined by:

2m;ingcosD(m;gcosD —eE,x) eE,, tan_2D(eEoy —-m;Qu,tanD)

o=1+
(eE,y)? +(eE oy —mjcosD)? (eE,y)? +(eE o —mjgcosD)?

(4.10)

There are two special cases to discuss. The first, is when ¥ =0, 0 =0, and u = 0. This is the case discussed by
Perkins (1973). Note that § = o kk g

of the field line integrated Pedersen conductivity, which involves the variable ¢, can be estimated (Hamza,
1999).
The Perkins instability growth rate y* is expressed by:

@, where k is the wave vector. Similarly, the continuity equation in terms

sinasin(f — a) +

E, D M
P=c L ' gzz (1+2F’;)Sinasina’. (4.11)
where 0 and a are shown in Figure 4.3 (b). The maximum growth rate y~ . is achieved when a = (6/2) + nx

P
and it can be derived by setting % =0. Its equation is:

E,cosD | (0
Vmax = ¢ =gz sin® (3. (4.12)

The second special case is the instability triggered in the presence of AGWs (Hamza, 1999). The growth rate
(yY®W) in this case is given by:

D
yGW:yP+CO;I [uztanD+ulcosasin(a—5)]. (4.13)
The maxima of this growth rate, when u; =0, is expressed by:

Uz .
Yﬁ‘;vx aup=0" = Yfr)mx + EZ sinD. (4.14)

When u; #0, the maximum growth rate is expressed by:

E,cosD u u
GW 0 z 1
y — 22" 19 tanD — cosf —

max = ¢ BH cE,/B a cos cE,/B

. u; 2 u; .
1 -2 - 41
s1n5+\/ +(0EO/B) gm0 (4.15)

Together with other mechanisms, the Perkins instability causes TIDs. In this thesis, the focus is on the impact
the TIDs have on NREs.

4.3 SuperDARN HF radar near range echoes

In this study, NREs are defined as the echoes within the 180 to 315 km range, i.e., from the first to the fourth
gates of SuperDARN HF radars. NREs may be caused by meteor scatter, PMSEs associated with dust particles,
High-aspect Angle Irregularity Regions (HAIR) associated with auroras, and FAIR associated with the GDI.
SuperDARN HF radars consist of a global network of more than 30 radars (chapter 3). Each of the radars
used in this study normally operates in the 8-20 MHz frequency range, has at least 16 beams arranged in a
fan ~ 53° wide, has a range resolution of 45 km. They observe at range distances from ~180 to ~3500 km at
an altitude of ~80 to ~300 km in the ionosphere (Greenwald et al., 1995; Chisham et al., 2007; Nishitani et al.,
2019). Near range echoes are observed at the near range gates in all beams of each radar.
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4.3.1 Meteor echoes

NRESs may be caused by meteoroids or space debris that enter the Earth’s atmosphere as meteor trails. The
collisions between the meteor trail particles and air molecules, result in heat and finally cause ablation. Ion-
ization takes place during these processes and is observed in their radio wave scatter. Radars can receive the
returned signal from the meteor plasma trail. Electrons and ions spread at the same rate due to the polar-
ization fields, when electrons diffuse in the direction opposite to that of the ions. This kind of charge particle
diffusion is known as ambipolar diffusion. This diffusion is a consequence of the unbalanced concentration of
the medium. Temperature is an important parameter and is responsible as this process develops from higher
to lower concentration regions. Diffusion continues until the media (volumes in space) are in equilibrium, and
the plasma irregularity needed to reflect the radar signal disappears.

4.3.2 Polar mesospheric summer echoes

4.3.2.1 Origin of polar mesospheric summer echoes

Globally, the Sun heats up the tropospheric weather system and causes air circulation from the equatorial to
the polar regions. The air is raised by gravity waves and/or any buoyancy forces (such as winds). One of the
causes of the wind is the air circulation caused by the temperature difference, which leads to convection in the
hot and cold air. The universal gas law is introduced to predict the governing physical parameters during the
air expansion towards the mesosphere (equation (4.16)).

PV =nRT (4.16)
R=X fB = 8.314462618 J/(mol.K) is the universal gas constant, n is the number of moles of particles in the
volume of air, P is the air pressure, N is the number density of the air molecules, V is the air volume, kp is the
Boltzmann’s constant and 7' is the thermodynamic temperature.

For N and kp, which are considered constants during the process, the temperature is directly proportional
to the air pressure and the volume (equation (4.16)). As the air moves upwards, its pressure (P) decreases,
because it seeks equilibrium with the surrounding barometric pressure (p). The rising air mass displaces the
surrounding air and loses its energy in the form of mechanical energy. Its internal energy drops and causes a
significant decrease in its temperature. The barometric pressure decreases and follows the temperature trend
as the altitude (k) increases from the Earth’s surface to the mesopause (Brasseur and Solomon, 2006). This
pressure also is affected by temperature and humidity within the medium. In the troposphere, this pressure is
described by equation (4.17).

oM
L.h)RAL 4.17)

P=Do (1 -,
where L = % =0.00976 K/m is the temperature lapse rate for dry air. Equation (4.17) can be rearranged into
equation (4.18):

cpM

g.h \"F g.h.M
Sal 1S -
c,,.TO) poexp R.TO)
where p, = 101325 Pa is the sea level standard atmospheric pressure, ¢, = 1004.68506 J/(kg.K) is the constant-
pressure specific heat, T, = 288.16 K is the sea level standard temperature, g = 9.80665 m/s? is the Earth-
surface gravitational acceleration and M =0.02896968 kg/mol is the molar mass of dry air.

(4.18)

p=po(1—

Once the air temperature drops at the mesopause altitude, particles and other molecules in this medium cool
down to the same temperature. For example, the water vapor cools down and forms ice crystals, which come
in contact with meteoric dust particles. Water vapor is generated either naturally or by means of artificial
processes at the Earth’s surface. The Sun’s radiation (UV light) breaks down the frozen water molecule bonds
in the atmosphere and this gives to water vapor. Methane gas (CH,4) affects the mesospheric humidity and
produces ~50% of the water vapor (equations (4.19) and (4.20)). The chemical reaction that produces water is:

CH4+0H—>CH3 +H20. (4.19)
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Water can also be generated by sulfur aerosols and by some gases when there is solar radiation in the meso-
sphere (Mills et al., 2005). The chemical reaction to produce water is:

HySO4+hv— SO3+H50. (4.20)

Depending on the size of the ice crystals, they may either form PMSEs or Noctilucent Clouds (NLCs). The
smaller and heavier ice crystals form PMSEs and NLCs, respectively. The lighter icy dust particles (with radii
of less than 20 nm) responsible for forming PMSESs can be observed by radars. The bigger icy dust particles
(with radii greater than 20 nm) are responsible for the NLC sink due to gravity (Mills et al., 2005; Rapp and
Thomas, 2006; Hervig et al., 2011). However, Kaifler et al. (2011) indicated that the different sizes of PMSEs
and NLCs are due to different observation techniques (i.e., radar vs lidar). They argued that PMSEs may also
be observed when the icy particles are larger (in the order of ~ 50 nm). These can be seen with the naked eye
just after sunset and before just sunrise, when the ground is dark, and the mesopause region is still illumi-
nated by sunlight.

As the atmospheric pressure decreases, AGWs propagating from a high-pressure medium increase their am-
plitudes. The physics of conservation of wave energy (1/2 p(v)? = constant), states that a decrease in density (p)
implies that the wave velocity (v) increases. As the density p increases, the wave velocity v decreases. Thus as
these waves rise to the mesosphere, they break and deposit their energy and momentum. A part of the AGWs
energy spreads out towards the equator. The air circulation also moves in the same direction and descends
again as the air approaches the equatorial region. The rest of the AGWs energy heats up the mesopause. This
refrigeration effect caused by the global air circulation between the warm troposphere and the cool mesosphere
from the poles to the equator makes the polar mesospheric region the coldest place in our atmosphere.

PMSEs are the coherent echoes received by polar radars from altitudes of 80 to 90 km during summer. PMSEs
are the result of the existence of charged ice aerosol particles and mesospheric neutral air turbulence. These
particles can be seen from the ground with the naked eye. They are known as either NLCs or Polar Mesospheric
Clouds (PMCs). They have structures similar to those of gravity waves (Garcia and Solomon, 1985) during the
twilight sky, and other waves such as planetary waves may cause their positions to fluctuate (Kirkwood and
Réchou, 1998). Both phenomena, PMSEs and NLCs, show the anthropogenic effects on climate change. NLC
indicates water-ice particles formed at low summer mesopause temperature, ranging from 120 - 150 K (Hervig
et al., 2009). PMSE and NLC are found at nearly the same altitude during the same months. This is be-
cause these phenomena share a common origin and are driven by standard processes (Rapp and Liibken, 2004;
Hervig et al., 2011). Figure 4.4 shows gravity waves captured by an automatic charged-coupled device (CCD)
camera over the northern part of Sweden. This instrument was located at Lycksele in the north-east part of
Sweden (64° 37’ N, 18° 44’ E), and detected the waves in NLCs on 10-11?” August 2000 from 23:00 to 03:00 LT.
The gravity wave’s period and horizontal phase velocity was 41 min and 7-10 m/s, respectively (Dalin et al.,
2004). They found that the NLC period was also 41 min, indicating that the NLC was modulated by passing
AGWs. PMSEs would also have the same periodicity of amplitude modulation as the TIDs interact with it.
When the mesopause temperature dips low enough (< 200 K), due to solar-driven atmospheric circulation, it
causes strong adiabatic cooling to allow the water vapor to freeze on the dust nuclei (typically ~1- 20 nm).
Hence, it results in nucleation and growth of ice particles from water vapor (Ogunjobi et al., 2015). When
this happens, free electrons attached themselves to the ice-covered dust particles, forming a near-perfect hard
target for radars, hence the PMSEs. Figure 4.5 shows the plasma irregularities responsible for the PMSEs.
Free electrons play a crucial role in backscattering those signals to the radar when their separation distances
meet the Bragg scatter condition. Another precondition for PMSE occurrence is the availability of charged
ice particle irregularities on Bragg’s wavelength scale. PMSEs are the radar backscatter from free-electron
structures surrounding the negatively charged icy dust particles, on a scale which satisfies the Bragg scatter
condition of a particular radar (Kelley et al., 1987; Cho et al., 1992).

Turbulent and non-turbulent theories of neutral air are associated with this phenomenon (Rottger et al., 1988;
Rapp and Liibken, 2004). Turbulent theory suggests that the neutral air turbulence produces irregularities
that are visible to the radar. Irregularities of around 10s of meters should be dissipated by ambipolar diffu-
sion. The echoes should significantly weaken. A nonturbulent theory concerns the dusty plasma attracting the
surrounding electrons. The electrons attach to the dust particles, and in order to obey charge neutrality, clouds
of charges are formed around each dust particle. These free electrons are responsible for radio wave scatter.
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Figure 4.4: Noctilucent Clouds over the northern part of Sweden on 10-11 August 2000. AGWs are seen in
these photos (Dalin et al., 2004).

4.3.2.2 Measurement of PMSEs

The occurrence of heavy charged dust particles and very low temperature slows down the free electrons’ diffu-
sion time, causing the preservation of the irregularities that cause PMSE (Havnes et al., 2001; Kelley et al.,
1987). The process of charging dust in a narrow layer, known as an electron bite-out, decreases electron density
in the dust layer (Havnes et al., 1996), but not always significantly. PMSEs are frequently observed by very
high frequency radars, where the shorter wavelength relates to free-electron diffusion in the space between the
dust particles. PMSEs are also observed by high frequency radars (e.g. ionosondes and SuperDARN), where
the longer wavelength relates to the dust charge state. Radars in the medium frequency (MF) bands (300 kHz
- 3 MHz) have also been used to observe PMSEs (Bremer et al., 1997).

4.3.2.3 Correlation between high energy particles precipitation and PMSEs

Rauf et al. (2019) investigated the effects of high energy particle precipitation on the intensity of PMSEs for
longer than, or equal to, 3 hours. They used the EISCAT VHF radar in Norway (69°35’N, 19°14’E) near Tromsg.
Between 80 and 90 km, the mean and maximum electron density were used as a proxy of mean and strong
PMSEs, respectively. High energy particle precipitation was defined as (n, = 3 x10'° m™3) at an altitude of 91
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Figure 4.5: Cartoon illustrating PMSE at the mesopause height. The radar signal is backscattered when the
structure fulfils Bragg’s scatter condition (Routledge, 2011).

km. Precipitating electrons with energies between about 30 - 100 keV and protons with energies between 1 -
10 MeV can cause ionization within the ionosphere’s D region (60 - 90 km). The Spearman and Pearson linear
correlation coefficients, indicated a positive correlation between high energy particle precipitation and both
mean and strong PMSE intensity. Varney et al. (2011) found through observation that there is a contribution
of electron density to the PMSE.

4.3.3 Instabilities in the E-region
4.3.3.1 Introduction

Instabilities in physics occur when any force applied to the objects/systems can change their stability to un-
stable conditions. This section is mainly concerned with the gradient drift instability of the plasma within
the ionosphere, specifically at its lower altitudes. Within an open system such as the ionosphere and mag-
netosphere, there is input energy, momentum and mass. These physical quantities produce gradients and
inhomogeneities, which on a macroscopic scale, give rise to large-scale macro-instabilities, while on micro-
scopic scales, they create small-scale micro-instabilities (Treumann and Baumjohann, 1997).
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In the ionosphere, echoes that originate from instabilities can be detected by HF, VHF and UHF radars. The
FBI and GDI are major sources of NREs. FBI is caused by large velocity differences between ions and elec-
trons. This velocity resulting from an electron-density gradient component perpendicular to the electrons drift
direction exceeds the ion-acoustic speed. GDI on the other hand, doesn’t depend strongly on the relative ve-
locity between electrons and ions, but in most of the cases it occurs when the relative velocity is less than the
acoustic speed. GDI results from the presence of a plasma density gradient in a favorable direction to allow
GDI growth. This is favored by the neutral wind and ion drift. The velocity difference is caused by the different
collision frequencies with the neutrals, which is important for lower ionospheric altitudes where the neutral
density is higher.

4.3.3.2 Farley Buneman and gradient drift instabilities

A strong background electric field destabilizes plasma, which modifies two-stream instabilities to generate the
Farley Buneman instabilities. Electrons are considered faster than ions, and their relative velocity is defined
as being (Keskinen and Ossakow, 1983; Hamza and St-Maurice, 1993; Kelley, 2009; Iserhienrhien, 2016):

VD = Ve — Vj. (4.21)

FBI takes place when particles drifting in the plasma collide with neutrals. The relative motion between elec-
trons and ions with a velocity exceeding the ion acoustic speed, produces the drift current. This instability
takes place in the equatorial and polar ionospheric E-regions.

Another instability is called the gradient drift instability. In the presence of a background magnetic field
B, a small polarization electric field E’, caused by charge separation, leads to a local E’ x B drift and augments
the pre-existing plasma disturbances. This charge separation results when electric, gravitational and neutral
wind-related forces are applied to a concentrated part of the plasma. A density gradient should exist in a
direction favorable to the development of the instability. Instabilities caused by the enhanced disturbances
are called the gradient drift instabilities. Each pair of parameters, namely the plasma density gradient, mag-
netic field and electric field must be perpendicular to each other (Liu and Yeh, 1966; Schmidt and Gary, 1973;
Oppenheim et al., 1996; Subramanium, 1997; Sojka et al., 1998).

4.3.3.3 FBI dispersion relation

Considering the inertia and temperature effects in the ionospheric E-region, the continuity equation of elec-

trons e and ions i is expressed by:
ong

ot

where a represents both i and e. These particles obey the following equation of motion (Oppenheim et al.,
1996):

+V.(ngve) =0 (4.22)

\Y
= S (B v x B) = vave - —aTs). (4.23)
dt mg NgMgy

dvy

Assuming a quasi-ne;utral plasma (n1, = n1; = n), consider the electrostatic potential (E; = —V¢1), where n1 «
elkxx=0t) and 1 o e!*=*~90 (Gillies, 2012). For a homogeneous plasma, assuming a negligible density, the FBI
dispersion relation of FBI waves is expressed by:

w-kVp = L |wio-vi)—ik2C? (4.24)
”

1

Hence, without any plasma gradient,
w(a)+ivi)+i$(w—k.VD)—k2C§ =0 (4.25)

Equation 4.24 can be solved to give the complex frequency w = w, + iy, where

_ K.(Voe + ¥Voi)

=k
® v e

(4.26)
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Their growth rate y is expressed by:

_ L v oo o
Y_1+w[w(w’ k2C2)| (4.27)

where C; is the ion-acoustic speed as defined in equation (2.101). The ratio of local collision and gyro-
frequencies, considering the aspect angle, defines the parameter vy as:

K02k o o,
w:w(k—2 Tgﬁ):w(“v_gsm ﬁ) (4.28)

where f is the angle between the wave propagation direction and the magnetic field, known as the aspect

angle, and,;
VeVi

T Q.0
From the equation (4.27), the growth rate of the FBI is positive when w, = kC;. For a very small aspect angle,
i.e., when ¥ << 1, the dispersion relation would be w, = k.v,. and in this case the FBI occurs when v,, > Cs.
The FBI takes place along the direction 0 relative to the electron drift in the FBI cone. This is defined by:

«< 1. (4.29)

cosf > & (4.30)

Uoe
At high latitudes in the E-region, C; =~ 400 m/s (Gillies, 2012), which means that in order to get the FBI in this
region, v,, must be greater or equal to 400 m/s, i.e., the electric field should exceed ~20 mV/m (Oppenheim
et al., 1996). Type I echoes observed by coherent radars are believed to be produced by the FBI. These are
strong echoes with a Doppler velocity of around the ion-acoustic speed and relatively narrow spectral width.
Type II echoes are believed to be caused by the GDI at the bottom of the E-region, where FBI is not operational.

4.3.3.4 GDI dispersion relation

Assume that isothermal and homogeneous plasma instabilities are triggered when a small sinusoidal wave
perturbation is included. Both the phase velocity and growth rate of the wave may be determined.

The continuity and momentum equations are given by (Keskinen and Ossakow, 1983; Hamza and St-Maurice,
1993; Kelley, 2009; Iserhienrhien, 2016):

3
R V(1ove) =0 (4.31)
ot
d kpT, V
Ve o e(B+vexB)—Bielle . o (4.32)
dt Me Ne
6 .
M V. (nvi) =0 (4.33)
ot
dv; kpT; Vn,
Vl:eE— B nl—mivivi (4.34)
dt m; n;

where E = -V¢ and nq, vq, Vo, Mma, Tq are the density, velocity, collision frequency with neutrals, mass and
temperature of @ = e, i, respectively. E and B are defined above and ¢ is the electrostatic potential.
The relationship between background and perturbed density, velocity and electric field are described by:

Ng =Ngg tN1g (4.35)
Vg =Voq t+Vig (4.36)
Ea = EOa + Ela 4.37)

In the bottom-side ionospheric E-region, the ions are unmagnetized due to their high ion collision frequency,
v;. The ion inertia is more significant than that of the electrons, so that the latter is neglected. The above
equations assume that the plasma obeys the charge neutrality condition (i.e., n, = n; = n) and the plasma is
isothermal (T, = T; = T'), which is true in the E-region.
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Solving for vi,, the general dispersion relation is found by linearizing from equations (4.31) to (4.34) and
considering that the electrostatic potential fluctuation is directly proportional to exp(i[k.r — wt]):

w-kvp = Lato-v)-ik?C2].(1- )

4.38
Vi vekL ( )

Here vp is the electron drift velocity relative to the ions across B. And L = 1,(dn,/0x)"! stands for the zeroth-
order density gradient scale length along with E,.

3&

Figure 4.6: Cartesian coordinate system for the electric field E (which is antiparallel to the X-axis), and parallel
to Vn., and magnetic field B (which is parallel to the Z-axis) in the southern polar hemisphere (see Schmidt
and Gary (1973)). The wave vector k, together with its aspect (§) and flow ()angles, are represented.

Figure 4.6 illustrates the magnetic field (parallel to the Z-axis), and electric field (antiparallel to the X-axis) in
the southern polar hemisphere. The angle f is the angle between the plane parallel to E and k, while 0 is the
angle between the drift velocity along the Y-axis and the vector k. The projections of k are defined as:

k. =Fk | sinf (4.39)
ky="Fk, cosO (4.40)
b, = ksinp (4.41)
ki =Fkcosf (4.42)
ky =ksinf=k, (4.43)

4.3.3.5 The instability growth rate

The angle 6 is defined by using the dot product rule between wavenumber and drift velocity vector:

k.
cos = YD , (4.44)
kup
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while  can be estimated by re-arranging equations (4.40), (4.41), (4.42) and (4.43):

ky
= . 4.45
cosp kcosf ( )

From equation (4.38), it can be deduced that w = w, + iy,, where w, is its real part and its imaginary part is y,
(the growth rate in s~1). The real part is defined by:

kvp  kupcosf

= = (4.46)
T A+y) A+w)
and by assuming the slow growth rate (i.e., y» < w;). This growth rate is estimated by:
Y (1 2 ,2n2 Qo
= —(ws -k“C 4.47
vr 1+y vi(wr s)+vekL ( )

with the angle 8 =0, and ¥ = y from equation (4.28). For small vp the growth rate decays to zero (0), and the
electric field is defined as:
E=uvpB (4.48)

The threshold electric field E** and drift velocity ng for FBI is defined as:
v > C(1+w). (4.49)

Assuming an ion-acoustic velocity of 400 ms™! in equation (4.48), E*" > 20 (Oppenheim et al., 1996) and > 40
mVm~™! (St.-Maurice and Nishitani, 2020) at 100 km altitude is required for VHF and HF radars, respectively.
Figure 4.7 (a) shows that the FBI is produced in the presence of a strong electric field, magnetic field and with
a relative velocity between electrons and ions.

The GDI doesn’t depend on the electric threshold like FBI, and its growth rate strongly depends on the electron-
density gradient scale length. Pre-conditions for the occurrence of the GDI are:

* An electric field component must be parallel to a density gradient, i.e., E | Vn and

¢ the dot product between the wavenumber vector and the cross-product of the density gradient and the
magnetic field must be positive, i.e., 2.(V n x B) > 0 (Liu et al., 2019).

Any charge separation within the disturbed plasma density, creates a polarization electric field 6E via the
differential motion of ions and electrons. Figure 4.7 (b) shows the result of this electric field. The perturbed
OE x B drift is upward or downward depending on the direction of 6E. Separate layers of plasma density with
a growth of 6n/n are formed after a certain time, where n is the plasma density. Any perturbation of the two
plasma densities, i.e., the density below and above the perturbed boundary, causes a polarization of the electric
field. The magnetic field and polarization electric field via the §E x B shift the plasma up or down, reinforcing
Vn and causing the instability to grow. Omitting the FBI term from equation (4.47), the necessary condition
for GDI is that y, = 0, resulting in:
Q2
vp =L—L(1+y)yk>C? (4.50)

%
1

where k and vp, which is the same as V, in (Figure 4.7), are parallel (Subramanium, 1997; Kelley, 2009).
Figure 4.8 shows the gradient drift instability mechanism generated by either an electric field (a) or neutral
wind (b). In the E-region, electrons drift in the direction of E, x B to the left of the figure, hence the classic
Hall current is toward the right. In (b) the ions are pushed to the right by the neutral wind Uy. In both cases,
the polarization electric field would enhance perturbation, leading to the GDI.

4.3.3.6 High-aspect angle irregularity regions (HAIR) and far-aspect angle irregularity region
(FAIR) echoes

HAIR (Milan et al., 2004; Drexler and St-Maurice, 2005; St.-Maurice and Nishitani, 2020) and FAIR (St.-
Maurice and Nishitani, 2020) echoes can be observed in the near range gates of the SuperDARN HF radars.
Normally, HAIR echoes are detected in the 110 to 120 km altitude range, but during strong magnetic storms,
they are detected in the altitudes between 90 and 100 km. The echoes are observed far from the 90° aspect
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Figure 4.7: The formation of linear instabilities: (a) The FBI is produced in the presence of a strong electric
field, magnetic field and the relative velocity between electrons and ions and (b) GDI is produced under the
condition that both the electric field and density gradient pointing in the same direction (Kelley, 2009).

angle, i.e., at an angle of greater than 10° from the aspect angle. They are associated with the FBI. HAIR
echoes can last for more than half an hour and are identified by analyzing the improved measurements of the
HF radar elevation angle through calibration (Ponomarenko et al., 2018). By improving the SuperDARN range
resolution from 45 to 15 km, where the first range gate started at 90 km, a new method, called the myopic mode,
was introduced to observe the altitude of NREs at both the mid- and high-latitude regions (Ponomarenko et al.,
2016; St.-Maurice and Nishitani, 2020).

Based on the myopic experiment, the NREs come from an altitude between 97 to 103 km (Ponomarenko et al.,
2016; St.-Maurice and Nishitani, 2020). The virtual height 2 was estimated by means of the following formula:

h=\/R%+r2+2Rgrsina-Rg (4.51)

where Rg is the Earth’s radius, a is the elevation angle of the radar’s received signal, taken from the horizon-
tal, and r is the range gate distance.

In a theoretical investigation of continuous NREs at 100 km, St.-Maurice and Nishitani (2020) suggested
that FAIR echoes were associated with decaying structures due to the GDI in the ionosphere’s bottom-side.
These echoes were linked to either energetic particle precipitation or a strong ionospheric electric field. These
echoes are related to strong sunlight, especially during summer and/or midday. SuperDARN observes wave-
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Figure 4.8: GDI driven by (a) an electric field and (b) a neutral wind. Light regions have lower electron density
than the dark regions (Kelley, 2009).

lengths (10 - 15 m) which generally appear to have weak growth rates and require an electric field of about 40
mV/m. Assuming that electrons and ions are in thermal equilibrium, the linearized dispersion relation can be

rewritten as follows:
,k.K Vi

Y i
k2 Q;
where w is a complex frequency expressed in the ion frame of reference, Q., v., Q; and v; are the electron

cyclotron, electron-neutral collision, ion cyclotron, and ion-neutral collision frequencies, respectively. k| and
k, are wave vectors associated with a specific wavelength along and perpendicular to the magnetic field,

o(w+iv;)+ % o1 | ~kvp|-£*C2=0 (4.52)
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respectively. The ratio of local collision and gyro-frequencies v is expressed by:
ki Q2
| 22
+—=—]. 4.53
k2 2 ) ( )

_ VeVi
V= QeQi(

In a case where there is no density gradient parallel to the magnetic field, K is defined by:

VN,
K= To" x ep (4.54)

where eg is the unit vector along the magnetic field direction. The dispersion relation in equation (4.52) can

be simplified as:
wp +iy = +\/k2 C2 - v3/4—ivi/2 +kv; (4.55)

where w; is the oscillation frequency in the absolute frame of reference, v; is the ion drift velocity, and vy is the
growth rate. The ratio y/k must have a speed of between 300 and 400 m/s, which is the speed of sound C;. Near
an altitude of 100 km, where v; > k| C;, the decaying frequency w, + iy from equation (4.55) is reduced to:

kﬁcs
wr+iy=—i

+k.v;. (4.56)

Vi

The decay rate in this expression is related to ambipolar diffusion.

FAIR echoes are associated with GDI, i.e., the density gradient, magnetic field strength and electric field are
involved at the E-region’s lower altitude at around 100 km. The effective electric field E' can be estimated for
a high plasma density in sporadic Es layers together with modest neutral winds U:

E'=E+UxB. (4.57)

The GDI was linked to the eastward neutral wind UZ" at high latitudes (St.-Maurice and Nishitani, 2020). The
northward component of an electric field is used to destabilize the plasma, while the parallel component of the

wave vector is assumed to be very small when the instability is triggered.
For the plasma density scale height L, = (ﬁ) along z (the vertical direction) and D the magnetic dip angle,
2Ny

from equation (4.52), the following equation may be used:

L, sve 1 R
=—1 RC,)*— —
th Qe( FYNECs) v; cosD k,

k.(U, —E xB/B?) ‘

A (4.58)

The lowest threshold condition for a wave vector moving closer to the y-direction (i.e., & > k) is expressed by
the following equation: e

[Unx+§y]th = é—zakacs?z—jﬁ (4.59)
Note that the eastward E x B drift is negative for a northward E and the downward B; the same negative
drift is obtained for southward E and upward B. According to these signs, a northward electric field creates
a westward electron drift with an eastward neutral wind for the instability in the northern hemisphere. It
means that a northward electric field pushes electrons toward the west. Simultaneously, the eastward neutral
wind blows the ions to the east through collisions, creating the polarization electric field in the density fluctu-
ations (see Figure 4.9). For k = &,, assume that the ionospheric bottom-side is at 100 km, and at zero aspect
angle, ¥ = 0.1. The dip angle D = 63° was used over the Rankin Inlet (RKN) radar, resulting in cos D = 1/4 and
k =1/2. Assuming that the plasma was isothermal, meaning that electrons and ions had the same temperature
at 100 km, C, = 300 m/s, Q. = 0.9 x 107 s~ and the ratio v./v; = 7.5. Between altitudes of between 90 and 100
km, the density change factor was 60 during summer, and the estimated scale height L, = 2.4 km. This value
of L, could be modulated via the up and down push through shear or compression as a gravity wave passes.
After putting all of these values together, the estimation of [U,, + E ,/B], i.e., neutral wind and plasma velocity,
is believed to be equal to 200 m/s for the instability threshold, for instabilities with a wavelength of 12 m,
and 240 m/s for instabilities with a wavelength of 10 m. Note that the threshold depends on the dip angle; for
example, for D = 56° the threshold requires a factor of 2, i.e., 120 m/s for instabilities with a wavelength of 10 m.
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Figure 4.9: A demonstration of the FAIR mechanisms, as an eastward neutral wind and/or westward E x B
drift create a westward polarization electric field (St.-Maurice and Nishitani, 2020).

In this study the dipole angle at SANAE and Zhongshan is D = —61.7°, D = —73.2°, respectively, as estimated
by means of the International Geomagnetic Reference Field IGRF) model.

A secondary process is needed to have a growing 10 m structure, which can be detected by SuperDARN radars.
These secondary Farley Buneman waves in the vertical direction are generated by large-scale gradient drift
with the horizontal wave vectors. For example, for an irregularity of 100 m gradient scale on the edges of large-
scale structures moving at different altitudes, and the ratio E/B varying from 200 to 300 m/s, the growth rate
of 10 m structures would be 50 and 30 s~ at 100 km. In this case, an eastward neutral wind of 50 m/s is needed
to trigger a large GDI at an altitude of 100 km, which seems to be plausible. The growth rate would drop to 17
s~ for a secondary GDI of 10 m wavelength at zero aspect angle, which can be observed by SuperDARN radars.

Figure 4.9 illustrates a zonal polarization electric field JE, is created by a zonal eastward wind and/or a zonal
westward E x B drift across the near-vertical magnetic field. The arrow north of B indicates a tilted magnetic
field. Through the horizontal component of the magnetic field, the polarization electric field via E x B drift,
increases the density in the downward direction, in a region where the density is less dense. When the GDI
occurs, the created “finger-like" structures should always be orthogonal to the magnetic field in all directions.
Figure 4.9 shows a north-south structure of which the edges are the source of radio wave scatter similar to
Type II structures observed in ordinary E-region echoes. Type II structures are the irregularities of wave-
lengths between ~3 and ~15 m caused by nonlinear decay of other irregularities of wavelengths ~150 m (Sato,
1973).

EISCAT observations in 2000 (Haldoupis et al., 2000) show that at auroral E-region heights, L, can be be-
tween 4 and 7 km at an altitude less than 100 km. When the ion-neutral collision frequency is greater than
kC,, FAIR echoes are likely to be detected in the near ranges. The problem is that sometimes, the auroral
conditions may introduce a large electric field that can also excite the Farley-Buneman waves at 10 m. In this
case, both mechanisms should be considered, such as during a magnetic storm. A large southward electric field
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also can trigger the GDI in the morning sector when ions drift downward because of the increasing frequency
of ion-neutral collisions, which reduces their speed, resulting in the creation of sporadic Es layers at high
latitudes.

4.4 Summary

In this chapter, an overview of previous work on TIDs and NREs was given. The SuperDARN HF radar
observes both TIDs and NREs. The FBI and GDI are known 2 standard instabilities in the high latitudes of
the ionospheric E-region that cause NREs. These instabilities and their growth rates were discussed. Finally,
HAIR and FAIR echoes associated with the electric field in the magnetic field were also considered. Other
NREs, such as PMSESs, which are closely connected with NLCs, were briefly highlighted.



Chapter 5

OBSERVATIONS AND MODEL OUTPUTS

5.1 Introduction

This chapter discusses the SuperDARN HF radar observations and the outputs of the IRI-2016 and HWM-14
models relating to the four events during the period 2011 to 2013, that are the focus of this study. The backscat-
ter power, Doppler velocity and spectral width of the SANAE and Zhongshan radars are used to illustrate the
simultaneous occurrence of TIDs and NREs. Ray-tracing of the radars’ signals is used to estimate the altitude
of the returned echoes, i.e., the altitude at which TID and NRE echoes are observed. Two events occurred
during geomagnetic storms, while the other two occurred during quiet time. The values of the geomagnetic
AE, Dst and Kp indices for each event are given. The electron density derived from the IRI-2016 model and the
neutral wind from the HWM-14 model are also discussed. Finally, the electric fields derived from combining
the data from the SuperDARN radar network for the events are also included.

5.2 Backscatter power, Doppler velocity and spectral width

Four events showing TIDs and NREs simultaneously were identified by means of the SANAE and Zhongshan
HF radars. Figure 5.1 and Figure 5.2 illustrate the Range-Time-Intensity (RTI) of two events in winter and
two in summer, respectively. In each figure, there are three panels, with the top panel representing backscatter
power, the middle panel the Doppler velocity, and the bottom panel representing the spectral width. TIDs are
shown by the periodic oblique forward-/backward-sloping echoes received in the far ranges (greater than 315
km), while quasi-periodic (QP) backscatter received in the near ranges (less than 315 km range) represent
the NREs. Both phenomena are seen in the backscatter power, velocity and spectral width of each event.
The slope of the TID scatter also indicates (and is consistent with) the direction of propagation shown by the
Doppler velocity. Figure 5.1 (A) shows TIDs and NREs observed by beam 7 of the SANAE HF radar on 28
May 2011 between 11:00 and 13:00 UT. Figure 5.1 (B) illustrates TIDs and NREs observed by beam 15 of
the SANAE radar on 15 July 2012 between 12:00 and 17:00 UT. Figure 5.2 (A) shows the same phenomena
observed by beam 15 of the Zhongshan radar on 22 November 2013 between 00:00 and 04:00 UT. Figure 5.2
(B) represents TIDs and NREs observed by beam 15 of the Zhongshan radar on 17 December 2013 between
19:00 and 21:00 UT. The magnitude of backscatter power of TIDs received by the SANAE radar during winter
cases was less than the magnitude of backscatter power received by the Zhongshan radar during summer
cases. When comparing the Doppler velocity in the figures, Figure 5.1 indicates that the ionospheric plasma
was moving away (negative Doppler velocity) from the radar, and Figure 5.2 shows that the ionospheric plasma
was moving toward the radar (positive Doppler velocity). The spectral width of TIDs during winter was wider
than the spectral width during summer. Figure 5.3 shows the NREs for odd beam numbers of the SANAE HF
radar on 28 May 2011 (A) and 15 July 2012 (B). The figures show power (left-hand panel), Doppler velocity
(middle panel), and spectral width (right-hand panel). Both plots show some QP perturbations during the
entire duration of both phenomena (NREs and TIDs). From a spectral analysis of the NREs by means of the
FFT spectral peaks were identified at periods of 16 and 28 minutes. These peaks corresponded with peaks of
the broadband TIDs on 28 May 2011 and 15 July 2012, respectively. Figure 5.4 shows the NREs for odd beam
numbers of the Zhongshan HF radar on 22 November 2013 (A) and on 17 December 2013 (B). It displays the
same parameters as was done in Figure 5.3. The FFT was used to find their oscillating periods and it was
found that on 22 November 2013 both the NREs and TIDs had a period of 33.3 min while on 17 December
2013 they oscillated with a period of 20 min. The FFT plots are shown in chapters 6 and 7. On 22 November
2013, the backscatter power of NREs and TIDs was perturbed between 0 and 10 dB for most of the time, but
for a few hours, the power reached 26 dB. The Doppler velocity was perturbed from 0 to ~200 m/s, while the
spectral width was less than 100 m/s. Data gaps appear in all beams of the radar. On 17 December 2013, the

73
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Figure 5.1: Range-Time-Intensity plot of backscatter power (top), Doppler velocity (middle) and spectral width
(bottom) based on data from the SANAE HF radar and showing TIDs and NRE; (A) from 11:00 to 13:00 UT on
28 May 2011 from beam 7 and (B) from 12:00 to 17:00 UT on 15 July 2012 from beam 15.

backscatter power was perturbed between ~5 and ~35 dB. A clear power enhancement was identified across
the radar beams from beam 15 at 19:00 UT to beam 1 at around 20:30 UT. The Doppler velocity was perturbed
between ~-50 to ~200 m/s, but a clear enhancement crosses the beams from beam 15 at around 20:00 to beam
5 at around 20:40 UT. The spectral width was less than 100 m/s and for all parameters a few data gaps were
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Figure 5.2: RTI plot of backscatter power (top), Doppler velocity (middle) and spectral width (bottom) based on
data from beam 15 of the Zhongshan HF radar and showing TIDs and NREs; (A) from 00:00 to 04:00 UT on 22
November 2013 and (B) from 19:00 to 21:00 UT on 17 December 2013.

present in only gates 1, 2 and 3 of all beams of the radar.
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Power, velocity and spectral width of NREs on 28 May 2011 (SANAE radar)
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Figure 5.3: Near range echoes of odd numbered beams showing the backscatter power (left panels), Doppler
velocity (middle panels) and the spectral width (right panels). A) shows SANAE HF radar data for 28 May
2011 from 11:00 to 12:46 UT. B) shows SANAE HF radar data for 15 July 2012 from 12:30 to 16:30 UT.

5.2.1 Ray-tracing

Ray-tracing was used to estimate the altitude from which the backscatter echoes came, i.e., the propagation
altitude of TIDs and the altitude from which the NREs came. For the ray tracing simulation, the SANAE
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Power, velocity and spectral width of NREs on 22 November 2013 (Zhongshan radar)
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Figure 5.4: Near range echoes of odd numbered beams showing the backscatter power (left panels), Doppler
velocity (middle panels) and the spectral width (right panels). A) shows Zhongshan HF radar data for 22
November 2013 from 00:00 to 04:00 UT. B) shows Zhongshan HF radar data for 17 December 2013 from 19:00
to 21:00 UT.

radar was assumed to operate at 12 MHz, which is close to the actual frequency of 12.57 MHz. The Zhongshan
SuperDARN radar ray tracing was done at 10 MHz, which is close to the radar’s operating frequency of 10.25
MHz. Figure 5.5 shows that for all four cases, considering the ranges observed in Figures 5.1 and 5.2, TID
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Figure 5.5: The estimation of the backscatter echo reflection points using ray tracing at 12.0 MHz (SANAE)
and 10.0 MHz (Zhongshan). Panel A) at 11:00 UT on 28 May 2011, panel B) at 12:00 UT on 15 July 2012, panel
C) at 00:00 UT on 22 November 2013, and panel D) at 19:00 UT on 17 December 2013.

and NRE backscatter were ionospheric. Figure 5.5 (panel A) and (panel B) show that winter TID echoes were
backscattered at altitudes between 350 and 420 km altitude in the ranges beyond 1000 km. The echoes in
the ranges 500-1000 km were backscattered at altitudes between 300 and 400 km, while the echoes between
ranges of 315 and 500 km were from altitudes of 150-200 km. Echoes below 315 km range were backscattered
from an altitude below 150 km, and the echoes in the first gate (180 km range) came from altitudes below 100
km. Figure 5.5 (panel C) and Figure 5.5 (panel D) show that the summer TID echoes were backscattered from
altitudes of ~180 and ~300 km in the ranges between 800 and 1500 km (see Figure 5.2). The figures do not
show the reflection altitude of echoes in the ranges within 600 km for 22 November 2013 and within 800 km
range for 17 December 2013. This is likely due to the fact that the ray tracing algorithm uses the statistically
averaged IRI model. The echoes beyond the 1500 km ranges are ground scatter, but our TIDs were observed in
ranges within 1500 km.

5.2.2 Geomagnetic indices during both winter and summer events

Figure 5.6 illustrates geomagnetic indices for both winter and summer events. The gray-highlighted vertical
areas show the times of interest for winter (panels A and B) and summer (panels C and D) events. Each figure
shows the auroral electrojet and the disturbance storm time in nT and the Kp indices. The highlighted area in
Figure 5.6 (A) shows that on 28 May 2011, AE was between 600 and 800 nT, Dst between -80 and -60 nT, and
Kp was 6. Figure 5.6 (B) shows that on 15 July 2012, AE was between 1100 and 1250 nT, Dst between -110 and
-140 nT, and Kp between 5 and 6. Figure 5.6 (C) shows that on 22 November 2013, AE was between 10 and 50
nT, Dst between 10 and -15 nT and Kp between 0 and 1. Figure 5.6 (D) shows that on 17 December 2013, AE
was below 200 nT, Dst was -10 nT, and Kp was 1 and 2. The indices in Figure 5.6 (A) and (B) indicate a modest
and a strong geomagnetic storm, respectively, while those in Figure 5.6 (C) and (D) show quiet time conditions.
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Figure 5.6: The AE, Dst and Kp indices on A) 28 May 2011, B) 15 July 2012 during a geomagnetic storm, and
C) 22 November 2013 and 17 December 2013 during quiet time conditions.

5.3 Particle precipitation

Daytime TIDs during a geomagnetic storm on 15 July 2012 may be associated with auroral activity such as
Joule heating, Lorentz force or particle precipitation (Hunsucker, 1982). Loucks et al. (2017) showed that,
during a magnetic storm, in the E-region of high latitudes, particle precipitation is the leading cause of the
electron density enhancement below an altitude of 130 km. Electron density enhancement due to particle pre-
cipitation also takes place in F-region. This enhancement and the presence of the electric field in the F- and E-
regions may trigger instabilities in these regions that can lead to the development of MSTIDs (Stefanello et al.,
2015; Cherniak and Zakharenkova, 2018) and NREs (Riister and Schlegel, 1999; Carter and Makarevich, 2010;
Makarevich, 2016; Makarevich et al., 2021), respectively. Figure 5.7 shows four instances of the E x B plasma
drift in m/s as observed by the SuperDARN radars, and the total flux in keV cm™2s 1sr™! of particle precipi-
tation in the southern hemisphere in Magnetic Local Time (MLT) and on the Magnetic Latitude (MLAT) grid.
The particle precipitation data presented in Figure 5.7 were derived from the Total Energy Detector (TED)
instrument every 16 s. Polar Operational Environmental Satellites (POES) host the TED instrument. There
are currently 5 POES satellites, i.e., from 15 to 19, operating simultaneously at an altitude of ~800 km with a
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101 min period. Figure 5.7 (A) shows the plasma drift observed by the SuperDARN radars and the total flux of
particle precipitation on 28 May 2011 between 10:58 and 11:00 UT (winter). Figure 5.7 (B) shows the plasma
drift observed by the SuperDARN radars and the total flux of particle precipitation on 15 July 2012 between
11:58 and 12:00 UT (winter). Figure 5.7 (C) shows the plasma drift observed by the SuperDARN radars and
the total flux of particle precipitation on 22 November 2013 between 02:00 and 02:02 UT (summer) during
quiet time conditions. Finally, Figure 5.7 (D) shows the plasma drift observed by the SuperDARN radars and
the total flux of particle precipitation on 17 December 2013 between 19:00 and 19:02 UT (summer).

On 28 May 2011 and 15 July 2012, the plasma drift velocities observed by the SuperDARN radars were be-
tween 125 and 1000 m/s, while on 22 November 2013 and 17 December 2013, the drift velocities were between
125 and 500 m/s. The auroral oval boundary, shown by the red dot-dash line, is more equatorward during the
geomagnetic storm, but for all cases the field of view of each radar was under the auroral oval. For all cases,
the precipitation of energetic particles decreased with decreasing latitude. Hardy et al. (1989) also noticed
the flux decrease which depends on the latitude location. It first increases at the pole, then decreases in the
sub-auroral region with decreasing in latitude. The latter is of course an assumption upon which the auroral
boundary determination is made.

5.4 Electron density derived from IRI-2016

Heaton et al. (1996) used two stations in Antarctica to study the variation of electron density during a period
of eight months. The electron density profile was analyzed by comparing tomography and a dynasonde. In this
study, the electron density of the E-region is within the same range as the electron density derived from the
IRI-2016 model.

5.4.1 Winter events

The International Reference Ionosphere model (Bilitza et al., 2017) was used to get the electron density (N,)
at an altitude of between 80 and 160 km. Figure 5.8 (A) and Figure 5.8 (B) show the electron density from
09:00 to 15:00 UT on 28 May 2011 and 09:00 to 17:00 UT on 15 July 2012 at SANAE, respectively. The electron
density for both plots was set to a maximum of 2.0x101° m~3 in order to compare their variations. Both cases
occurred during geomagnetically active periods. During midday at an altitude of between 100 and 120 km,
there was electron density enhancement due to solar radiation and particle precipitation. On 15 July 2012, N,
was slightly higher than on 28 May 2011; the reason may be particle precipitation linked with the severity of
their geomagnetic storms (see section 5.2.2). The electron density enhancement was more significant during
winter events than during summer events, because winter events occurred during geomagnetic storms, while
summer events occurred during quiet time conditions.

5.4.2 Summer events

Figure 5.9 shows N, from 00:00 to 12:00 UT on 22 November 2013 (A) and from 17:00 to 24:00 UT on 17 De-
cember 2013 (B) at Zhongshan. Both cases occurred during quiet time in summer. The magnetic indices are
presented in section 5.2.2.

N, was set to a maximum of 3.0x 10! m~3 for the case on 22 November 2013 and 1.5x10'! m~3 for the case on
17 December 2013 to make the comparison easy. On 22 November 2013, N, was higher than on 17 December
2013 at almost all altitudes, although the AE and Kp indices showed that the 17 December 20213 event was
more active than the 22 November 2013 event. At Zhongshan station, the LT was UT + 5 hr, implying that the
position of the Sun may have helped in the generation of electrons via ionization. So, the ionization was higher
where the solar zenith angle was less on 22 November 2013. The TIDs and NREs took place between 05:00
and 09:00 LT, while on 17 December 2013, TIDs and NREs occurred between 00:00 and 02:00 LT, i.e., when
plasma recombination would have taken place because the solar zenith angle was greater (Ogwala et al., 2020).

Despite the geomagnetic storm in winter, the electron density was higher during the summer events than
during winter events. The reason is that the Sun always appears at high latitudes during summer, other
than during winter. Futhermore, the IRI is a statistical model and therefore cannot show plasma density
enhancements for individual geomagnetic storms. Chemical recombination could explain the electron density
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Figure 5.7: Potential map plot showing the vectors of convection plasma flow derived from the southern hemi-
sphere SuperDARN measurements and overlaid on a MLT-MLAT grid, along with particle precipitation data
from the TED instrument of the POES satellites. The equatorward auroral oval boundary (red dot-dash line)
determined by from POES. The equatorward edge of the auroral oval boundary was estimated by fitting a circle
to the POES TED data. The green dot-dash line shows the poleward boundary: A) at 10:58-11:00 UT on 28 May
2011, B) at 11:58-12:00 UT on 15 July 2012, C) at 00:02-00:04 on 22 November 2013, and D) at 19:00-19:02 on
17 December 2013.

depletion between 110 and 130 km due to the increase of the solar zenith angle (Ogwala et al., 2020). The
electron density enhancement is due to solar radiation during geomagnetically quiet conditions. The electron
density variations between 90 and 130 km over midday, shown in Figure 5.8, were caused by solar illumina-
tion (Robinson and Vondrak, 1984; Johnson and Wygant, 2003; Edberg et al., 2010) and/or particle precipitation
(Frank and Ackerson, 1971; Baron, 1974; Zhang et al., 2012).
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Hernandez et al. (1992) used a high-resolution, high-luminosity Fabry-Perot spectrometer to measure the ther-
mospheric neutral wind. The magnitudes of zonal and meridional neutral winds studied by Hernandez et al.
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Figure 5.9: The electron density as derived from the IRI model for altitudes of between 80 and 160 km for 22

November 2013 (A) and 17 December 2013 (B), LT=UT +5 hr at (-69.40°, 82.60°) geographic coordinates.

(1992) are in the same range as those estimated by the HWM-14 used for this thesis. Figures 5.10 and 5.11
demonstrate the meridional wind velocity (U,,) and zonal wind velocity (U,) derived from the HWM-14 (Drob

et al., 2015) for altitudes of between 80 and 160 km for the winter and summer events, respectively. The verti-

cal blue dashed lines show the period when both TIDs and NREs were observed, while the horizontal black line
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indicates the wind at an altitude of 100 km, where most NREs are located (St.-Maurice and Nishitani, 2020).
Figure 5.10 (A) and Figure 5.10 (B) show the wind on 28 May 2011 from 10:00 to 14:00 UT, while Figure 5.10
(C) and Figure 5.10 (D) show the wind on 15 July 2012 between 10:00 and 18:00 UT for SANAE base. Figure
5.11 (A) and Figure 5.11 (B) present the wind on 22 November 2013 between 00:00 to 03:00 UT, while Figure
5.11 (C) and Figure 5.11 (D) give the magnitude of the wind on 17 December 2013 between 17:00 and 24:00 UT
for Zhongshan base.

5.5.1 Winter events

Figure 5.10 (A) shows that the meridional wind above the SANAE base (72.5° S, 2.76° W) reversed its direction
toward the south with a magnitude varying from ~15 to ~-20 m/s on 28 May 2011 during the period 11:00-12:45
UT (time when the TIDs and NREs were observed) near an altitude of 100 km. From 110 to 130 km the wind
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Figure 5.10: The meridional and zonal winds at altitudes between 80 and 160 km on 28 May 2011 (A and
B) and on 15 July 2012 (C and D) LT=UT +2h at (-72.50°, -2.76°) geographic coordinates, as modeled by the
HWM-14.

blew southward at ~-60 m/s and between 130-160 km the wind was northward with a speed of ~15 m/s. Below
an altitude of 100 km the wind was northward, but at 90 km it changed direction toward the south. In Figure
5.10 (B), on the same day and time, the zonal wind near 100 km constantly blew in the westward direction
at a speed of ~-40 m/s. Between 80 and 100 km, the zonal wind blew toward the east at a speed of ~25 m/s.
Between 100 and 115 km, the wind was westward with a magnitude of ~-60 m/s, it was ~-5 m/s for 115-125
km, and for 125-160 km the zonal wind sped up from ~-5 m/s to ~-150 m/s.

Figure 5.10 (C) indicates that on 15 July 2012, between 12:30 and 16:30 UT, from 80 to 100 km altitude,
the meridional wind was northward with a magnitude of ~50 m/s. At altitudes between 100 and 110 km, it
turned southward with a magnitude of ~-40 m/s. Above an altitude of 110 km, the wind blew southward ex-
hibiting different magnitudes depending on the altitude and the time of the day. Figure 5.10 (C) shows that at
altitudes between 80 and 95 km, the zonal wind blew eastward with a magnitude of ~50 m/s. The wind slowed
down as it approached an altitude of 100 km and changed its direction westward at altitudes between 95 and
115 km before 14:00 UT, and then headed eastward again after 14:00 UT. At altitudes between 115 and 125
km, before 14:00 UT, the wind was eastward and turned westward after 14:00 UT. Beyond an altitude of 125

zonal wind[m/s)

zonal wind[m/s)
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km, the wind headed westward with varying speeds, with a maximum speed of ~-120 m/s between 15:00 and
16:30 UT at altitudes above 130 km. The neutral wind was generally smaller than the ion convection velocity
(electric field). This is consistent with the comparison of the zonal neutral wind and zonal ion drift made by
Richmond et al. (1992).

The neutral wind contributes to the development of instabilities in the F-and E-regions. The link with ei-
ther TIDs or NREs is discussed in chapter 7, where the results are reviewed.

5.5.2 Summer events

Figure 5.11 (A) shows the meridional wind above Zhongshan (69.4° S, 82.6° E) on 22 November 2013 from 00:00
to 03:00 UT. The wind was mostly northward for altitudes between 80 and 160 km, but from 00:00 to 01:00 UT
near 100 km the wind blew toward the south. The neutral wind blew in the same direction from 01:00 to 03:00
UT at an altitude between 120-160 km. Figure 5.11 (B) presents the zonal wind for the same location, day and
time. Between 95 and 115 km, the wind was eastward with a magnitude of 50 m/s. Below 95 km and above 115
km, the wind was westward with varying magnitudes. Figure 5.11 (C) illustrates the meridional wind above

A) Northward wind above (-69.4°, 82.6°) on 22 November 2013 B) Eastward wind above (-69.4°, 82.6°) on 22 November 2013
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Figure 5.11: The meridional and zonal winds at altitudes between 80 and 160 km altitude on 22 November
2013 (A and B) and on 17 December 2013 (C and D), LT=UT +5h at (-69.40°, 82.60°) geographic coordinates,
as modeled by the HWM-14.

Zhongshan (69.4° S, 82.6° E) on 17 December 2013 between 19:00 and 20:48 UT. Below altitudes of 100 km, the
wind blew northward, while above 100 km, the wind blew toward the west with varying magnitudes. Figure
5.11 (C) shows the zonal wind for the same location, day and time, where the wind at altitudes of between 95
and 115 km blew eastward at ~50 m/s, while for the remaining altitudes, the wind was westward with varying
magnitudes. The maximum wind magnitude was ~-130 m/s in the altitude range between 130 and 160 km
after 19:30 UT.
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5.6 Sporadic-E layers

Apart from the SuperDARN convection maps, and IRI-2016 and HWM-14 models, ionosonde measurements at
Zhongshan show that there were Es layers during both the winter and summer events. These Es layers were
reported to be associated with ionization resulting from precipitation particles and the ionization redistribu-
tion, caused by either the electric field or neutral winds (Rodger et al., 1983). Energetic proton and electron
precipitation dominate in the magnetic pre-midnight and post-midnight, respectively. In addition, Heinselman
et al. (1998) found that these layers were also linked to the neutralization of sodium ions. Zhang, Wu, Guo,
Hu, Zhao and Xu (2015) suggested that geomagnetic activity may play a role in forming E's layers. Figure 5.12
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Figure 5.12: An ionogram showing an Es-layer at 6.50 MHz on 17 December 2013 at 20:00 UT

shows that there was an Es-layer at 6.50 MHz at an altitude of between 100 and 120 km. The Es layers were
found under the ionospheric trough and cusp, i.e., in the FOV of the Zhongshan radar. They were reportedly to
be associated with ionization resulting from the precipitating particles and the ionization redistribution caused
by either the electric field or winds (Rodger et al., 1983). Energetic proton and electron precipitation dominate
in the magnetic pre-midnight and post-midnight, respectively. Heinselman et al. (1998) found that these Es
layers were instead linked with the neutralization of sodium ions. Zhang, Wu, Guo, Hu, Zhao and Xu (2015)
demonstrated that geomagnetic activity might play a role in forming E's layers. Electron density irregularities
and Es layers are responsible for the polarization electric field (Woodman et al., 1991; Huang et al., 1993;
Otsuka et al., 2013). The electric field together with the plasma density gradient triggers the GDI, which is
observed by radar through FAIs as type II waves (Liu and Yeh, 1966; Keskinen and Ossakow, 1983; Hamza
and St-Maurice, 1993; Kelley et al., 1995; Sojka et al., 1998; Kagan and Kelley, 1998; Milan and Lester, 2001;
St.-Maurice and Nishitani, 2020).

5.7 Electric field in the southern hemisphere

Using the Ogo 6 data, Heppner and Maynard (1987) and Heppner (1977) modeled the electric field of the high-
latitude dawn-dusk cross-section. The representation of the electric field corresponded well with the electric
field derived from the SuperDARN convection plasma. Here examples of the SuperDARN electric field are
shown for a particular time. The best available time step (cadence) for these plots is normally 2 minutes. The
F-region dynamo electric field is created by plasma convection and may be affected by energy (Joule heating)
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Figure 5.13: Electric field magnitudes derived from SuperDARN convection plasma velocity over the southern
hemisphere on A) 28 May 2011 at 12:00 UT, B) 15 July 2012 at 15:30 UT, C) 22 November 2013, and D) 17
December 2013.

and momentum (from J x B where J = ¢.E) (Kelley, 2009). The product J.E < 0 is valid in the neutral wind
dynamo region, while at high latitudes the electric field is imposed on the ionosphere and J.E > 0. At high
latitudes, this F-region dynamo is poleward in the evening-to-midnight sector and switches the sign near mid-
night, pointing toward the equator post-midnight (Kelley, 2009). The ionospheric convection electric field is
derived from a combination of all SuperDARN radars and is presented in this section. In areas where no Su-
perDARN backscatter is observed, the electric field was derived by means of the Ruohoniemi and Greenwald
(1996) statistical model. This is the oldest model for estimation of the ionospheric electric field. There are
newer and improved models. However, for all events the electric field data from an area rich in actual data
were used. Thus, the electric field values will be close to the true values. Figure 5.13 presents the electric field
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on (A) 28 May 2011 at 12:00 UT, (B) 15 July 2012 at 15:30 UT, (C) 22 November 2013 at 02:00 UT, and (D) on
17 December 2013 at 20:00 UT in geomagnetic coordinates called Altitude-Adjusted Corrected Geomagnetic
Coordinates (AACGC) (Shepherd, 2014). For all four events the plots are chosen randomly from the times that
TIDs and NREs occurred simultaneously. For a large part of the region of Figure 5.13 (A) the magnitude of the
electric field between -120° and 15° longitude (clockwise) was 30-40 mV/m. From 15° to -120° longitude, the
magnitude of the electric field was in the range of 0-20 mV/m. Note that some small regions had an electric
field different from the ones mentioned above. For example, equatorward of -60° latitude, the magnitude of the
electric field was below 20 mV/m, while at -90° latitude, between 105° and -45° longitude, the magnitude of
the electric field was 20-30 mV/m. At the same latitude between -45° and 105° longitude, the magnitude of the
electric field is 0-20 mV/m. Above the SANAE base (-66.64°, 48.51°) during the indicated date and time, the
magnitude of the electric field was less than 20 mV/m at 12:00 UT. In Figure 5.13 (B), between latitudes ~-85°
and -90°, the magnitude of the electric field was 20-60 mV/m and reached 60-70 mV/m between 45° and 75°
longitude near latitude -70°. Equatorward of -60°, from -150° to 100° longitude, the magnitude of the electric
field was 0-20 mV/m; while from 100° to -150° longitude, the magnitude of the electric field was between 20
and 30 mV/m. Above SANAE, the magnitude of the electric field was between 10 and 20 mV/m at 15:30 UT.

Figure 5.13 (C) shows that in most regions, the magnitude of the electric field was 0-20 mV/m with a few
exceptions. Between longitudes 45° and -135° and latitudes -70° and -85°, the magnitude of the electric field
sometimes was between 30 and 40 mV/m. Above Zhongshan (-74.5°, 96.0°), the electric field was between 10
and 20 mV/m. Figure 5.13 (D) indicates that between longitude of 135° and 0°, and latitudes -70° and -85°, the
magnitude of the electric field was a maximum of 30-40 mV/m, but sometimes it varied between 0-20 mV/m in
this region. On the other hand, between latitudes 0° and 135°, the magnitude of the electric field was between
0 and 40 mV/m. On this day, above Zhongshan, the magnitude of the electric field was also between 10 and 20
mV/m.

An event which allows the comparison of the electric field and NREs backscatter power occurred on 22 Novem-
ber 2013. The electric field was obtained by averaging the SuperDARN map potential data from a selection
of grid points closest to the observed NREs in time and position. Map potential data have a 2 min cadence
with a 2° latitude and 1° longitude geomagnetic spatial resolution. Figure 5.14 demonstrates how the selection
of the backscatter power and electric field was done. Panel (A) shows 4 gates (180-315 km range) of all 16
beams of the SANAE radar. Gate O for the 16 beams starts at 180 km, gate 1 at 225 km, gate 2 at 270 km,
and gate 3 at 315 km. Panel (B) shows four locations, i.e., a(42.0°, -63.0°), b(44.0°, -63.0°), c(44.0°, -64.0°), and
d(42.0°, -64.0°) magnetic coordinates, where the electric field was available. Geomagnetic coordinates of the
backscatter echoes in each gate (see Figure 5.14 A) are given, together with the electric field coordinates of the
4 positions. The electric field and backscatter power of NREs are very important in this study, because the
results are concerned with these two phenomena. The electric field at a, b, ¢, and d (Figure 5.14 B) is averaged
and correlated with the mean backscatter power of gates 0, 1, 2, and 3. Gates 1 and 2 seem to show a better
correlation than gates 0 and 3. The reason for this is by the fact that gates 0 and 3 across the radar mostly
received echoes that are not in the averaged electric field of the selected locations. For example, 10 out of 16
beams for gate 3 and all 16 beams for gate 0 are not in the gray-highlighted area from which the electric field
was taken (Figure 5.14 B). The figures of these correlations are available in chapter 7.

Figure 5.15 shows the backscatter power received by gates 0 (solid red line) and 1 (dash-dot blue line) of
beam 7 of the Zhongshan radar on 22 November 2013, as well as the zonal (dotted black line) and meridional
(dashed green line) components of the electric field at the location indicated by the geomagnetic coordinates.
The time series of backscatter power of beams 0 and 1 seem to have a similar trend for this event. Other gates
(2 and 3 not shown here) show the same backscatter trend for the event on 22 November 2013. The trend
similarity was also confirmed by FF'T (shown in chapter 6), indicating that echoes were generated by the same
phenomenon. The southward magnitude of the electric field from 00:00 to 01:15 UT was decreasing, but it
increased again after 01:15 UT with a peak of ~-24 mV/m at 02:20 UT. The ion drag and Coriolis force cause
large relative velocities in ions and neutrals that affect the dawn-dusk asymmetry. As a result, the electric
field is also affected. A more detailed description of the relationship between the electric field and NRE power
is given in chapter 7.
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Figure 5.14: The first four gates of each beam of SANAE SuperDARN radar and their range gates (A) and a
comparison of their magnetic coordinates with the electric field coordinates (B). The electric field and other
parameters are found on the SuperDARN webpage (http:/vt.superdarn.org/tiki-index.php?page=ASCIIData)
where the magnetic coordinates are also provided.

5.8 Summary

In this chapter, four events of near-simultaneous occurrence of TIDs and NREs are shown. Their geomagnetic
indices (AE, Dst, and Kp) are given. The outputs of both the IRI-2016 and HWM-14 models for those events
were derived to determine the electron density in E- and F-regions and to estimate the gradient scale height
at an altitude of 100 km altitude. Particle precipitation together with the plasma convection velocity were
investigated to pinpoint potential sources of TIDs and GDIs. The E's layer at the bottom-side of the E-region
was observed for one of the four events. Finally, the electric field derived from the SuperDARN radar network,
which helped to estimated the GDI scale height, was also discussed. The next chapter focuses on the analysis
methods used in this study.



CHAPTER 5. OBSERVATIONS AND MODEL OUTPUTS 90

E-field and power of gate 0-1 of beam 7 on 22"9 November 2013
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Figure 5.15: The northward (dashed green line) and eastward (dotted black line) electric field and the power
of gate 0 (solid red line) and gate 1 (dash-dotted blue line) of beam 7 on 22 November 2013 from 00:00 to 03:48

UT.



Chapter 6

RELATIONSHIP BETWEEN MSTIDs AND
NREs

6.1 Introduction

Several methods have been used to study the characteristics of waves such as TIDs. Miyoshi et al. (2018)
used a global atmosphere-ionosphere coupled model, Vlasov et al. (2011) used the Lomb-Scargle periodogram
approach, Bristow and Greenwald (1997) used a cross-spectral technique, with multiple signal classification
(MUSIC), Dalin et al. (2004) used the photogrammetric technique, Liu et al. (2019) used the multichannel
maximum entropy method (MMEM), Sun et al. (2015) used a normalized cross-correlation method, Grocott
et al. (2013) used cross-spectral analysis with MMEM, etc. For this study, we chose cross-spectral analysis (He
et al., 2004) to determine the characteristics of MSTIDs. TID parameters such as period, wavenumber, phase
velocity, wavelength, and amplitude in the F-region ionosphere were estimated. This method requires differ-
ent packages that are easily available in Python and are easy to understand. To determine the relationship
between TIDs/AGWs and NREs, various methods were used, e.g. the Fast Fourier Transform (FFT) was used
to derive the periodicity of the power spectrum. Cross-correlations between NREs and MSTIDs were estimated
for a number of selected gates of different beams of the SANAE and Zhongshan radars. A statistical study of
TIDs and NREs backscatter power was done.

6.1.1 Periods of TIDs and NREs

The FFT of the scipy.fftpack module of Python, which uses the discrete Fourier transform to convert a signal
from its original time/space domain to the frequency domain, or vice versa, was used to calculate the periodicity
of the data set. Figure 6.1 shows the FFT of the average power of the gate numbers 0-20 (i.e., NREs and TIDs)
of beams 0 (A), beam 1 (B), beam 4 (C), and beam 7 (D) of the Zhongshan radar between 19:00 and 20:48 UT
on 17 December 2013. The background noise limit was estimated by using the mean of the FFT power, and
is shown by the dashed red line (He et al., 2004). The peaks that are above the mean power level and satisfy
the characteristics of MSTIDs are 0.05 min~! (20 min) and 0.02 min~! (50 min) with respect to the dataset for
19:00 to 20:48 UT, on 17 December 2013 at Zhongshan.

Figure 6.2 shows the perturbation frequencies (f) (which can be converted into periods, T = 1/f) of gates 0-
3 (i.e., NREs) and 4-20 (i.e., TIDs) of beams 0 and 1 of the Zhongshan radar for the period 19:00 - 20:48 UT on
17 December 2013. It also illustrates the stack plots of individual gates from the fifth (gate 4) to the twenty-
first gate (gate 20) of beams 0 and 1. NREs and TIDs of beam 0 of the Zhongshan radar are compared in
Figure 6.2 (A) and Figure 6.2 (C). Figure 6.2 (B) and Figure 6.2 (D) compare the NREs and TIDs received by
beam 1 of the Zhongshan radar. These plots show that the periodicity of the NREs and TIDs are similar. The
periods of MSTIDs were ~20 and ~50 minutes (vertical dashed lines). Other beams of the Zhongshan radar
show the same periodicity for NREs and TIDs. Figure 6.3 shows that the periods of NREs and TIDs are the
same as those in Figure 6.2 for beams 4 and 9 of the Zhongshan HF radar on 17 December 2013. The FFT
which was used for Figure 6.2 was also used for the other three events, namely the events on 28 May 2011, 15
July 2012, and on 22 November 2013. Figure 6.4 shows that the periods of the NREs and MSTIDs were 16, 28,
and 67 minutes on 28 May 2011, 18, 28, and 67 minutes on 15 July 2012, and 10, 15, 20, and 33 minutes on
22 November 2013. For purposes of this study, one period for each event was selected, namely 16, 28, 15, and
20 minutes on 28 May 2011, 15 July 2012, 22 November 2013, and 17 December 2013, respectively, based on
the characteristics of the MSTIDs. These periods for MSTIDs are in the range of 15-60 minutes as suggested
by Hunsucker (1982), Hocke et al. (1996) and He et al. (2004). These periods were also compared with the
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Figure 6.1: Average of power amplitudes (dB) calculated by the FFT for gate numbers 0-20 (i.e., NREs and
TIDs) of beams 0 (A), 1 (B), 4 (C) and 7 (D). The horizontal dotted (red) line shows the mean power level of
TIDs and NREs. The significant frequencies of MSTIDs are at 0.05 min~! (20 min) and 0.02 min~! (50 min)
for the period 19:00 - 20:48 UT on 17 December 2013.

NREs and MSTIDs backscatter power time series (the time difference between two consecutive enhancements
of backscatter power) and the selected periods were found to be qualify, i.e., having nearly the same periodicity
or being of similar periodicity.

Other studies have compared NREs and TIDs/AGWs and found them to be related. Dalin et al. (2004) used
radar observations and found that gravity waves and NLCs had a common period of 41 min, which they in-
terpreted as the modulation periodicity of NLCs by the waves. Otsuka et al. (2007) compared the period of
MSTIDs in 630-nm airglow images and quasi-periodic radar echoes (considered as NREs in this thesis) from
the middle and upper atmosphere (MU) radar. Both phenomena shared a common period of ~70 min. Using the
SuperDARN Hokkaido radar, all-sky imager, and GPS network, Ogawa et al. (2009) found that the E-region
echoes and MSTIDs had the same period of ~60 min.

6.1.2 Wavenumbers of MSTIDs

To determine wavenumber, cross-spectral analysis (He et al., 2004; Grocott et al., 2013) was used. It includes
correlation, the time lag, and the phase difference between three time series from different radar range gates
and beams. These three series form a triangle, where the middle cell (of middle beam (He et al., 2004)) is the
pivot point and is used twice per pair for each phase difference estimation. A multi-taper method (Mellors
et al., 1998; Allen and Ottewill, 2000; Hariri Naghadeh and Keith Morley, 2017; Babadi and Brown, 2014;
Atilaw et al., 2021) was used to calculate the power spectral density (PSD) of two (a pair) signals (i and j)
received by two cells/gates i(b,g) and j(b,g), where b and g indicate beam and gate, respectively. The spectrum
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Figure 6.2: Stack plots of power amplitudes (dB) calculated by FFT for gates 0-3 (i.e., NREs) of beam 0 (A) and
beam 1 (B) of the Zhongshan radar. Stack plots are also shown for gates 4-20 (i.e., TIDs) of beam 0 (C) and
beam 1 (D) of the Zhongshan radar. The colors show the gates from 0-20. The vertical lines show periods of 20
and 50 minutes for the period between 19:00 - 20:48 UT on 17 December 2013.

(f) in the frequency domain (w) is expressed by:
N .2
fh@) =] Y. (hguye ™" 6.1)
t=1

where N is the number of the data points, = 1,2,...,N, and g.(¢) is the data taper for the Eth eigen-component
and e7*“! is the Fourier transform (Babadi and Brown, 2014). The final multi-taper PSD(f™¢) is then expressed
as:

1 k
Mwy==Y fiw). (6.2)
k k=1

with f L.kl. (w) being the set of & eigenspectra of i.
The Cross Spectra Density (CSD) is calculated by means of the real-valued PSD estimate of i (f i’;‘t(w)) and the
complex conjugate of the PSD estimate of j (f ;;?t(w)):

fil=5 n; fi ff @), (6.3)

The coherence (Coh;j(w)) indicates how well i corresponds to j at each frequency. Its values are between 0 and
1.

2
fi”-‘t(w)|

J

FH ) ()

Cohij(w) = (6-4)
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Figure 6.3: Stack plots of power amplitudes (dB) calculated by the FF'T for gates 0-3 (i.e., NREs) of beam 4 (A)
and beam 9 (B) of the Zhongshan radar. Stack plots are also shown for gates 4-20 (i.e., TIDs) of beam 4 (C) and
beam 9 (D) of the Zhongshan radar. The colors show the gates from 0-20. The vertical lines show periods of 20
and 50 minutes for the period between 19:00 - 20:48 UT on 17 December 2013.

The phase spectrum ¢; ;(rad) is between —m and 7. It gives the phase difference at each frequency between i
and j. It is derived by estimating an angle, using the imaginary and real parts of the CSD.

img(f()

—real(fi’}?t(w)) (6.5)

¢ij(rad) = tan™!

Figure 6.5 shows examples of the above estimations: (A) the results of the power time series of i (6,8) gate 8 of
beam 6 and j (7,6) gate 6 of beam 7 and (B) the results of the power time series i (8,8) gate 8 of beam 8 and j
(7,6) gate 6 of beam 7 of the Zhongshan radar from 19:00 to 20:48 UT on 17 December 2013. From the top to
bottom panels, the figure shows power received by three gates in dB: their CSD was ~25 (10log10) or ~25 dB,
and their coherence (at 50 minutes) was ~0.48 and ~0.25, (and at 20 minutes) was ~0.75 and ~0.48 for ((6,8)
and (7,6)) and ((8,8) and (7,6)), respectively. Phase differences are shown on the bottom panels of the figure.
For TIDs of 50 and 20 minutes, the phase difference between the power received by cell (7,6) and cell (6,8) is
/4 radians, and the phase difference between cell (7,6) and cell (8,8) is n/2 radians. The phase differences
between selected cells was used to estimate the wavenumber of the TIDs, from which the phase velocity and
wavelength of the TIDs were derived (He et al., 2004).

Figures 6.6, 6.7, and 6.8 show the same analysis as Figure 6.5 except for different data sets. Figure 6.6 shows
that the phase difference between the backscatter power received by (3,47) and (5,45) cells of the SANAE radar
on 28 May 2011 which is 37/4 at 15.9 min, and the phase difference between the backscatter power received by
(7,47) and (5,45) is —n/5 at 15.9 min. Figure 6.7 shows that on 15 July 2012, the backscatter power received by
gate 40 of beam 0 of the SANAE radar (0,40) and that received by gate 38 of beam 2 has a phase difference of
—n/5 at 28.7 min. The same phase difference was established between the backscatter power of gate 40 of beam
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Figure 6.4: Stack plots of power amplitudes (dB) calculated by the FFT for NREs (A) and MSTIDs (B) of beam
10 of the SANAE HF radar on 28 May 2011 between 11:00 and 12:46 UT, for NREs (C) and MSTIDs (D) of
beam 7 of the SANAE HF radar on 15 July 2012 between 12:30 and 16:30 UT, and for NREs (E) and MSTIDs
(F) of beam 7 of the Zhongshan HF radar on 22 November 2013 for the period between 00:00 and 03:48 UT.
The colors show the gates from 0-20. The vertical lines show periods 15.9, 27.8, and 66.7 minutes (A and B);
17.5, 27.8, and 66.7 minutes (C and D); and 10.0, 14.5, 20.0, and 30.3 minutes (E and F).

4 (4,40) and gate 38 of beam 2 (2,38) of the same radar. Figure 6.8 shows that the phase difference between the
backscatter power received by gate 14 of beam 7 (7,14) and gate 12 of beam 9 (9,12) was 7/4 at 14.5 minutes
on 22 November 2013 for the Zhongshan radar. The same phase difference of 7/4 was also found between the
backscatter received by gate 14 of beam 11 (11,14) and gate 12 of beam 9 (9,12). Similar estimations were done
to compute the dominant wavenumber for many other cells. These all produced consistent results.

After estimation of the phase difference between each of the two pairs in Figures 6.5-6.8, the wavenumbers,
k. and k, were estimated by using equations (6.7) and (6.8). To calculate the distance from the center of one
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Figure 6.5: The analyses of two times series (6,8) and (7,6) (left panels) and another two time series (8,8) and
(7,6) (right panels). The panels (A) show the time series of each pair, panels (B) show their CSD, panels (C)
show their coherence and panels (D) show phase difference between 19:00 and 20:48 UT, on 17 December 2013
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A) | Ay
g 100 s
§ o 5
3 Or— (347 cen — 3 | — (4ncel
& | (54S) el T < & - (5,45) cell
0 10 20 30 40 50 60 10 20 30 0 50 6
B) time (min) B) time (min)
3 40,66.727.8 15.9 t (min) 33 25 20 S 40 66.727.8 15.9 t (min) 33 25 20
240, ]
g 8
5 s
2 2
T 20— T 20— —1
§ §
H z
3 H -
2 2 e
2 o S 20 § —
g 00 01 02 03 0.4 05 £ 00 0.1 02 03 0.4 05
frequency (min~*) C) frequency (min*)
(1:2\ 66.727.8 159 ¢ (min) 33 25 20 1.0,66.727.8 159 ¢ (min) 33 25 20
o o
g g
H §
2ost 2os
2 2
S | g
ogl g
0.0 01 2 03 04 05 0.0 01 02 03 04 05
) frequency (min~!) D) frequency (min~?)
66.727.8 159 ¢ (min) 33 25 20 667278 159 t(min) 33 25 20
i T
gy g4 (o
3 3
<o < o
2 . g
273 277
8 g
8o 01 02 03 04 05 8o 01 04 05

frequency (min~*)

0.2 03
frequency (min~*)

Figure 6.6: The analyses of two times series (3,47) and (5,45) (left panels) and another two time series (7,47)
and (5,45) (right panels). The panels (A) show the time series of each pair, panels (B) show their CSD, panels
(C) show their coherence and panels (D) show phase difference between 11:40 and 12:40 UT, on 28 May 2011
at SANAE.

cell to another, a spherical Earth projection was used, i.e., latitude, longitude and the Earth’s radius (R.). Fig-
ure 6.9 shows three cells of the Zhongshan HF radar (in red) numbered as c1, ¢2 and ¢3 adjacent black stars.
The distance d between two geographic coordinates (latitudes (lat), longitudes (lon)) is given by the Haversine
formula (Chopde and Nichat, 2013). The latitude variations were estimated such that Alat =lat2—-1latl and
Alon =lon2—-lonl or a = sin®((Alat)/2) + cos(latl) x cos(lat2) x sin®((Alon)/2); let ¢ = 2 x atan(y/a, VI —a)),

d=R, xc. (6.6)
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Figure 6.8: Phase differences of two times series (7,14) and (9,12) (left panels) and another two time series
(11,14) and (9,12) (right panels). The panels (A) show the time series of each pair, panels (B) show their CSD,
panels (C) show their coherence and panels (D) show phase difference between 00:00 and 03:00 UT, on 22
November 2013 at Zhongshan.

Projecting the distance between each pair of cells, wavenumbers k, and &, were estimated as follows:

and

ky=

ky =

A

O

dl

ad,

d2 -’

(6.7)

(6.8)
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Figure 6.9: The three cells combination of the Zhongshan HF radar used for cross-spectral analysis. The
boresight beam (beam 7) points nearly to the -x direction and perpendicular to y axis.

Here d1 and d2 are the distances from the center of the pivot cell ¢2(7,6) and the centers of the other two
cells, i.e., c1(6,8) and c3(8,8) in Figure 6.5. This set of three cells forms a triangle structure on the field of view
of the radar (He et al., 2004; Grocott et al., 2013). In order to find the appropriate wavenumbers, the same
calculations were done for different locations, i.e., using different 3-cell combinations, as in Figures 6.5-6.9.
This calculation was then repeated for the whole FOV of each radar, taking into consideration the properties
of MSTIDs and the distance separating the two cells of each pair, i.e., the pivot cell and the other two adjacent
cells. Gates 4-20 which receive the backscatter from TIDs were used in three gate combinations of all 16 beams
[ie,b+2,g+2),(b+1,g+2),((b+2 g+ 4)]. Using wavevector analysis and spatial sampling, the values
of |kyl <70 x 108 m~1 and Byl < 56 x 1078 m~! were used to exclude aliasing the wavenumber for MSTIDs.

The wavenumber per meter & is given by:
k=¢éjé (6.9)

where &, and %, are its components along x and y directions, respectively, where -x is the boresight direction
of the radar and y defines an orthogonal plane (see Figure 6.9). The azimuthal angle propagation direction of
the MSTIDs is given by:
Az = tan_l(k—y) (6.10)
ky ’
in degrees relative to the x-y axes. This angle is converted to the geographic azimuth angle based on the
boresight azimuth angle of each radar provided on the SuperDARN webpage. The phase velocity v is:

v=" (6.11)



CHAPTER 6. RELATIONSHIP BETWEEN MSTIDS AND NRES 99

where w = QT” and T is the period in seconds. The wavelength A is given by:

27
A=—. 6.12
Z (6.12)
Assuming that the wave propagated in one dimension, then:
f(x,t) = A cos(wt + ¢p) (6.13)

where ¢ is the initial phase. A is the maximum amplitude in meters, while w is the angular frequency in
rad/s. This formula is derived from the equation of motion (EOM) f(x,t) for wave propagation, where x is the
displacement and t is time taken. The first derivative of this displacement function f(x,t) with respect to time
gives the phase velocity:

v(x,t) = —Awsin(wt + ¢). (6.14)

Hence, the magnitude of the wave amplitude is given by:

t
|A| = —.v(x’ ) (6.15)
wsin(wt + @)
which gives equation (6.16) for sin(wt+¢) = 1.
A=<, (6.16)
w

The values obtained by means of the above formulae are presented in subsection 6.1.3.

6.1.3 Characteristics of MSTID

MSTIDs parameters in the F-region ionosphere derived from the HF radar data are shown in Table 6.1. The
period, x-component of wavenumber, y-component of wavenumber, phase velocity, the propagation azimuth
angle, wavelength, and amplitude are presented for three cases. The fourth case did not have sufficient data
sets to estimate the TID parameters estimation. The processes and equations presented in subsection 6.1.2
were used to estimate these parameters. On 15 July 2012, these parameters were 28 min, 11.2 x 107 m™1,
4.9 x 1076 m1, 308 m/s, 197°, 514 km, and 82 km, respectively. On 22 November 2013, those parameters were
15 min, 8.6 x 107 m™1, 14.4 x 107 m™1, 431 m/s, 222°, 375 km, and 60 km, respectively. On 17 December
2013, these parameters were 20 min, 11.3 x 1078 m™1, 11.3 x 1076 m~1, 328 m/s, 298°, 393 km, and 63 km,

respectively.

Periods, wavenumbers, velocities, azimuth, wavelengths, and amplitudes of MSTIDs
Parameters 15 Jul 2012 22 Nov 2013 17 Dec 2013

T (min) 28 15 20

kx (/m) 11.2 x 107° 86 x 1078 11.3 x 107°

ky (/m) 49 x 1078 14.4 x 1078 11.3 x 107

v (m/s) 308 431 328

Az (°) 197 222 298

A (km) 514 375 393

A (km) 82 60 63

Table 6.1: MSTID parameters estimated on 15 July 2012 for the period from 11:30 to 17:30 UT, 22 November
2013 for the period from 00:00 to 03:48 UT and on 17 December 2013 for the period from 19:00 to 20:48 UT for
the F region.

Apart from the TIDs amplitude of 63 km on 17 December 2013, the ionosonde data show the altitude mod-
ulation of the Es layer. The NREs in this study are caused by the GDI, which is driven primarily by the
ionospheric convection electric field in the presence of plasma density gradients (e.g. E's layers). The existence
of an Es layer for the three events was also investigated, but there was data for only one event. Table 6.2
shows that for the event on 17 December 2013, the virtual height (A'Es) of the Es layer was modulated at an
altitude of between 95 and 117 km. This shows that there is a relationship between the ionospheric electric
field, as determined by the SuperDARN network of radars and the backscatter power of NREs. This provides
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Time in UT | Frequency (foEs)in MHz | Virtual height (h'Es) in km
16:00:10 — -

17:00:10 — —

18:00:10 3.70 105.0

19:00:11 4.9 95.0

20:00:10 6.50 107.5

21:00:10 2.40 102.5

22:00:11 4.35 117.5

23:00:11 — —

Table 6.2: Frequency and virtual height derived from the Zhongshan ionosonde data on 17 December 2013

the vital clue that GDI, which relies on the velocity difference between plasma ions and the slowly varying
neutral wind, is a plausible mechanism for modulation of SuperDARN NREs by TIDs.

6.2 Cross-correlation between NREs (N) and TIDs (T)

The cross-correlation (CC) between two time series, e.g. NRE and TID powers, received by two different gates
measures their similarities as a function of time from one to the other and gives the time lag between them.
The coefficient of CC is the normalized correlation, either positive or negative, and it gives information on how
the two series are related (Davis and Da Rosa, 1969; Penney and Jackson-Booth, 2015). A negative coefficient
indicates that as one series increases, the other decreases, i.e., the two series are out of phase. A positive
coefficient indicates that both series increase or decrease simultaneously, i.e., the two series are in phase. The
maxima of the CC, i.e., -1 and 1, shows that knowing the values of one series allows a perfect prediction of the
other.

Figure 6.10 shows the event on 15 July 2012 with cross-correlation between gate 0 (180 km, NREs) and gates
10-15 (630-840 km, TIDs) of beam 7. The cross-correlations on Figure 6.10 are color-coded. The time lag is
defined as the product of the lag between the two phenomena and the sampling time interval (1 minutes in
this case) between the data points. It defines the duration by which one series leads or lags the other. This
means the time it takes for one series of a given phenomenon to affect the other can be negative or positive,
depending on whether the second series lags the first or the first one lags the second, respectively. This is im-
portant, because TIDs propagate and there is a significant spatial offset between the NREs and TIDs observed
by the same radar, resulting in a temporal lag. The CC between the power of gate 0 and gate 10 of beam 7 (i.e.,
((7,0) and (7,10)[N-T1) of the SANAE radar between 12:30 and 16:30 UT on 12 July 2012, shown by the red
line on Figure 6.10 (A), is ~0.51. The green line shows that the peak CC between gate 0 and gate 11 of beam
7 (i.e., ((7,0) and (7,11)[N-T1)) is ~0.68. N refers to the NREs and T to the TIDs. The blue line shows that the
peak CC between gate 0 and gate 12 ((7,0) and (7,12)[N-T1) is ~0.50. The black line in the figure shows the CC
between gates 0 and 13 of beam 7 ((7,0) and (7,13)[N-T1), and peaks at ~0.82. The yellow line, representing the
CC between gates 0 and 14 of beam 7 ((7,0) and (7,14)[N-T1]), peaks at ~0.82, and lastly, the CC between gates
0 and 15 of beam 7 ((7,0) and (7,15)IN-T1]), shown by the orange line, peaks at ~0.45. The time lag between the
TIDs and NREs is between ~17 and 25 min.

For 22 November 2013, the CC for beam 1 and range gate 0 (180 km, NREs) against beam 1 and range gates
13-18 (765-990 km, TIDs) of the Zhongshan radar was estimated. The correlation coefficient peaks at 0.75 with
a time lag of ~25 minutes (Figure 6.10 (B)). The CC between the power of gate 0 and gate 13 of beam 1 of the
Zhongshan radar between 00:00 and 03:48 UT on 22 November 2013, i.e., ((1,0) and (1,13)[N-T]) shown by the
red line on Figure 6.10 (B), peaks at ~0.72. The green line shows that the CC between gate 0 and gate 14 of
beam 1 ((1,0) and (1,14)[N-T]), peaks at ~0.75 and is shown by the green line. The blue line shows that the CC
between the gate 0 and gate 15 ((1,0) and (1,15)[N-T1), peaks at ~0.68. The black line shows the CC between
gates 0 and 16 of beam 1 ((1,0) and (1,16)[N-T]), peaks at ~0.63. The following line is yellow, representing the
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Periods, horizontal phase velocities, and wavelengths of TIDs/AGWs
Done by Periods Phase velocities || Wavelengths (km)
(min) (m/s)
Vlasov et al. || 24-48 250 100-600
(2011)
Bristow and || 30-55 61-230 160-570
Greenwald
(1997)
Dalin et al. || 41 or 108 7-10 40
(2004)
Liu et al. || 20-70 < 180 a few hundreds
(2019)
Frissell et al. || 23-60 50-250 100-500
(2014)
Grocott et al. || 30-80 100-300 200-800
(2013)
Hayashi 30 or 45 600-850 788-847
et al. (2010)
He et al | 20-60 100-300 400-600
(2004)
Hocke et al. || 60-150 387-956 340-601
(1996)
Ishida et al. || 20-50 40-400 a few hundreds
(2008)
Ogawa et al. || 30-60 120-170 200-600
(2009)
Oinats et al. || 20-120 30-180 300-800
(2016)
Samson et al. || 30-40 113-302 298-509
(1990)
Suzuki et al. || ~ 60 100 ~ 300
(2009)
Galushko 10-130 165-550 216-240
et al. (1998)
Tsugawa 40-180 200-800 1410-3696
et al. (2004)
Hall et al. || ~60 65-280 200
(1999)

Table 6.3: Earlier studies on the parameters of TIDs/AGWs.

CC between gates 0 and 17 of beam 1 ((1,0) and (1,17)[N-T1]), which peaks at ~0.59, and lastly, the CC between
gates 0 and 18 of beam 1 ((1,0) and (1,18)[N-T1]), shown by the orange line, peaks ~0.35. The time lag between
the TIDs and NREs is ~23 min. The time lag on the abscissa, shown in Figure 6.10 (A), shows how far the
two series are offset in time. The value of the lag with the highest correlation coefficient is considered when
deciding the best fit between the two series.

Figure 6.11 (A) and Figure 6.11 (B) show the CC between NREs and TIDs for beams 7, 8, 10, and 12 for
28 May 2011 and beams 0-15 of the SANAE radar for 15 July 2012, respectively. In this figure, only the CC
values are shown, and the lag-time is not included. On the abscissa, beam (bb), near gate (ng), and far gate
(fg) were correlated. For example, a bb.ng.fg of 07.01.14 shows the CC between gate 1 (NRE) and gate 14 (TID)
of beam 7 on the horizontal axis. There are many positive correlations with a magnitude of >0.5, and very few
which are negative. The CC estimated for all beams (0-15) of the SANAE radar on 15 July 2012 are presented
in Figure 6.11 (B). Most of the CCs shown have a magnitude of >0.5 and <-0.5. Figure 6.12 (A) and Figure 6.12
(B) show the values of CCs between NREs and TIDs for 22 November 2013 and 17 December 2013, respectively,
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Cross-correlation between NREs and TIDs for 15 July 2012
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Figure 6.10: Cross-correlation between the power received by gate 0 (NREs) and gates 10-15 (TIDs) of beam
7 (A) of the SANAE radar for the time period 12:30 - 16:30 UT on 15 July 2012; and gate 0 (NREs) and gates
13-18 (TIDs) of beam 1 (B) of the Zhongshan radar for the time period 00:00 - 03:48 UT on 22 November 2013.

using the data from the Zhongshan radar. Figure 6.12 (A) illustrates that most of CC values are positive with
a magnitude > 0.5. For beam 8, some of the CC values are >0.8. There are a few other CC values that are
negative. For 17 December 2013, most of the CC values are positive with a magnitude of >0.5, and a significant
number of other values are negative with a magnitude of <-0.5. For the events under investigation, sometimes
the TIDs led the NREs and at other times the NREs led the TIDs. The reason may be found in the selection
of the gates. Note that apart from ionospheric motion, TIDs have phase and group velocities which may cause
the CC to vary according to the gates. Another possible reason for this may be found in the troughs and crests
of TIDs. The CC between TIDs and NREs may indicate that when the power of TIDs increase/decrease, the
modulated polarization electric field causes the power of the NREs to increase/decrease or the opposite.
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A) Cross-correlation between NREs and TIDs of beams 7-12 for 28 May 2011
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Figure 6.11: Cross-correlation between the power of gates 0-3 (NREs) of different beams with various gates
(TIDs) of the SANAE radar for 28 May 2011 for the time period 11:00 - 12:46 UT (A) and for 15 July 2012 from

12:30 to 16:30 UT (B).

6.3 Spearman Correlation Coefficients of NREs and TIDs

The Spearman rank correlation coefficient (SCC) was used to find the measure of by TIDs contribution to the
backscatter due to the NREs (Zou et al., 2003; Wilks, 2011; Rauf et al., 2019). The Spearman rank correlation
coefficient takes into consideration the rank of the data. Hence, it is not affected by the outliers. The Spearman
correlation is similar to the Pearson correlation r,,, (see Equation (6.17)), but uses the ranked data. r,, is given
by the ratio between the sample covariance of two variables (Cov(x,y)) over the product of their standard
deviations (s,s,) (Rauf et al., 2019). In other words, the Pearson correlation r,, is given by the ratio between
the sample covariance of the two variables (Couv(x,y)) over the product of their standard deviations (sys,), in
our case, x (NREs) and y (TIDs) (Wilks, 2011; Rauf et al., 2019). The Pearson linear coefficient is defined as —1
< ryy < 1. ryy = -lindicates a perfect, negative linear correlation between x and y. On the other hand, r,, =1
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A) Cross-correlation between NREs and TIDs of all beams for 22 November 2013
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Figure 6.12: Cross-correlation between the power of gates 0-3 (NREs) of different beams with various gates
(TIDs) of the Zhongshan radar for 22 November 2013 for the time period 00:00 - 03:48 UT (A) and for 17
December 2013 from 19:00 to 20:48 UT (B).

indicates a perfect, positive linear correlation between x and y.

n%i iYi— i i i i
ray = — ll:lx yz 7 (i:Ix )(izlyn) M Cr;v(:e,y) (6.17)
[£a3-4(Ex) ] [£02-3(E0)] 53
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Figure 6.13: SCC, LRCC, and p-values of range gates 3 (NREs) and 40 (TIDs) of beam 0 (A), and of range
gates 2 (NREs) and 10 (TIDs) of beam 4 (B) for the time period 12:30 - 16:30 UT on 15 July 2012 at SANAE.
The plane in the plots is defined by the time series power received by near gates for NREs and far gates for
MSTIDs.

where n is the number of data points. The Linear Regression Correlation Coefficient (LRCC) was also computed
with the SCC. A simple linear regression stands for the linear relationship between the two variables, i.e., x
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Figure 6.14: SCC, LRCC, and p-values of range gates 1 (NREs) and 21 (TIDs) of beam 14 (A), and of range
gates 1 (NREs) and 23 (TIDs) of beam 15 (B) for the time period 00:00 - 03:48 UT on 22 November 2013 at
Zhongshan. The plane in the plots is defined by the time series power received by near gates for NREs and far
gates for MSTIDs.

and y. It is expressed by the equation of a straight line (Zou et al., 2003; Wilks, 2011).

y=a+bx (6.18)
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where a and b represent the least-squares intercept and the gradient, respectively. The intercept is expressed
by:
n _ _ n n n
A Yxi =Xy =] nYXxiyi—XxXy
Y =1 i=1 i=1 =1
b=—= = (6.19)
Ax n 2 n n 2
¥ (w-%) n ¥ @2 X xi)
i=1 i=1

i=1

and the gradient is expressed by:
a=y—-bx (6.20)

where x and ¥ represent the mean of x; and y;, respectively.

F-statistics (p-values) were computed to test the statistical significance of the correlation coefficient. The null
hypothesis is retained or rejected on account of the p-value, and thus implies the acceptance or rejection of the
hypothesis. The p-value is the probability of rejecting the hypothesis. It is also the probability showing that
the results in our sample data didn’t occur by chance. The null hypothesis says that there is no relationship
between the two variables. In our case, the null hypothesis says that there is no relationship between the data
points representing TIDs and those representing NREs. The null hypothesis is rejected when the p-value for
the correlation coefficient is less than the significance level of 5%. This correlation coefficient is considered sta-
tistically significant with a 95% confidence level (Rauf et al., 2019; Ware et al., 2019). Correlation coefficients
in the range of [+0.00 +0.19], [+0.20 +0.39], [+0.40 +0.59], [+0.60 +0.79], [+0.80 +1.00] are considered very
weak, weak, moderate, strong and very strong, respectively. The sign (+) indicates a positive correlation, and
(-) shows a negative correlation. If one variable increases when the other increases, the correlation is positive
and if one (increasing) variable causes the other to decrease, the correlation is negative.

To investigate the relationship between TIDs and NRESs, the squares of the correlation coefficient presented
here was used to calculate the percentage of the NREs that were generated by passing TIDs. The square of the
correlation coefficients, i.e., [0 3.61], [4 15.21], [16 34.81], [36 62.41], [64 100], respectively, indicate the range
of percentages by which the parameters of one variable could be statistically explained by the parameters of
the other (Rauf et al., 2019). The time lag discussed in subsection 6.2 was taken into consideration for the
estimation of the SCC of the variables relating to the events in this study.

Figure 6.13 illustrates that the SCC of the data points on 15 July 2012 between 12:30 and 16:30 UT for gate
3, and gate 40 of beam 0 of the SANAE radar is -0.461 (A), and the SCC for gates 2 and 10 of beam 4 is -0.353
(B). In this case, the p-value was 0.000, indicating that the correlation coefficient was statistically significant
with a 95% confidence level. A SCC of -0.461 indicates that ~21.3% of the NREs power received by gate 3 of
beam 0 can be statistically explained by the variation of the TIDs backscatter power received by gate 40. SCC
of -0.353 indicate that ~12.5% of NREs power received by gate 2 of beam 4 can be statistically explained by the
variation of TIDs backscatter power received by gate 10 of the same beam. In this case also, the p-value was
0.000 indicates that the correlation coefficient is statistically significant with a 95% confidence level.

Figure 6.14 (A) indicates that, for the period between 00:00 and 03:48 UT on 22 November 2013 at Zhong-
shan, the SCC of gate 1 and gate 21 of beam 14 is -0.445. Based on the categories of the correlation coefficients,
-0.445 is a moderate negative correlation. It implies that the variation in TID backscatter power could statis-
tically explain about ~19.8% of variation in the NREs backscatter power. Figure 6.14 (B) shows that the SCC
of gate 1 and gate 23 of beam 15 of the Zhongshan HF radar is 0.438. The SCC of 0.438 also falls within the
moderate positive correlation range. The ~19.2% variation in the NREs power of gate 1 can be statistically
accounted for by the variation in TID echo power received by gate 23 of beam 15. As in the case of Figure 6.13,
these two cases in Figure 6.14 show that the p-value of 0.000 indicates that the correlation coefficients are
statistically significant with a 95% confidence level. The same calculations were done for other events. Figure
6.15 (A) shows that for 28 May 2011 a moderate correlation between the NREs and TIDs exists, i.e., the SCC
of gate 1 and gate 12 of beam 7 of the SANAE radar was -0.265, indicating that ~7% of the NREs backscatter
power can be statistically accounted for by the TIDs. Figure 6.15 (B) shows that the SCC of gate 1 and gate
13 of beam 12 of the SANAE radar was 0.405, i.e., ~16% of the NREs backscatter power can be statistically
accounted for by the TIDs. Figure 6.16 (A) shows that for 17 December 2013, the SCC of gate 3 and gate 11 of
the first beam (beam 0) of the Zhongshan radar was 0.534, i.e., ~28% of the NREs backscatter power can be
statistically accounted for by TIDs. Figure 6.16 (B) shows that the SCC of gate 1 and gate 8 of beam 15 was
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Figure 6.15: SCC, LRCC, and p-values of range gates 1 (NREs) and 12 (TIDs) of beam 7 (A), and of range
gates 1 (NREs) and 13 (TIDs) of beam 12 (B) for the time period 11:00 - 12:45 UT on 28 May 2011 at SANAE.
The plane in the plots is defined by the time series power received by near gates for NREs and far gates for

MSTIDs.

-0.726, meaning that ~53% of NRE backscatter power can be statistically accounted for by the TIDs.

Lastly, Figure 6.17 shows that on 28 May 2011 between 11:00 and 12:46 UT the SANAE radar didn’t have
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Figure 6.16: SCC, LRCC, and p-values of range gates 3 (NREs) and 11 (TIDs) of beam 0 (A), and of range gates
1 (NREs) and 8 (TIDs) of beam 15 (B) for the time period 19:00 - 20:50 UT on 17 December 2013 at Zhongshan.
The plane in the plots is defined by the time series power received by near gates for NREs and far gates for

MSTIDs.

enough data in almost all beams for the far ranges (TIDs). Only beams 7, 8, 10, and 12 had some data and
were used to estimate the SCC of NREs and TIDs. The minimum contribution of TIDs to the NREs backscatter
power was ~6% while the maximum was ~37%. The average of SCC was ~14% and its standard deviation ~1%
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SCC oof NREs of gate 1 and TIDs of beams 7-12 on 28 May 2011

0.8

0.6

0.4

L il
Dl“\;\ o Bo o RN (B
0 6@9»- _\,l_@,GQN,IQ,‘I@, @@i\ @,)@y G\@,- _\IQ»IQ\I@ @&- @.-9\,- @9\; @;_9,- {‘/@,- {E\- @@f @&'
0.4

0.6

Values
<5

0.8

Beams and gates (bb.ng.fg) investigated

Figure 6.17: The SCC of range gate 1 (NREs) and TIDs of gates of beams 7, 8, 10, and 12 of the SANAE radar
for 28 May 2011

of the TID contribution to the backscatter power of NREs. Figure 6.18 shows the SCCs of gate 1 (A), and gate
2 (B), respectively, with TIDs of all beams of the SANAE radar for 15 July 2012. The minimum contribution of
MSTIDs to NREs backscatter power was ~3%, while the maximumum contribution was ~37%. Gate 1 shows
that average of SCC was 9.5% and its standard deviation 1.3%, while gate 2 shows average SCC was 8.2%
and its standard deviation 1.2%. Figure 6.19 shows for 22 November 2013, the SCCs of gates 1 and 2, each in
conjunction with all the beams of the Zhongshan radar, with other gates receiving TIDs backscatter echoes for
22 November 2013. The results of all gate 1’s and other gates for TIDs show that the minimum contribution
of the TIDs to the NREs was ~2% and the maximum was ~41% (A). The results of all gate 2’s and other gates
for TIDs show that the minimum contribution of TIDs to NREs was ~2%, while the maximum was ~49% (B).
Gate 1 shows that the average SCC was 8.3% and its standard deviation 1.1%, while gate 2 shows that the
average SCC was 7.9% and its standard deviation 1.4%. Figure 6.20 (A) shows that on 17 December 2013,
the minimum contribution of TIDs to NREs, received by all gate 1’s was ~4%, while the maximum was ~50%.
Figure 6.20 (B) shows that the minimum contribution of TIDs to NRESs received by all gate 2’s was ~4%, while
the maximum was ~53%. Gate 1 shows that the average SCC was 12.5% and its standard deviation 1.4%,
while for gate 2 the average SCC was 13.4% and its standard deviation 1.4%.

The Spearmann correlation coefficient was used by Strangeway et al. (2005) to find the relation between pre-
cipitating electron and ion flux. The coefficient of the two was 0.346 (see Figure 9 of Strangeway et al. (2005)).
To determine the impact of scintillation effects to the degradation of positioning during a solar maximum,
Spearman’s correlation coefficients of scintillation and degradation was estimated (Alves et al., 2020). In their
figures 4-6, they showed that the coefficients were between 0 and 0.3.

6.4 Summary

This chapter describes the different methods that were used to investigate the relationship between the NREs
and TIDs. Their periodicity was compared and it was found that for the available data the periods are the
same. The estimation of the TIDs parameters was explained. Cross-spectral analysis was used to estimate the
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Figure 6.18: The SCC (A) of range gate 1 (NREs) and TIDs of gates from all beams of the SANAE radar on 15
July 2012; and (B) of range gate 2 and TIDs of gates of all beams of the SANAE radar for 15 July 2012

phase difference, phase velocity, and wavelength for each event. The cross-correlation between NREs and TIDs
was evaluated. Lastly, statistical analysis, by means of the most robust SCC, was used to investigate the two
phenomena. It was found that the correlation between NREs and TIDs, is moderate. This indicates that the
TIDs only partially modulated the NREs. In the next chapter results pertinent to the mechanism responsible
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Figure 6.19: The SCC (A) of range gate 1 (NREs) and TIDs of gates of all beams of the Zhongshan radar for 22
November 2013, and (B) of range gate 2 and TIDs of gates of all beams of the Zhongshan radar for 22 November

2013

for the NREs and how TIDs contribute to their modulation, are discussed.
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A) SCC of NREs of gate 1 and TIDs of all beams on 17 December 2013
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Figure 6.20: The SCC (A) of range gate 1 (NREs) and TIDs of gates of all beams of the Zhongshan radar for 17
December 2013, and (B) range gate 2 and TIDs of gates of all beams of the Zhongshan radar for 17 December
2013



Chapter 7

MECHANISM RELATING MSTIDs AND
NREs

7.1 Introduction

In this study several mechanisms that are responsible for the production of NREs are investigated, as well as
the most plausible mechanism that would link (clarify the relationship between) MSTIDs and NREs. Initially,
it was postulated that a passing TID might modulate PMSEs until cases of simultaneous occurrence of TIDs
and NREs were found in winter. In some gates of the radars, some cases fulfill PMSE conditions given in section
3.5.1.1, especially during quiet time in summer. Other gates don’t fulfill those conditions, mostly during winter.

Meteor trail echoes, HAIR echoes and PMSEs are not considered likely mechanisms to cause these NREs.
Assuming that the NREs on 17 December 2017 were PMSE, the number density and radii of dust particles
were estimated by means of the DUSTY model, based on the power received by the near range gates of the
SuperDARN HF radar. The possibility that the GDI could be the mechanism responsible for the production
of NREs at the bottom-side of the E-region was also investigated. To understand better the effects of TIDs on
NREs, the modulated GDI scale height was calculated. This is directly proportional to the electric field derived
from SuperDARN convection patterns of the plasma. A part of this chapter was published as “First obser-
vations of E-region Near Range Echoes partially modulated by F-region Traveling Ionospheric Disturbances
observed by the same SuperDARN HF radar” by the Journal of Geophysical Research (JGR). The manuscript
can be found in section 8.3. The event/case on 28 May 2011 was not included in the paper, because it doesn’t
add anything to the results of the investigation into the event on 15 July 2012. The latter was included in the
paper. Four events were included in this study, two events that were observed in the data of the SANAE radar
during a geomagnetic storm in winter, and two events that were observed in the data of the Zhongshan radar
during quiet time in summer.

7.2 Mechanisms unlikely to cause NREs

7.2.1 Meteor trail echoes, HAIR echoes and PMSEs

The NREsSs observed in this study are not meteor trail echoes, because meteor trail echoes only last for about
2 min (Ogunjobi et al., 2015, 2017). The events on 28 May 2011, 15 July 2012, 22 November 2013, and 17
December 2013 lasted for about 2, 4, 4 and 2 hours, respectively. HAIR echoes are not a likely mechanism of
NRE production, because they require an electric field of more than 40 mV/m to cause the FBI, mostly at night
during auroral electrojets (Milan et al., 2004; Kelley, 2009). The electric field of the events under investigation
was always below the threshold for triggering the FBI, but this electric field could be linked to FAIR echoes
which are caused by the GDI. The electric field of the GDI doesn’t have a threshold trigger, but requires the
electron density gradient and electric field to be pointed in a direction favorable for its growth rate (St.-Maurice
and Nishitani, 2020). HAIR echoes occur at an altitude of 120 km and are observed simultaneously at differ-
ent ranges with a wide spectral width and a Doppler velocity that decreases with a decrease in range (Milan
et al., 2004; St.-Maurice and Nishitani, 2020). HAIR echoes are shown in Figure 2 in the mentioned paper of
St.-Maurice and Nishitani (2020) for 10 August 2013 just before 14:00 UT, in the ranges above 250 km. The
same figure, shows FAIR echoes that were observed by beam 7 of the Rankin Inlet (RKN) HF radar, operated
in a special mode called “myopic”, with a high spatial resolution of 15 km. Echoes similar to HAIR echoes were
not observed in the events studied, but echoes similar to FAIR echoes can be seen in all these events. Thus
HAIR echoes are ruled as a mechanism for the production of NREs.
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‘ nd/ne0 ‘ rd =2nm ‘ rd =4 nm ‘ rd =6 nm ‘ rd =8 nm ‘ rd =10 nm ‘
| 20% | -16.5 | -12.4 | -9.02 | -6.58 | -5 \
| 50% | -9 | -5.48 | -3.55 | -1.47 | -1.3 \
| 80% | -5 | -2.11 | -2.8 | -1.58 | -5.35 \
| 100% | -4.58 | -14 | -0.7 | -2.73 | -8.7 \
| 170% | -2.72 | 0 | -0.55 | -13.75 | \

Table 7.1: The change in the output of radar backscatter power (dB) as derived by the DUSTY model for the
Zhongshan HF radar. The radii of dust particles is rd and ratio of density of dust particles and background
electrons is nd/ne0.

Most gates of the radars, show that the events in summer fulfill the PMSE conditions presented in section
3.5.1.1. Other events in winter fulfilling some of the PMSE conditions. An example of this phenomena can
be seen in the echoes received by the first gates of all beams of the SANAE radar on 15 July 2012 (Figure 5.3
B). The Doppler velocity was between -50 and 50 m/s, while the spectral width was less than 50 m/s. These
echoes appear very similar to those observed during summer. This is not consistent with PMSE echoes which
are observed only during summer. In this study, the possible mechanism(s) responsible for echoes detected
by the SuperDARN radar during summer and winter are explored. The NREs could be either PMSE- and/or
GDI-related echoes, depending on the season.

The NREs were assumed to be PMSEs and the computational DUSTY model that was developed by Mah-
moudian et al. (2011) was used to investigate the sizes and density of the dust particles during the passage of a
TID. The backscatter power received by the Zhongshan HF radar near range gates on 17 December 2013 were
used to estimate the parameters of the dust particles. This was done to investigate the possibility of GDI as
the mechanism that produces NREs in the high-latitude.

7.2.2 DUSTY model output for the event on 17 December 2013

The DUSTY model is used to predict the behavior of particles during an ionospheric heating experiment when
PMSE is present (Mahmoudian et al., 2011, 2020). PMSEs occur at the coldest altitude, i.e., at the mesopause
of high latitudes. The backscatter power modulation during the passage of an AGW or TID could be modulated
due to the displacement of the icy dust particles to different altitudes. Also, above and below the mesopause the
temperature increases with altitude upward and downward. As the temperature increases and decreases peri-
odically, the icy dust particles responsible for PMSE melt and freeze, respectively. As a result, the backscatter
power of the radar could be modulated at the same period as that of the AGW/TID.

The DUSTY model predicts the change in radar backscatter power when ionospheric heater is on and when
the heater is off. Negative values indicate a reduction in radar backscatter power (see Table 7.1). This is
to be expected. Heating the electrons means that more electrons stick to the dust, and thus there are fewer
free electrons; consequently, the radar backscatter power is less. The model allows the measured reduction in
backscatter power to be compared to the predicted model values and thus the effective equivalent change in
dust radius and/or dust density may be estimated. This model was used for radars operating at frequencies,
of 7.9, 56, 139, 224, and 930 MHz, corresponding to wavelengths of 20 m, 2.7 m, 1.1 m, 68 ¢m, and 16 cm,
respectively (Mahmoudian et al., 2011). In this thesis, a frequency of 10.25 MHz was used to get the results
presented in Table 7.1. The backscattered power (power(dB) equation (7.1)) of a radar is equivalent to the
square of the electron density perturbation (6ne)® (Ponomarenko et al., 2009; Mahmoudian et al., 2011):

power(dB) ~ (6ne)?. (7.1)

The model cannot exactly produce the same power level observed by the radars. It can however, clearly and
accurately estimate the variation in radii and density of dust particles that lead to the decrease and increase
in the power level (Mahmoudian et al., 2011). Table 7.1 summarizes the model’s output (radii and density) for
the Zhongshan HF radar backscatter power (dB) on 17 December 2013 between 19:00 and 20:48 UT. The ratio
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B ) Dust particles' radii and their densities compared with power of beam 3 of Zhongshan radar on 17 December 2013
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Figure 7.1: A) Mean power and FFT of beam 3 of the Zhongshan HF radar. B) Radii and density of dust
particles given by DUSTY model for the same beam. rdi and rdf are the initial and final radii of the icy dust
particle.

of dust particle density and background electron density, nd/ne0 in percentage, shows the variation in particle
density as the power decreases or increases. The ratios (nd/ne0) of 20, 50, 80, 100 and 170% and dust particle
radii of 2, 4, 6, 8, and 10 nm were used. For example, the ratio (nd/ne0) of 20%, having radii of 2, 4, 6, 8 and 10
nm generate a backscatter power reduction of -16.5, -12.4, -9.02 and -5 dB, respectively, as shown in the second
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row from the top of Table 7.1. The percentage variation of other particles is shown in the third, fourth, fifth,
and sixth rows of Table 7.1.

Figure 7.1 (A) shows the mean and FFT of the backscatter power received by beam 3 of the Zhongshan radar
on 17 December 2013. As mentioned earlier, the period of these MSTIDs were 50 and 20 min, but 20 min was
used for this event. Figure 7.1 (B) shows the density and radii of dust particles as derived from the DUSTY
model for beam 3 of the Zhongshan HF radar on 17 December 2013 from 19:00 to 20:48 UT. It was produced
from the output in Table 7.1, where the magnitude of nd/ne0 was multiplied by 10 to get the percentages that
are in Table 7.1. The backscatter power drop (dB), backscatter power rise (dB), initial radii (rdi in nm), final
radii (rdf in nm), initial nd/ne0 (%), and final nd/ne0 (%) is shown in blue, red, yellow, green, dark-red and
light-blue, respectively.

For example, at around 19:11 UT the backscatter power received by beam 3 was ~19 dB and dropped to ~8 dB
around 19:25 UT (Figure 7.1 (A)). This drop of 11 dB is equivalent or equal to the drop from -12.4 dB to -1.4 dB
in Table 7.1, i.e., [-12.4 - (-1.4)] = -11 dB (see drop1 in Figure 7.1 (A)). This corresponds to a density and radius
change from rd = 4 nm, nd/ne0 = 100% as an initial (i) state of dust particles to rd = 4 nm, nd/ne0 = 20% as a
final (f) state of dust particles. It means that nd/ne0 dropped from 100% to 20% while the radius remained the
same, where these percentages were converted to the number of dust particles (nd), by using equation (3.41)
in chapter 3.

From around 19:25 UT to 19:36 UT, the power rose from ~8 to ~18 dB (see Figure 7.1 (A)), which corre-
sponds to 18-8 dB = ~10 dB (see risel in Figure 7.1 (B)). In Table 7.1, the increase from rd = 4 nm, nd/neQ
= 20% (i) to rd = 4 nm, nd/ne0 = 80% (f) also corresponds to 10 dB. From around 19:36 UT to 19:46 UT, the
power dropped from ~18 to ~8 dB, which is 8-18 dB = ~-10 dB (see drop2 in Figure 7.1 (B)). This value is equal
to the power that was estimated by means of the DUSTY model, namely from rd = 4 nm, nd/ne0 = 80% (i) to
rd = 4 nm, nd/ne0 = 20% (f) (see Table 7.1). Between 19:46 UT and 20:05 UT the power rose again from ~8
to ~18 dB, a difference of 10 dB (rise2). The changes in the dust parameter are similar to the ones discussed
above. From around 20:05 to 20:18 UT the power dropped from ~18 to ~12 dB. Thus the power change is -6 dB
(drop3), corresponding to the density and radius values changing from rd = 6 nm, nd/ne0 = 50% to rd = 6 nm,
nd/ne0 = 20%. This change was followed by an increase in power from ~12 dB at around 20:18 UT to ~18 dB
at around 20:24, a is 6 dB increase (rise3), corresponding to the density and radius values changing from rd =
6 nm, nd/ne0 = 20% to rd = 6 nm, nd/ne0 = 80%. The last event considered here occurred between 20:24 UT
and 20:48 UT. The power dropped from ~18 dB to ~8 dB, a -10 dB change. This is the same as drop3 discussed
above.

Figure 7.2 shows the dust parameters of 15 beams, i.e., 0-14 of the Zhongshan HF radar, with beam 3 pre-
sented in Figure 7.1 (B) shown in a vertical rectangle block. Dust radii and density variations are presented
together with the backscatter power variation in blue for drops and red for rises, i.e., the radii (rd) are given by
rdf —rdi in yellow while the ratio between dust particles and the number density of electrons nd/ne0 is equal
to nd/ne0(f) — nd/nel(i) in green. The dust particles as derived from the DUSTY model using the backscatter
power of beam 3, did not freeze or melt to change their radii, only their density varied.

The results discussed are based on the assumption that the backscatter power of near range gates is caused
by PMSEs alone. In fact, there isn’t enough evidence to show that PMSEs caused NREs during this summer
event. There also isn’t enough information about the altitudes of NREs, and some NREs were observed in
winter. Additionally, the meridional electric field showed a trend opposite that of the SuperDARN backscatter
power (see Figure 5.14). Furthermore, PMSEs are not related to the ionospheric electric field. We cannot ig-
nore that PMSEs do occur in summer. It is possible that the 2 events in the summer may have been caused by
FAIR echoes and PMSEs, but in the next section it will be shown that the FAIR echoes generation mechanism
is more plausible. The analysis method described above can be used in conjunction with other instruments,
such as VHF radar, that accurately observe PMSEs and MSTIDs, to explore the effects of TIDs on PMSEs.

Another possible mechanism that may be applied to both winter and summer events is investigated. The
GDI is discussed as a likely mechanism to cause SuperDARN NREs, which is then modulated by the polariza-
tion electric field due to a passing TID. First the primary waves which are responsible for the secondary waves
observed by SuperDARN as NREs are investigated.
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Dust particles' radii together with their densities compared with the power (dB) of Zhongshan HF radar on 17 December 2013
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Figure 7.2: Radius and density variations of dust particles together with the variation in backscatter power
(dB) received by beams 0-14 of the Zhongshan HF radar on 17 December 2013. The results of beam 3 of the
radar is shown in a rectangular block.

7.3 Primary waves that are responsible for the NREs

The ionosonde measurements for the events studied show that there were Es layers present during winter
and summer in the E-region. The Es layers were observed by the ionosonde at the Zhongshan station, located
under the ionospheric trough. Electron density irregularities and Es layers are the key parameters for the
production of a polarization electric field (Woodman et al., 1991; Huang et al., 1993; Otsuka et al., 2013). The
electric field, together with the plasma density gradient, triggers the formation of the GDI, which is observed
by radar as type II waves (Liu and Yeh, 1966; Keskinen and Ossakow, 1983; Hamza and St-Maurice, 1993; Kel-
ley et al., 1995; Sojka et al., 1998; Kagan and Kelley, 1998; Milan and Lester, 2001; St.-Maurice and Nishitani,
2020).

The linear growth rate (y) due to GDI is given by equation (7.2) (Farley, 1985; Woodman et al., 1991).
yox —kVq (k.vN xB| (7.2)
1+y

where vy is the GDI linearized growth rate, Vq is the drift velocity, VN is the plasma density gradient and k is
the wave vector of the perturbations. Keskinen and Ossakow (1983) also provided a detailed growth rate of the
gradient drift instability and current convective instabilities in the F-region of high latitudes. GDI requires
that E | VN and k.(VN xB) > 0 in the F-region (Liu et al., 2019), where E and B are the electric and magnetic
fields, respectively. Tsunoda et al. (1994) found that y reaches its maximum when Vg is westward/eastward
and parallel to k. y is larger when waves propagate transversely to the magnetic field (B) or when Vg4 and k
are parallel, but directed away from the westward/eastward direction (Tsunoda et al., 1994). A decrease in the
effective transverse gradient (V N), can result in ¥ = 0, when Vg is directed northward/southward (Tsunoda
et al., 1994). When there are horizontally stratified E layers, GDI generates primary waves as long as Vq and
k are westward/eastward (Tsunoda et al., 1994). If the amplitudes of the primary waves are large enough, they
may develop local electron drift with the same drift velocity (Vq) which is caused by the local gradient (V,n)
and the electric field created by those waves. Here n is the local wave perturbation in N. The relationship
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between the wavelength of the primary waves (1,) and the wavelength of secondary waves (1) was derived by
neglecting the ion inertia (Tsunoda et al., 1994). The relationship between the upper boundary of 1, and A, is
given by equation (7.3):
N v2Q,VgAZA2
<
P 4mv, Q;C2(1 +y)?

where v; and v, are the neutral-ion and electron collision frequencies, respectively. The ion and electron gyro-
frequencies are QQ; and Q,, respectively. Note that v is the ratio of the product of neutral-particle collision
frequencies to the product of their gyro-frequencies and C; is the ion-acoustic speed. A here stands for the
relative amplitude of the primary wave, and together with V, they control A, for GDI growth. To have GDI,
for small/large values of A and V;, A, should be small/large, respectively.

Equation (7.4) gives the lower boundary of 1,:

(7.3)

veLy
viQe Vg

de Hm

APEZJI[ a+v)

|c2a+y)- (7.4)
where v is the ratio of the product collisional (v) and gyro-frequencies (Q2) of ions and electrons (Greenwald,
1974; Kagan and Kelley, 1998), which is expressed by equation (4.29) and V; = E/B. L, = -N/[(dN/dz)cosI]
is the meridional GDI gradient scale length, where I is the magnetic dip angle and z is the altitude on the
vertical upward axis (Kagan and Kelley, 1998). An enhanced electron density at the bottom of the E-region,
leads to an eastward wind and E x B drift that generate a polarization electric field, and thus the GDI, and
hence the NREs (St.-Maurice and Nishitani, 2020).

TIDs passing through the ionospheric F-region produce a polarization electric field. The electric field is then
mapped along the equipotential magnetic field lines down to the E-region. Thus, this polarized electric field
affects the GDI and modulates backscatter power in the near range gates of the HF radars. St.-Maurice and
Nishitani (2020) noted that passing AGWs/TIDs may modulate the gradient scale length L, through compres-
sion and/or shear. The background and polarization electric field and the eastward neutral wind play a vital
role in the modulation of L, used in equation (7.4). The vertical gradient scale length L, = N/(dN/dz) (Kagan
and Kelley, 1998) could also be modulated by passing AGWs/TIDs (St.-Maurice and Nishitani, 2020).

Figure 7.3 shows the range of wavelengths of the primary waves caused by AGWs/TIDs. These primary waves
are responsible for the secondary waves observed by SuperDARN HF radars by means of equations (7.3) (for
the upper boundary) and (7.4) (for the lower boundary). Figure 7.3 A) shows the primary wavelengths respon-
sible for causing secondary waves of 12 m detected by the SANAE HF radar on 15 July 2012, and Figure 7.3 B)
shows those waves responsible for 10 m secondary waves observed by the Zhongshan HF radar on 22 November
2013. The MSISE-90 and IRI-2016 models were used to estimate the collisional frequencies (St.-Maurice and
Nishitani, 2020). Additionally, magnetometer data were used to estimate the electron and ion gyro-frequencies.
The relative velocity between the electrons and ions was (a) Vz; = 50 m/s, (b) V; = 100 m/s, (¢) V4 = 200 m/s,
and (d) V; =400 m/s as identified in Figure 7.3. The relative amplitude of the primary waves were assumed to
be 5% (blue), 10% (orange), 20% (green) and 40% (red), and L, = 500 (blue-violet), 1000 (brown), 2000 (violet)
and 4000 m (gray). The area between the lower boundary of L, = 1000 m and the upper boundary of A = 0.2
shows the range of primary waves that may have caused backscatter at 12 m (SANAE) or 10 m (Zhongshan).
Considering A and L, constant, the range of primary waves increased as Vj increased, i.e., 1, was between
~30 and 70 m for V; =50 m/s, and between ~30 and 400 m for V; =400 m/s for the event on 15 July 2012.

The range of primary wavelengths for the event on 22 November 2013 is shorter than those on 15 July 2012.
They vary between ~30 and 55 m for V; = 50 m/s, and between ~30 and 350 m for V; = 400 m/s. Figure 7.3
shows that the maximum range of primary waves occurred at an altitude of ~98 km. Similar results were
found for 28 May 2011 and 17 December 2013 and are presented in Figure 7.4. Figure 7.4 shows the range of
wavelengths of primary waves that could have caused the NREs on 28 May 2011 (A) and 17 December 2013
(B). In discussing FAIR echoes, St.-Maurice and Nishitani (2020) suggested that to get backscatter echoes, 1,
should be around 100 m, when E/B is between 200 and 300 m/s. This condition excludes the results obtained
when using V; = 50 and 100 m/s. However, at V; = 200 m/s, there are some waves that fulfill this condition for
A =0.1and 1000 m < L, < 2000 m. Considering the drift velocity and the relative amplitude of plasma waves,
changes in the polarization electric field caused by TIDs causes variations in L, (St.-Maurice and Nishitani,
2020); as a result, 1, also varies. Once the Bragg scatter condition of the radar is met, the SuperDARN radar
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Figure 7.3: Panel A) shows the primary wave wavelengths as derived from data for 15 July 2012, supplied by
the SuperDARN HF radar (SANAE) operating at 12.57 MHz and panel B) shows the wavelengths of the data
for 22 November 2013 supplied by the Zhongshan radar operating at 10.25 MHz. The relative velocity between

electrons and ions is (a) Vg

=50 m/s, (b) V4 =100 m/s, (c) V; =200 m/s and (d) V; =400 m/s .

The relative

amplitude (compared to the background) of the primary waves are assumed to be 5% (blue), 10% (orange), 20%
(green), and 40% (red) and L, =

500 (blue-violet), 1000 (brown), 2000 (violet), and 4000 m (gray).
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Figure 7.4: Panel A) shows the primary wave wavelengths as derived from data for 28 May 2011, supplied by
the SuperDARN HF radar (SANAE) operating at 12.57 MHz, and panel B) shows the wavelengths of the data
for 17 December 2013 supplied by the Zhongshan radar operating at 10.25 MHz. The relative velocity between

electrons and ions is (a) Vg

=50 m/s, (b) V4 =100 m/s, (c) V; =200 m/s and (d) V; =400 m/s .

The relative

amplitude (compared to the background) of the primary waves are assumed to be 5% (blue), 10% (orange), 20%

(green) and 40% (red), and L, =

500 (blue-violet), 1000 (brown), 2000 (violet) and 4000 m (gray).
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observes NREs as discussed here.

7.4 Cross-correlation using detrended data

Detrended data were used to do the cross-correlation between the electric field or the plasma density scale
height and the SuperDARN backscatter power. To check the contribution of the data trend, a linear detrend
was used to remove the trend. Figure 7.5 shows the cross-correlation between the linear detrended electric field
(Eyd) (panel c) and the linear detrended average backscatter power of all beams for range gate 2 (p2d) (panel
e) of the SANAE radar for the event S1 on 15 July 2012. It also shows the cross-correlation between the linear
detrended calculated plasma density scale height (Lzd) (panel d) and the linear detrended average backscatter
power of all beams for range gate 2 (p2d) (panel e). Panel (f) and panel (g) show that the CC estimated was
-0.51. Figures 7.6 and 7.7 are similar to Figure 7.5. They show that the CC is -0.54 for the event Z1 on 22
November 2013 (Figure 7.6) and -0.61 for event Z2 on 17 December 2013 (Figure 7.7). According to Lansangan
and Barrios (2009), a CC between 0.45 and 0.65 indicates a moderate correlation.

7.5 Summary

This chapter discussed the mechanism that causes the NREs. It leads to the conclusion that meteor trail
echoes, HAIR and PMSEs are unlikely mechanisms for the production of NREs. The DUSTY model developed
by Mahmoudian et al. (2011), was used to estimate the number density of dust particles and their radii, based
on the assumption that one summer event contained PMSEs that had been modulated by TIDs. It was deter-
mined that PMSEs are not the most likely cause of NREs. There is a possibility that during summer PMSEs
would have contributed to the NREs in this study. The most likely mechanism to cause NREs is the GDI at
the bottom-side of the E-region. There was a correlation between NRE and TID backscatter power and their
periods of oscillation were equal. The electrodynamics coupling between the F- and E-region of the ionosphere
contributed to this modulation of NREs. The polarization electric field created by TIDs and F-region dynamo
background electric field was mapped down to the E-region along the equipotential magnetic field lines to gen-
erate the observed modulated NREs. The electric field and the estimated gradient scale height were compared
with the backscatter power of near gates, and a moderate correlation was found. It was found that primary
waves are responsible for the secondary waves which can be observed by SD radars were associated with the
GDI. The final chapter draws conclusions from the work that was done and suggests future work.
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Figure 7.5: For 15 July 2012 from 12:30 to 16:30 UT at an altitude of 100 km altitude (case S1): (a) modeled
eastward neutral wind, (b) Z-component of the Earth’s magnetic field at ground level, (c) the linear detrended
observed northward electric field (£, d), (d) the linear detrended calculated plasma density scale height (Lzd),
(e) the linear detrended average backscatter power of all beams for range gate 2 (p2), (f) the cross-correlation
between E,d (panel c) and p2d (panel e), and (g) cross-correlation between Lzd (panel d) and p2d (panel e).
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Figure 7.6: For 22 November 2013 from 00:00 to 02:48 UT at an altitude of 100 km (case Z1): (a) modeled
eastward neutral wind, (b) Z-component of the Earth’s magnetic field at ground level, (c) the linear detrended
observed northward electric field (£, d), (d) the linear detrended calculated plasma density scale height (Lzd),
(e) the linear detrended average backscatter power of all beams for range gate 2 (p2d), (f) the cross-correlation
between E,d (panel c) and p2 (panel e), and (g) cross-correlation between Lz (panel d) and p2d (panel e).
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Figure 7.7: For 17 December 2013 from 19:00 to 20:48 UT at an altitude of 100 km (case Z2): (a) modeled
eastward neutral wind, (b) Z-component of the Earth’s magnetic field at ground level, (c) the linear detrended
observed northward electric field (£, d), (d) the linear detrended calculated plasma density scale height (Lzd),
(e) the linear detrended average backscatter power of all beams for range gate 2 (p2d), (f) the cross-correlation
between E,d (panel c) and p2 (panel e), and (g) cross-correlation between Lz (panel d) and p2d (panel e).



Chapter 8

CONCLUSIONS AND SUGGESTIONS

8.1 Introduction

This thesis relates effects of MSTIDs observed in the F'-region on NREs observed in E-region at high latitudes,
based on the data from the SuperDARN HF radar network. Four data sets from two SuperDARN radars, both
in Antarctica were analyzed. Two events occurred during geomagnetic storms in winter and were observed
by the SANAE HF radar. Two other events occurred during quiet time in summer and were observed by the
Zhongshan HF radar. MSTIDs are those echoes beyond the 315 km range, while NREs are the echoes between
the first range gate (180 km) and the fourth range gate (315 km).

In order to determine the effects of MSTIDs on NRESs, FFT, cross correlation, and statistical analysis involv-
ing the Spearmann correlation coefficients of the backscatter power of the SuperDARN (SD) radar NREs and
MSTIDs are used. Then the cross-correlation between the electric field close to the NREs and their backscat-
ter power was investigated. The density gradient scale length due to the GDI, which were used to find the
cross correlation with the NREs backscatter power, was estimated. Measuring electric field directly in the
E-region is difficult. Normally, SuperDARN data in the F-region are used, magnetic field lines are assumed to
be equipotential and in the polar regions quasi-vertical, and then the F-region electric field is mapped down to
the E-region. The Virginia Tech (VT) website supplied the derived electric field for the specified location and
time. Other parameters required for the estimation of the scale length were derived by means of the IRI-2016,
MSIS-90 and HWM-14 models. The IRI is a model built around statistical averages. The model is extrapolated
to regions where there are no measurements. The model is only accurate for quiet non-storm conditions where
the background plasma density is steady. For geomagnetic storms with auroras, the model is not accurate and
probably underestimates the electron density. The analysis and exercise in correlation between MSTIDs and
NREs led to the conclusion that the GDI is the likely mechanism that relates MSTIDs and NREs. This chapter
presents a summary of the findings of this study and gives some recommendations for further research.

8.2 Conclusions

Based on the results of this study, the conclusions are drawn as follows:

1. This study focused on MSTIDs and NREs occurring during the noon and afternoon sectors in winter
during a geomagnetic storm, and the morning and evening sectors in summer during a geomagnetically
quiet time. The characteristics of the MSTIDs and their propagation direction were consistent with the
earlier studies that illustrated the coupling between the F' and E ionospheric regions. It was concluded
that NREs were echoes of a GDI process observed in the SuperDARN data. Pre-existing plasma density
gradients, the ambient meridional convection electric field together with E x B ionospheric plasma drifts
and zonal (eastward) thermospheric neutral winds led to this conclusion. According to St.-Maurice and
Nishitani (2020) FAIR echoes are observed as NREs in the lower E-region. Plasma irregularities, such
as sporadic E's layers, facilitate the GDI mechanism.

2. To estimate the quantitative contribution of MSTIDs to NREs, the most robust Spearmann correlation
coefficient was used. The correlation between the backscatter power of MSTIDs and NREs that were
received by the same SuperDARN HF radar was moderate. Based on the correlation coefficients for the
four events mentioned, the contribution by the MSTIDs was sometimes below 10% or above 40% (using
different individual gates), but generally most of the SuperDARN gates indicated a moderate correlation
of ~10% (average of all correlation coefficients) between the MSTIDs and NREs.
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3.

8.3

2.

As expected, the wind speed in the E-region and upper D-region was slow. In this region, the ions become
demagnetized, i.e., the neutral winds create an electric field by pushing the ions across the magnetic
fields, so that E = —U x B. The F-region electric field, close to where the NRE modulation by passing
MSTIDs occurs, was used. The MSTIDs generate a polarization electric field in the F-region to maintain
the field-line-integrated electric current in the F-region (Otsuka et al., 2004, 2007). The polarized electric
field is a result of the inhomogeneity of the field-line-integrated Pedersen conductivity traversed by the
ionospheric current. This polarization electric field modulates the background convection electric field,
which is then transmitted into the E-region along the equipotential magnetic field lines. The background
neutral wind may also change the modulation in the ionospheric electric field. This can then drive GDI
if it meets the required amplitude of the electric field. Presumably, the GDI exists in the E-region where
the electron density gradients maximize. The presence of Es-layers between altitudes of 95 and 125 km
is a good example of plasma gradients which could facilitate the generation of GDI in the near ranges.
The GDI explanation works for both winter and summer events. However, in the summer there is a
possible alternative and/or additional possibility of PMSE.

The meridional component of the net electric field (quasi-static convection plus oscillating polarization),
mapped down from the F'- to E- region along the equipotential magnetic field lines (Sun et al., 2015; Liu
et al., 2019), modulates the GDI which is responsible for generating the NREs (St.-Maurice and Nishi-
tani, 2020). For most of the radar gates that were analyzed in this study, the cross-correlation between
the linear detrended meridional electric field or the linear detrended plasma density gradient scale height
and the linear detrended backscatter power was between -0.51 and -0.61, i.e., moderately anti-correlated.

SuperDARN HF radars cannot estimate the altitude of the backscatter with high precision as VHF radars
do. Those having interferometers to measure angle-of-arrival use the elevation angle to calculate the vir-
tual height of the source of echoes by ray tracing, which is still subject to improvement (Ponomarenko
et al., 2018). Thus, the problem of whether PMSEs are part of SuperDARN NREs remains (Ponomarenko
et al., 2016). In principle, MSTIDs can modulate PMSEs in the same way that AGWs modulate Noctilu-
cent Clouds (Dalin et al., 2004), but there is no enough evidence that the phenomenon is observable by Su-
perDARN HF radars. The events in winter when both MSTIDs and NREs occurred near-simultaneously
leads to the conclusion that the GDI mechanism is more likely responsible for these echoes than polar
mesospheric winter echoes, because PMWESs (Kirkwood, 2007; Latteck and Strelnikova, 2015) tend to
occur at altitudes that correspond to ranges shorter than 180 km and therefore PMWEs are generally
not observed by SuperDARN radars. The nearest altitude where echoes can be observed by SuperDARN
radars is ~100 +3 km (Ponomarenko et al., 2016; St.-Maurice and Nishitani, 2020).

Suggestions for further research

Currently, there is no VHF radar located under the near range gates of a SuperDARN HF to help identify
whether some or all NREs in summer are PMSEs. Another possible assumption is that both PMSEs and
GDI or other phenomena could contribute to the production of NREs. Events during winter, do not exhibit
PMSEsS, so they are likely caused by the GDI. A long-term study of these echoes would be necessary to
solve this ambiguity.

A simultaneous study of TIDs and NREs in both hemispheres by means of conjugate SuperDARN HF
radars is recommended, because the electric field is similar in both hemispheres. Justification for such a
study is simultaneous conjugate observation of AGWs by Otsuka et al. (2004) and Martinis et al. (2019).

Modeling the TIDs and their effects on NREs would enhance the understanding of the physics behind
the two phenomena.

The results of the investigation into the mechanism that relates MSTIDs to NREs are offered here in this
section (section 8.3) as a paper published by JGR. The paper explains how a passing TIDs polarize the electric
field and the effects they have on NREs.
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First Observations of E-Region Near Range Echoes Partially
Modulated by F-Region Traveling Ionospheric Disturbances
Observed by the Same SuperDARN HF Radar
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Abstract We present the first observations from SuperDARN HF radar data of E-region Near Range
Echoes (NREs) whose amplitudes are partially modulated by Medium-Scale Traveling lonospheric
Disturbances (MSTIDs) propagating in the F-region overhead that have been observed by the same radar in
the far ranges. SuperDARN NREs occur normally ~180-315 km downrange from the radar at ~95-125 km
altitude. Selected observations of TID-modulated NREs are presented from SANAE and Zhongshan Antarctic
SuperDARN radars for both summer and winter seasons as well as geomagnetic active and quiet times. We
show that the most likely mechanism is partial modulation of the Gradient Drift Instability (GDI), which is
responsible for producing the NREs. GDI is driven by the velocity difference between neutrals and ions and
may appear in the E-region ionosphere wherever suitable plasma density gradients exist. GDI already present
in the E-region can be partially modulated by an MSTID passing overhead in the F-region via the additional
MSTID polarization electric field mapped down in altitude along the equipotential magnetic field lines, thereby
partially modulating the NRE amplitudes as observed.

1. Introduction

Atmospheric Gravity Waves (AGWs) carry significant momentum and energy throughout the Earth's atmosphere
(Francis, 1975; Fritts, 1984; Hunsucker, 1982) and may be observed in the upper atmosphere by the SuperD-
ARN global network of radars (Chisham et al., 2007; Oinats et al., 2015) as Traveling Ionospheric Disturbances
(TIDs) through the interaction between the neutral and ionized components of the atmosphere. However, TIDs
may also be driven by ionospheric electric fields via the Perkins instability at nighttime (Y. Liu et al., 2019, and
reference therein). TIDs may be observed in the ionospheric F-region 30%-50% of the time (Francis, 1974).
TIDs are divided into two main classes: Large-Scale Traveling Ionospheric Disturbances (LSTIDs) with hori-
zontal wavelengths of >1,000 km, velocities of ~400-1,000 m/s, and periods of ~0.5-3 hr and Medium-Scale
Traveling Ionospheric Disturbances (MSTIDs) with horizontal wavelengths of hundreds of km, velocities of
~100-500 m/s, and periods of ~15-60 min (Grocott et al., 2013; Hayashi et al., 2010; He et al., 2004; Hocke &
Schlegel, 1996; Oinats et al., 2015). The many possible AGW/TID sources and their propagation modes have
been investigated (e.g., Hocke & Schlegel, 1996; He et al., 2004; Grocott et al., 2013). LSTIDs are generated in
the auroral or sub-auroral region as a result of Lorentz forces and Joule heating caused by the enhancement of the
auroral electrojets and/or intense precipitation of charged particles during geomagnetic storms (Ding et al., 2008;
Palmroth et al., 2005; Waldock & Jones, 1986). Storm-induced TIDs usually propagate equatorward from high
latitudes and sometimes cross the equator (Ding et al., 2008; Habarulema et al., 2015; Tsugawa et al., 2004).
MSTIDs are the most common at high latitudes, often caused by the auroral electrojets, and may propagate
horizontally, obliquely, or vertically in the ionosphere (Hocke & Schlegel, 1996). They may propagate from the
source either obliquely up to the F-region or initially downward and reach the F-region after the reflection from
the ground (Francis, 1974; Hernindez-Pajares et al., 2006). High-latitude MSTIDs have been observed propa-
gating equatorward (Grocott et al., 2013; Samson et al., 1990), westward (Samson et al., 1990), and poleward
(Habarulema et al., 2015). At southern high latitudes, the probability of medium-scale AGW observations was
highest in winter and lowest in summer months (Ogawa et al., 1987) but they may occur at any time.

SuperDARN is a global network of HF radars (Chisham et al., 2007; Greenwald et al., 1995) that normally
observe Bragg backscatter from magnetic field-aligned plasma irregularities (FAIs), which are common in the
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F-region ionosphere, for ray paths that satisfy the necessary aspect condition
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(Ruohoniemi et al., 1989). SuperDARN radars also observe backscatter from
the ground or sea surfaces due to HF refraction in the ionosphere. The Super-
DARN radars readily detect MSTIDs as wave-like perturbations in the backs-
catter (Chisham et al., 2007; Hunsucker, 1982; Miyoshi et al., 2018; Nishitani
et al., 2019), typically in the range of ~600-1,200 km. MSTIDs are either

observed in the ground/sea scatter echoes, which have Doppler velocities less
than +£50 m/s with narrow spectral widths of <20 m/s (Grocott et al., 2013;
Nishitani et al., 2011), or in the ionospheric scatter echoes, typically with
Doppler velocities greater than +50 m/s and wide spectral widths of >50 m/s
(Grocott et al., 2013; Ponomarenko et al., 2009).

SuperDARN may observe E-region coherent echoes at ~95-125 km altitude
in the first few near range gates (0-3), typically 180-315 km downrange due
to its oblique sounding, called Near Range Echoes (NREs) (Hall et al., 1997;
Hussey et al., 2000; Jenkins & Jarvis, 1999; Ogawa et al., 2009). These may

have several sources. Intermittent meteor trails at ~80—120 km altitude cause

Figure 1. A cartoon showing how a plasma density disturbance in the NREs (Hall et al., 1997; Hussey et al., 2000; Jenkins & Jarvis, 1999). NREs
southern hemisphere may result in radar coherent backscatter via the Gradient ~ have been associated with Polar Mesospheric Summer Echoes (PMSEs) at
Drift Instability mechanism (adapted from Gillies (2012)). The magnetic field ~80-85 km altitude (e.g., Hosokawa et al., 2005; Ogunjobi et al., 2015, 2017).

(B) is out of the page. Panel (a) shows two stable layers with plasma densities
n, > n,. In the E-region, the ionospheric electric field will be approximately
parallel to the ion velocity (V,). In the F-region, due to convection, the

However, there is some doubt about this mechanism based on altitude obser-
vations (Ponomarenko et al., 2016) and because NREs are also observed in

ionospheric electric field will be approximately parallel to the plasma density the winter. The Polar Mesospheric Winter Echoes (PMWESs) phenomenon
gradient (Vn,). Panel (b) shows any wave-like perturbation on the plasma only occurs sporadically at ~50-85 km altitude (Kavanagh et al., 2006),
boundary, will result in a charge separation, and an oscillating polarization which corresponds to SuperDARN ranges less than the typical minimum
electric field (Ep). Ep drives a plasma drift (V) that grows the plasma (180 km). Another type of NRE is the High-Aspect Angle Irregularity

perturbation. Panel (c) shows the time development of the plasma perturbation,
cascading to shorter wavelengths. Panel (d) shows the coherent scatter by these

Regions (HAIR), which is related to the Farley-Buneman Instability (FBI)

plasma structures once the Bragg scatter condition is met. at an altitude of ~120 km for higher ionospheric electric fields (>40 mV/m)

(Drexler & St-Maurice, 2005; St.-Maurice & Nishitani, 2020) and so-named
because ray path orthogonality is not strictly required.

In addition, St.-Maurice and Nishitani (2020) found that SuperDARN NREs are associated with the Gradient
Drift Instability (GDI) at an altitude of ~100 + 3 km. These radar echoes were named Far-Aspect Angle Irreg-
ularity Regions (FAIR). GDI results from the presence of a plasma density gradient in a favorable direction
to allow GDI growth, which is driven by the neutral wind (U,) and ion drift (V,) (Makarevich, 2014; Sojka
etal., 1998; Y. Liu et al., 2019). In the ionosphere, GDI and NREs are closely linked with zonal neutral wind and
ion drift (equivalently meridional ionospheric convection electric field (E,)) and plasma density gradients (Vn,)
(St.-Maurice & Nishitani, 2020), all of which occur routinely. If plasma convecting in the ionosphere encounters
a change in plasma density (equivalently conductivity), then the ions flow faster/slower in the region of higher/
lower conductivity. At the boundaries of the plasma irregularities, charges will build up because ions arrive faster
than they can depart or vice versa. The electrons are relatively unaffected because of their much lower collision
(v) to gyration (Q) frequency ratio. The charge imbalance at a plasma density boundary sets up a counter polari-
zation electric field, which then exerts its own E X B force on the plasma. With the correct geometry, the bound-
aries of the plasma irregularities become reinforced (i.e., steeper plasma density gradients), thereby enhancing
polarization electric field, thereby resulting in positive feedback and hence the GDI grows.

The SuperDARN backscatters associated with NREs are generated through a secondary process where the large-
scale gradient drift waves, of the order of 100 m, trigger secondary Farley-Buneman waves of the order of 10 m
(St.-Maurice & Nishitani, 2020; Tsunoda et al., 1994). This process occurs most efficiently at ~98 km altitude
(Tsunoda et al., 1994) and is the most efficient way in which the 10-15 m plasma structures observed by Super-
DARN HF radars can be developed (St.-Maurice & Nishitani, 2020). Figure 1 demonstrates the GDI process that
leads to the observed NREs for southern hemisphere geometry. At high latitudes in the lower E-region (~100 km
altitude), the ions are unmagnetized due to collisions with the neutrals (i.e., v, > Q.), so they tend to drift (V)
in the electric field (E) direction, whereas the electrons are magnetized (i.e., v, < L), so they drift (V,) in the E
X B direction. Panel (a) shows two regions with different plasma densities (n) such that n, > n,. In the E-region,
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V, is approximately in the direction of E but the amplitude of V; depends on the plasma density. Panel (b) shows
that any random wave-like perturbation at the boundary will result in positive charges accumulating at a boundary
due to more ions arriving than departing and vice versa. Alternating polarization electric fields (E;) are set up,
creating Ep X B drifts (V,) as shown, which further enhance the boundary perturbation. Panel (c) shows the two
different plasma regions that penetrate one another as the instability grows, which break down into narrow finger-
like structures of shorter wavelength. Panel (d) shows that the finger-like structures of plasma density separate
and substructures of plasma irregularities will be created in all directions perpendicular to the magnetic field
(Gondarenko & Guzdar, 2001), which form a source of radar echoes when the Bragg scatter condition is met, that
is, 10—15 m for SuperDARN radars (Greenwald et al., 1995; Ponomarenko & Waters, 2006). These substructures
are effectively visible to radars from almost all directions (St.-Maurice & Nishitani, 2020) and therefore do not
have to be magnetic field-aligned. We note that in the F-region, where both electrons and ions are fully magnet-
ized, we require E quasi-parallel to Vn, (Y. Liu et al., 2019) so that V; remains quasi-perpendicular to Vn,. This
change in horizontal E-field direction gives the same geometry for GDI in the collision-less F-region as it does
for the collisional E-region.

SuperDARN HF radars observe the FAIR echoes caused by the GDI cascading to shorter wavelengths (St.-Mau-
rice & Nishitani, 2020). The GDIs are triggered when there is a strong enough plasma density gradient through
which the ions must drift, which may happen during auroral precipitation or in the presence of sporadic E-layers
(Es layers) (Kagan & Kelley, 1998; Kirkwood & Von Zahn, 1991). Sometimes, during geomagnetic storms and
auroral precipitation, both the GDI at ~100 km altitude (for FAIR echoes) and the FBI at ~125 km altitude (for
HAIR echoes) may occur simultaneously (St.-Maurice & Nishitani, 2020), potentially making clear identification
of each echo type difficult.

There is a strong electric field coupling between the ionospheric F' and E regions because the magnetic field
is essentially equipotential and the distance is only a few 100 km (Farley Jr, 1960). Also, at high latitudes, the
magnetic field is near-vertical allowing for near-coincidence of E and F region phenomena in the horizontal direc-
tion. Numerous studies, mainly at midlatitudes, have shown electric field coupling between the E and F regions of
the ionosphere involving TIDs (e.g., Haldoupis et al., 2003; Kotake et al., 2007; Otsuka et al., 2004, 2007, 2009;
Tsunoda & Cosgrove, 2001; Y. Liu et al., 2019; Zhou et al., 2018). In addition, multiple midlatitude studies
have shown that TIDs occur simultaneously with sporadic E-layers in the majority of cases (e.g., Tsunoda &
Cosgrove, 2001 and references therein).

In this paper, we show for the first time the effects of MSTIDs, observed by southern hemisphere SuperDARN
HF radars in the F-region ionosphere far ranges, on NREs observed by the same radars in the E-region near
ranges with a suitable time delay determined by the MSTID velocity vector and assuming a constant propagation
altitude. Furthermore, we show that the phenomenon is consistent with the MSTID, partially modulating the GDI
mechanism.

2. Theory of E-Region Instabilities

Two kinds of ionospheric plasma instabilities that may lead to SuperDARN backscatter are possible: the first one
is FBI or the related Two-Stream Instability (TSI) (Kelley, 2009; Keskinen & Ossakow, 1983). The second one is
the GDI (St.-Maurice, 1985; St.-Maurice & Nishitani, 2020). The plasma oscillation frequency (@,) and growth
rate (y) from the local linear theory of GDI and FBI/TSI in the reference frame of the neutral wind are given by
Kagan and Kelley (1998), Kelley (2009), and Kelly (2012):

_ k(Vi+yVi)
T l+y
and
__L |(¥ _KV? K22 1 LV Vi :
Y= Tty [(w) [(wr =k Vi)’ = K*C7] + (Lk2>(wr k.Vi) + <Qi) ky] 2ang )
where
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Figure 2. Southern hemisphere SuperDARN HF radars' fields of view.

{5 E)

and k is the wavenumber of plasma wave, C, is the ion-acoustic velocity, V;
= (E x B)/B? is the ion drift velocity, L is the plasma density (n,) gradient
scale length (L, = 1/(dln(n,)/dz)) (St.-Maurice & Nishitani, 2020), v is the
collision frequency, and Q is the gyrofrequency. The first term with the diffu-
sive damping (szf) describes the FBI or TSI, while the second term with
L describes the GDI. The third term (v/,)k, describes the recombination
damping. We neglect FBI/TSI because it is orily valid for short wavelengths
(i.e., L = o) (Kelley, 2009; Keskinen & Ossakow, 1983), and also it requires
a strong electric field of at least ~40 mV/m to occur (St.-Maurice, 1985).
The linearized growth rate for GDI (y) can then be written as (Woodman
etal., 1991):

1
—k.Vi(k.Vn. xB
S v (k.Vn, x B) (@)

For GDI to grow in the E-region, a significant component of V;, Vn,, and
B must be mutually perpendicular (Fejer et al., 1984; Y. Liu et al., 2019) as
indicated in Figure 1. The gradient scale length in the vertical direction (L)
is estimated by rearranging Equation 7 of St.-Maurice and Nishitani (2020).
The lowest threshold condition to trigger the GDI that is responsible for the
FAIR echoes, which are observed as NREs by SuperDARN, is given by:

_ (U + E,/B)Q.cosD

L. =
() (e CF ()

3

nx

where y, = % and k, = kcos sinf and where U, is the geographic zonal
neutral wind, 7)’ is the aspect angle between E and k, and 6 is the flow angle

SANAE (top) and Zhongshan (bottom) radars' fields of view are shown inred. ~ between V; and k. The smaller the value of L., the greater the growth rate ()

of the GDI. Control of L, is by the term (U, + E,/B), that is, the relative wind
and ion drift velocities, and minimizes when the wind opposes the ion drift
with similar velocity. Normally, the ion drift speed (E/B) is greater than the
neutral wind (U,,), so the ionospheric electric field is the primary controlling term for the GDI growth rate. L,
has been measured in the high-latitude E-region (Haldoupis et al., 2000). They found that L_ ~ 4-7 km around
~100 km altitude, the minimum value being limited by the 3 km radar range resolution. Such small structures
should trigger the GDI for a modest ionospheric electric field (St.-Maurice & Nishitani, 2020). Unsurprisingly,
Haldoupis et al. (2000) found that L, takes on larger values at higher altitudes in the topside ionosphere, that is,

from 10 km to greater than 25 km.

Normally, GDI growth relates to the plasma density gradient component perpendicular to the magnetic field (L )
as shown in Figure 1. At high latitudes, the magnetic field is near-vertical. In order to get the appropriate value of
L, the magnetic dip angle (/) must be taken into account (Haldoupis et al., 2000):

L.
L.= cos([l) @

3. Instruments and Models

The SuperDARN HF radar network (Chisham et al., 2007; Greenwald et al., 1995) is used collectively to estimate
the ionospheric electric field E and polar cap electrostatic potential using the ionospheric plasma drift V; = E
X B Doppler observations in the plane perpendicular to the magnetic field B and fitting to a spherical harmonic
model (Chisham et al., 2007; Fiori et al., 2013; Shepherd & Ruohoniemi, 2000). Figure 2 shows the 13 southern
hemisphere SuperDARN radars' fields of view (FOV) with the South African SANAE and Chinese Zhongshan
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radars shown in red. SANAE is located at 71.67°S, 2.84°W (66.64°S, 48.51°E geomagnetic coordinates) and
Zhongshan is located at 69.38°S, 76.38°E (74.5°S, 96.0°E geomagnetic coordinates). For SANAE, LT = UT + 2
hr and MLT ~ UT — 2 hr. For Zhongshan, LT = UT + 5 hr and MLT = UT + 2 hr. The SANAE and Zhongshan
radars' geographic boresight directions are 173.2° and 72.5°, that is, approximately southward and eastward,
respectively. Both radars have 16 beams covering ~53° azimuth with a range resolution of 45 km and the first gate
at 180 km downrange. The SANAE beams are numbered from zero anticlockwise, while Zhongshan is clockwise
in azimuth angle. SANAE and Zhongshan operated continuously on 12.57 and 10.25 MHz, respectively, with a
2-min temporal resolution during this study. All SuperDARN HF radars provide backscatter power, line of sight
Doppler velocity, and spectral width data products (Chisham et al., 2007). For this study, these data are estimated
by fitting the autocorrelation function (Baker et al., 1995; Ponomarenko et al., 2009) using FITACF Version 2.5,
obtained through the radar software toolkit Version 4.3.

To obtain the magnetic field, we use 1-min magnetometer data from SANAE (Kotzé, 2018) and Zhongshan (Y.
Liu et al., 2016). Magnetic field data were used to calculate the electron and ion gyrofrequencies. To check for
the existence of Es layers, we use the Digisonde Portable Sounder 4D located at Zhongshan with an hourly time
resolution (Li et al., 2007). No ionosonde was available close to SANAE.

The International Reference Ionosphere (IRI) 2016 model (Bilitza et al., 2017) was used to obtain electron density
and temperature. The Mass Spectrometer, Incoherent Scatter (MSIS)-E-90 atmospheric model (Hedin, 1988),
was used to obtain neutral particle number densities and temperature profile in the thermosphere. Both models
are used to determine the ionospheric Pedersen conductance and particle collision frequencies. The 2014 Hori-
zontal Wind Model (HWM14; Drob et al., 2015) was used in this study because observations of upper atmos-
pheric neutral winds were not available.

4. Observations

We present 3 representative data sets, out of more than 175 found in the southern hemisphere SuperDARN data
from 2010 to 2013, that showed MSTIDs partially modulating NREs in the same radar data set. The original
cause of the MSTIDs is beyond the scope of this paper. Our focus is on the interaction of the observed MSTIDs on
existing NREs. A statistical survey of the 175 cases found so far will form a future study. Obviously, since TIDs
are typically observed in the F-region far ranges and NREs are only observed in the E-region near ranges, their
coincidence is only near-simultaneous, the timing offset depending on the speed and direction of the MSTID. One
event occurred during winter on 15 July 2012 over noon at SANAE, and the other two occurred in summer on 22
November and 17 December 2013 post-midnight and pre-midnight, respectively, at Zhongshan. The high latitude,
season, and time of the observations mean that the sun was at low elevation for Zhongshan and well below the
horizon for SANAE, that is, solar illumination would have been weak. We choose these data sets because they
provide a variety of seasons and local times. The SANAE radar FOV is essentially poleward and covers both
the auroral oval as well as the polar cap (see Figure 2). The Zhongshan radar FOV is essentially eastward with
the facility under the magnetospheric cusp region at noon and under the polar cap region during the night (Li
et al., 2007).

Figure 3 shows the range-time-intensity plots for the three selected data sets. Backscatter power (dB) is shown in
pseudo-color for beam 15 in all cases. The TIDs are highlighted by slanted solid lines for visual reference only
and the NREs are shown in a solid rectangle. We assume the TIDs propagated at a constant altitude and velocity
(cf., He et al., 2004; Grocott et al., 2013); hence, the straight lines overlaid. Panel (a) shows SANAE data for
11:00 to 17:00 UT on 15 July 2012, corresponding to ~09:00-15:00 MLT with Kp = 5* — 6 indicating high
geomagnetic activity. Between 12:00 and 17:00 UT, periodic backscatters are clearly observed for slant ranges
~1,100-2,600 km, indicating TIDs propagating away from the radar. Line-of-sight Doppler velocities and spec-
tral widths (shown in Appendix A by Figure A1) were up to 1,000 m/s away from the radar and up to 125 m/s,
respectively. Panel (b) is similar to panel (a) but for 00:00 and 04:00 UT on 22 November 2013 for the Zhongshan
HF radar, corresponding to ~02:00-06:00 MLT, with Kp = 1~ — 0, indicating quiet geomagnetic conditions.
The TIDs propagated toward the radar between 00:00 and 04:00 UT at a slant range of ~350-1,700 km. Line-
of-sight Doppler velocities and spectral widths (shown in Appendix A by Figure A1) were up to 400 m/s toward
the radar and mostly less than 12 m/s, respectively. Panel (c) is similar to panel (b) but for 17:00-22:00 UT on 17
December 2013 for the Zhongshan radar, corresponding to ~19:00-24:00 MLT, with Kp = 1~ — 2%, indicating
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Figure 3. Range-Time-Intensity plot of backscatter power of (a) beam 15 of
the SANAE HF radar from 11:00 to 17:00 UT on 15 July 2012, (b) beam 15
of the Zhongshan HF radar from 00:00 to 04:00 UT on 22 November 2013,
and (c) beam 15 of the Zhongshan HF radar from 19:00 to 21:00 UT on 17
December 2013. The slant black lines approximately indicate wavefronts of

Traveling Ionospheric Disturbances. The horizontal black rectangles show the

Near Range Echoes.

low geomagnetic activity. Between 19:00 and 21:00 UT, the TIDs propagated
toward the radar at a slant range of ~350-1,250 km. Line-of-sight Doppler
velocities and spectral widths (shown in Appendix A by Figure A1) were up
to 400 m/s toward the radar and mostly less than 12 m/s, respectively. The
true vector velocity of the TIDs was obtained using the multi-beam method
described by He et al. (2004) as discussed below. For the sake of brevity,
we name the events observed on 15 July 2012, 22 November 2013, and 17
December 2013 as S1, Z1, and Z2, respectively.

In all cases, the SuperDARN ray tracing (shown in Appendix A by Figure A2)
showed that the backscatter was ionospheric. Based on possible magnetic
field orthogonal backscatter from the ray tracing, the TIDs propagated at
~400, ~300, and ~240 km altitude for cases S1, Z1, and Z2, respectively.
F-region ionospheric propagation is consistent with the high TID Doppler
velocities and high spectral width for case S1. Cases Z1 and Z2 are mostly
at ranges too short to allow for ground scatter. Simultaneously, for all cases,
NREs are observed between a slant range of 180 and 315 km. However, a
clear one-to-one correspondence between the TID and NRE backscatter
power is not immediately obvious by visual inspection. A visual comparison
is also made difficult because of naturally occurring data gaps in the NREs
and the lack of far range backscatter does not necessarily imply that MSTIDs
were not present.

Figure 4 shows the SuperDARN map potential plots for cases S1, Z1, and
Z2 with the vectors of plasma convection flow observed by the southern
hemisphere radars. Overlaid are particle precipitation data showing the loga-
rithm of electron energy flux between 0 and 30 kev cm™2 s~! sr~! from the
TED instrument of the POES satellites (cf., Atilaw et al., 2021) and the esti-
mated equatorward boundary of the auroral oval (red dotted-dashed circle).
The approximate FOV of the relevant radar is shown overlaid. Panels (a—c)
correspond to cases S1, Z1, and Z2, respectively. Figure 4 illustrates that the
TID-modulated NREs occur at times when the radars' FOVs were within
the auroral oval, and the associated particle precipitation (highlighted by the
POES TED data) would have created E-region plasma density perturbations
in the radar near ranges, thereby creating conditions favorable to the forma-
tion of GDI. We note that the NREs for case S1 were initially in the dawn
convection cell and later in the dusk cell. For case Z1, the NREs appear only
in the dawn convection cell. For case Z2, the NREs appear initially in the
dusk convection cell and then later the dawn cell.

For case Z2, we were able to reinforce the expectation that plasma density
gradients existed by local ionosonde observations. Figure 5 shows two
example ionograms observed from Zhongshan at 19:00 and 21:00 UT on 17
December 2013. Spread-F is visible above 250 km, consistent with particle
precipitation, and an Es layer appeared from 18:00 to 22:00 UT at ~100 km
altitude, varying between 95 and 118 km. The appearance of an Es layer
is consistent with Tsunoda and Cosgrove (2001) who noted that TIDs and
Es layers occur simultaneous in the majority of cases. A sporadic E-layer
provides a suitable plasma density gradient required for the GDI to exist
(Kagan & Kelley, 1998; Kirkwood & Von Zahn, 1991). Unfortunately,
no ionosonde data are available for cases S1 and Z1. Of the 175 similar
TID-NRE events identified over Zhongshan, 153 had ionosonde data and
of those 84% had a simultaneous Es layer present. Of these, 47% occurred

in winter and 53% occurred in summer. This coincidence between TIDs and Es layers is similar to that found by
Goodwin (1966) (75%) and Bowman (1960, 1968) (85%).
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Figure 4. SuperDARN map potential plot (using FITACF V2.5) showing
the vectors of convection plasma flow derived from the southern hemisphere
radars overlaid on a MLT-MLAT grid along with particle precipitation data
from the TED instrument of the POES satellites. Panels (a—c) are for cases
S1 (15 July 2012, winter), Z1 (22 November 2013, summer), and Z2 (17
December 2013, summer), respectively. The estimated equatorward edge

of the auroral oval boundary is shown by the red dotted-dashed circle. The
approximate fields of view of the relevant radar is shown overlaid.

5. Characteristics of MSTIDs

We have estimated the TID parameters in the F-region ionosphere from the
HF radar data using the fast Fourier transform (FFT) cross-spectral analysis
algorithm described by He et al. (2004). For each radars' FOV, multiple sets
of three range gates were used to estimate the wavenumber (k, & k), phase
velocity (v), wavelength (1), propagation azimuth angle (Az) (e.g:, Atilaw
et al., 2021; Grocott et al., 2013), and amplitude (A) of the TIDs (cf., Fran-
cis, 1974; Hayashi et al., 2010). The near range gates, which contain the
NREs studied here, were not used in this process. The TIDs periods were esti-
mated using the FFT (He et al., 2004). From the peaks of the FFT spectrum,
Table 1 shows the results of this analysis for each case. For case S1, the TIDs
propagated with an average velocity of ~308 m/s and a period of ~28 min at
a geographic azimuth angle of ~197° with an amplitude of ~82 km. For case
Z1, the TIDs propagated with an average velocity of ~431 m/s and a period
of ~15 min at a geographic azimuth angle of ~222° with an amplitude of
~60 km. For case Z2, TIDs propagated with an average velocity of ~328 m/s
and a period of ~20 min at a geographic azimuth angle of ~298° with an
amplitude of 63 km (see Supporting Information S1). The observations
clearly fit the definition of MSTIDs (Grocott et al., 2013; He et al., 2004).
In addition, MSTID amplitudes are consistent with high-latitude incoherent
scatter radar observations (Senior et al., 2006).

To demonstrate a definite link between the observed MSTIDs and NREs,
we have performed an FFT analysis (shown in Appendix A by Figures A3,
A4 and AS for cases S1, Z1, and Z2, respectively) on the two different echo
types at both near and far ranges. For this analysis, the SuperDARN data
were resampled at 1-min resolution, corresponding to a Nyquist frequency
resolution of 8.3 mHz. For both the NREs and MSTIDs, coinciding FFT
peaks were found at ~28, ~15, and ~20 min for case S1 (see Figure 3a
and Figure A3), case Z1 (see Figure 3b and Figure A4), and case Z2 (see
Figure 3c and Figure AS), respectively (see Table 1), corresponding to the
backscatter periods visible in Figure 3.

6. Cross Correlation Between MSTIDs and NREs

To further establish the link between MSTIDs and NREs, we have performed
a cross-correlation analysis on the two different echo types (shown in Appen-
dix A by Figure A6). For case S1 with beam 15 and range gate 2 (270 km,
NRE's) against range gates 40—45 (1,980-2,205 km, TIDs), the cross-correla-
tion coefficient (CC) peaks at ~0.5 with a time lag of ~45 min. For case Z1
with beam 15 and range gate 1 (225 km, NREs) against range gates 19-24
(1,035-1,260 km, TIDs), the correlation coefficient peaks at ~0.53 with a
time lag of ~25 min. For case Z2 for beam 15 and range gate 1 (225 km,
NRES) against range gates 10-15 (630-855 km, TIDs), the correlation coef-
ficient peaks at ~0.55 with a time lag of ~9 min. In all cases, the cross-cor-

relation time lag is consistent with the expected propagation delay of the MSTIDs observed (see Figure 3 and
Table 1). We note that the cross correlation is moderate in all cases but this is consistent the observed NREs,
which show little obvious sign of modulation by the MSTIDs (see Figure 3). As noted above, visual detection of
TID modulation in the NREs is made difficult partly because of naturally occurring backscatter variability and
data gaps in the NREs. In addition, data gaps in the far range backscatter do not necessarily imply that MSTIDs
were not present. We have performed an FFT analysis in the NREs before and after the times of the observed
MSTIDs for the events presented here and found no evidence of MSTID periods in the NRE backscatter (see

Supporting Information S1).
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Figure 5. Hourly ionograms from Zhongshan at 19:00 and 21:00 UT on 17 December 2013 (case Z2).

Clearly, the amplitude modulation of the NREs shown in Figure 3 is not immediately obvious as it is for the
MSTIDs. This is reflected in the moderate cross-correlation values described above. Here, we focus the analysis
on gates 1 and 2 for all beams, neglecting gates 0 and 3 although they do show evidence of NREs. First, gates
1 and 2 have fewer data gaps. Second, SuperDARN radars sound obliquely, so each range gate is at a different
altitude. We do not have angle-of-arrival data available. However, St.-Maurice and Nishitani (2020) showed
(see their Figure 2, bottom panel) that FAIR echoes at high latitude were observed at ~25-27° elevation angle,
whereas in their case, HAIR echoes were observed at longer ranges and lower elevation angles. Our gates 1 and 2
best fit the criteria for observing FAIR echoes at ~100 km altitude. Using the Spearman rank correlation on gates
1 and 2 of all beams, we estimate the NRE amplitude modulation to be 8.9 (1.3)%, 8.1 (1.3)%, and 12.9 (1.4)%
for cases S1, Z1, and Z2, respectively, where the values in brackets give the standard deviation. The impact of the
MSTID passing overhead is ~10% of the NRE amplitude, which is consistent with the moderate cross-correlation
values described above. This relatively modest amplitude modulation shows that the MSTIDs are having an effect
on the NREs but that the fundamental causative mechanism for the NREs is not the MSTIDs themselves. This is
obvious for cases Z1 and Z2 where the MSTIDs originated far away from the NREs and propagated toward the
radar.
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Table 1

Medium-Scale Traveling Ionospheric Disturbance (MSTID) Parameters
Estimated on 15 July 2012 From 12:30 to 16:30 UT (Case S1), 22 November

7. Gradient Drift Instability in the E-Region

Next, we show that a link exists between the ionospheric electric field as deter-

2013 From 00:00 to 03:48 UT (Case Z1), and on 17 December 2013 From mined by the SuperDARN network of radars and the NREs backscatter power.

19:00 to 20:48 UT (Case Z2)

This provides a clue that GDI, which relies on the velocity difference between

Periods, wavenumbers, velocities, azimuth, wavelengths, and amplitudes of

MSTIDs

the ions and the slowly varying neutral wind (see theory section above), is a
plausible mechanism for TID modulation of SuperDARN NREs. GDI requires

Parameters 15 July 2012

22 November 2013 17 December 2013

plasma gradients (see theory section above) and we assume that these exist
with the correct geometry (see Figure 1) because of the observed particle

T (min) 28 15 20 precipitation (see Figure 4) and for the one case where ionosonde data were
kx (/m) 11.2x10°° 8.6 x 1076 113 x 107¢ available, a sporadic E-layer (see Figure 5). SuperDARN map potential data
ky (/m) 49x 1076 14.4 x 10=¢ 113 x 106 have a 2 min cadence with a 2° latitude and 1° longitude geomagnetic spatial
o) 308 431 308 resolution. The electric field was obtained by averaging the SuperDARN data
42) 197 22 208 f.rom a selﬁectlon o.f grid points closest to the ol?served NRES in time and P051—

tion. Obviously, since all SuperDARN radars in both hemispheres contribute
4 (km) S14 375 393 to the map potential data product, the contribution of an individual TID in any
A (km) 82 60 63 particular radar will be diluted. However, in our events (see Figure 3), there
Note. Az is defined in geographic coordinates (see Figure 1). is significant ionospheric backscatter at range gates close to the NREs, espe-

cially for cases Z1 and Z2, which increases our confidence in the electric field
estimate over the NREs.

We also estimate L_ from Equation 3 based on the ionospheric F-region electric field, taken from the SuperD-
ARN radar network observations of ionospheric backscatter, the magnetic field and its dip angle, taken from
local magnetometer data, and the E-region neutral wind, taken from the HWM 14 wind model. We use IRI-2016
and MSIS-90 to estimate the ion-neutral and electron-neutral collision frequencies. We assume that the iono-
spheric electric field is unchanged in the E-region, given the relatively short quasi-vertical distance. The value
of k, (Equation 3) corresponds to the operating frequency of the SuperDARN radar, for example, for SANAE at
12.57 MHz, 4 = 2n/k, ~ 12 m. Equation 3 shows that when the relative ion-neutral velocity is large/small, then L,
becomes large/small resulting in a GDI growth rate (Equation 2), which is small/large, respectively. Therefore, a
large relative velocity favors the production of NREs from GDI (St.-Maurice & Nishitani, 2020).

Assuming an ion-acoustic velocity C, ~ 300 m/s (St.-Maurice & Nishitani, 2020), the inputs and outputs of
Equation 3 are shown in Figure 6 for case S1 (15 July 2012) at 100 km altitude between 12:30 and 16:30 UT.
We focus on 100 km altitude since FAIR echoes are believed to be triggered at near this altitude (St.-Maurice
& Nishitani, 2020). Panel (a) shows the HWM14 model zonal neutral wind speed (U,,), which varied smoothly
between —5.4 and 14.8 m/s and reversed direction around 14:00 UT. Panel (b) shows the Z-component of the
magnetic field B at SANAE. Panel (c) shows the meridional component of the ionospheric electric field (E,)
averaged over the closest magnetic coordinate to all beams for range gate 2. The electric field varies between
3 mV/m and —22 mV/m, which corresponds to an ion drift velocity of up to ~—575 m/s. Hence, as expected, the
neutral wind speed plays a minor role in Equation 3 for this case. Panel (d) shows the plasma density scale length
(L,), which varies from 370 to —2,592 m. The negative value for L_indicates that the ion flow opposed the neutral
wind with a greater velocity caused by the southward (negative) electric field. Unsurprisingly, given the small
neutral wind, the variation in the meridional electric field is very similar to that in L_. Panel (€) shows the backs-
catter power of gate 2 (p2), averaged over all 16 beams, received by the SANAE SuperDARN HF radar as NREs.
The average backscatter power appears anticorrelated to E| (panel ¢) and L, (panel b). Panel (f) shows the cross
correlation between E| (panel c) and p2 (panel e) with a [')eak value of ~-0.84 at zero lag. Panel (g) shows the
cross correlation between L, (panel d) and p2 (panel ) with a peak value of ~—0.85 at zero lag. This clearly shows
that the NRE backscatter power is closely related to the ionospheric convection electric field and therefore to the
GDI mechanism. However, this does not (yet) take fully into account the additional effects of the MSTIDs on the
NREs, which is discussed below. Since the MSTIDs modulate only ~10% of the NRE backscatter power, it is
expected that GDI-generated NRE be controlled primarily by the ionospheric convection electric field as shown
here. Hence, the GDI-induced NREs would have existed without the presence of MSTIDs.

For case Z1 (shown in Appendix A by Figure A7), U, varied smoothly between 33.9 and 41.9 m/s, E varied
between 1 and —24 mV/m, and L, varied between —56 and —662 m. For case Z2 (shown in Appendix A by

Figure A8), U, varied smoothly between 27.5 and 29.3 m/s, E‘_ varied between 3 mV/m and —6 mV/m, and

nx
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Figure 6. For 15 July 2012 from 12:30 to 16:30 UT at 100 km altitude (case S1), (a) modeled eastward neutral wind, (b)
Z-component of the Earth's magnetic field at ground level, (c) observed northward electric field (E), (d) calculated plasma
density scale height (L), (¢) the average backscatter power of all beams for range gate 2 (p2), (f) the cross correlation between
E‘. (panel ¢) and p2 (panel €), and (g) cross correlation between L_ (panel d) and p2 (panel e).
L, varied between 33 and —180 m. As Figure 1 shows, we require the GDI
Table 2 mechanism to operate perpendicular to the magnetic field in the E-region.

Cross-Correlation Coefficient (CC) Between the Average Power (p) of All
Beams for Range Gates 1 and 2 and Either the Meridional Electric Field
(E)_) or the Density Gradient Scale Height (L)

We therefore need to map L, to L, using Equation 4 (Haldoupis et al., 2000).
The magnetic dip angle at SANAE and Zhongshan is 61.7° and 73.2°, respec-
tively. This means that L, = 2.1 X L, at SANAE and L, = 3.5 X L, at Zhong-
shan. Hence for cases S1,Z1, and Z2, L _~ 777 to —5,443, 196 to —2,317, and
116 to —630 m, respectively. These plasma gradient scale lengths are easily
suitable for generating the GDI (cf., Haldoupis et al., 2000).

Table 2 shows the CC between the backscatter power of range gates 1 and
2 averaged over all 16 beams, and colocated ionospheric meridional electric
field (E,) as well as the plasma gradient scale height (L)) for all cases. As
explainéd above, we neglect gates 0 and 3 in this analysis. In all cases, there

15 15 22 22 17 17
July July November November December December
Date 2012 2012 2013 2013 2013 2013
pand pand
CC of E, L, pand E| pand L, pandE~ pandL,
Gatel -0.80 —0.81 —0.80 —0.80 —0.66 —0.66
Gate2 -0.84 —0.85 —-0.73 —0.74 -0.72 -0.72
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is a moderate (CC = —0.66) to strong (CC = —0.85) anticorrelation between E)_ and L, with the NRE backscatter
power. This provides clear evidence that the GDI mechanism is operating for all our cases at the range gates that
map most closely to ~100 km altitude where FAIR echoes are expected (St.-Maurice & Nishitani, 2020).

8. FAIR Near Range Echoes

SuperDARN NRE:s in the E-region ionosphere may have multiple sources, such as short-lived meteor trails (e.g.,
Chisham & Freeman, 2013) and PMSEs (e.g., E. Liu et al., 2013; Hosokawa et al., 2005; Ogunjobi et al., 2017).
We can exclude meteors because we observed NREs over many hours (see Figure 3). We can also exclude PMSE
because we found events in the winter (e.g., case S1 on 15 July 2012 and 61 other winter NRE cases from 2010 to
2013) and PMWE generally occurs at lower altitudes below 85 km and therefore would not be visible in our radar
data. Recent studies indicate that some of the NREs are from HAIR echoes (Ponomarenko et al., 2016; St.-Mau-
rice & Nishitani, 2020) associated with the FBI. They require an electric field of >40 mV/m to be triggered at
~120 km altitude, which corresponds to range gate numbers above 3 that are not observed in our events, and
SuperDARN observations show that the electric field amplitude was always below 24 mV/m for our three events.
FAIR echoes (St.-Maurice & Nishitani, 2020) are NREs believed to be associated with the GDI at ~100 km alti-
tude. These appear to be consistent with our observations for range gates 1 and 2.

We have established that particle precipitation existed in the vicinity of the SANAE and Zhongshan radar
near ranges (see Figure 4) for all our events and on one occasion, a coincident sporadic E-layer was directly
observed overhead (see Figure 5). Hence, suitable conditions existed in the E-region ionosphere for the GDI
mechanism to produce FAIR echoes that then translated into the NREs observed by SuperDARN. We have
observed MSTIDs propagating away/toward the radars and established that this backscatter occurred in the
F-region. The observed NREs were partially modulated with the same period as the MSTIDs and with a
time lag consistent with the MSTID propagation velocity in the F-region, assuming a constant altitude and
velocity. The CC between MSTID backscatter and the NREs ranged from ~0.50 to ~0.55 for our events. We
have performed an FFT analysis in the NREs before and after the times of the observed MSTIDs and found
no evidence of MSTID periods in these NRE backscatters. When MSTIDs were present, we have estimated
that the NRE amplitude modulation due to MSTIDs was in the range ~8%—13%. We have estimated the CC
between the ionospheric electric field and the NRE backscatter power, which was in the range of 0.66-0.84
for our events. We have estimated the CC between the ionospheric electric field and the plasma density scale
length parameter (L), which controls the growth rate of the GDI mechanism, which was in the range from 0.66
to 0.85 for our events. Below we describe how an MSTID may partially modulate the existing GDI as we have
observed in the NREs and estimate the amplitude of the GDI modulation from the MSTID parameters. This is
then compared to the NRE amplitude modulation observed.

9. MSTID Polarization Electric Field

With reference to Figure 4, we note that for cases S1 and Z1, the MSTIDs had a southward component of the
propagation direction, whereas the background ionospheric ion convection flow had a westward component of
the drift direction. For case Z2, the MSTID had a westward component of propagation direction, whereas the
background ionospheric convection flow had a northward component of drift direction. In all cases, the MSTID
propagation direction and the ionospheric electric field (E, = —V; X B) had parallel components. This geometry
is conductive for the GDI to occur, both for the generation of NREs due to the background ionospheric electric
field and for the additional modulation of these NREs by the MSTID polarization electric field described below.
The Pedersen current (J) in the F-region is given by (Kotake et al., 2007; Otsuka et al., 2007):

J=2Z,(E+UxB). )

where % is the F-region Pedersen conductance. Hence, for our events, there will be a Pedersen current compo-
nent parallel to the MSTID propagation direction. The MSTID wave perturbs the ionospheric plasma in the
quasi-vertical field-aligned direction from which it follows that there will be an equivalent Pedersen conductance
perturbation. In order to maintain divergence-free current continuity for J, a periodic horizontal polarization
electric field (Epg) must be set up locally within the MSTID wave. Figure 7 shows a cartoon depicting the
geometry based on case S1 for the meridional projection. The MSTID propagates primarily southward in the
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Figure 7. Cartoon showing how the polarization electric field due to a Medium-Scale Traveling Ionospheric Disturbance
propagating in the F-region may partially modulate the existing Gradient Drift Instability in the E-region. The geometry is for
the meridional projection of case S1 propagating above 7mF?2 in the southern hemisphere.

F-region, the ion drift is primarily westward and so the ionospheric electric field (Eo) and Pedersen current (J)
are primarily southward. For case S1, the MSTID propagates at ~400 km (see Figure A2) above the F-region
plasma density peak (~285 km), so the plasma density at higher altitude (n,) is less than at lower altitude (). In
this case, positive/negative charges accumulate at the leading/trailing edge of the MSTID wave, resulting in an
oscillating polarization electric field (Epg) as shown. If the MSTID propagates below the F-region peak, then the
plasma density gradient reverses, the position of the charges is reversed and the direction of Epy is also reversed.
However, except for a phase shift, this does not change the mechanism. As the MSTID passes overhead in the
F-region, it is the oscillating Epy, that is transmitted undiminished downward along the equipotential magnetic
field lines that partially modulate the background ionospheric electric field (Eo) in the E-region. Since the elec-
tric field (Eo + Epy) controls the growth rate of the GDI (see Equations 2 and 3), the NREs will be partially
modulated spatially and temporally in a manner which mirrors the MSTID passing overhead. The forward motion
of the MSTID ensures that steady-state saturation does not set in.

Finally, we show that the percentage amplitude modulation of Eo by Epy, is consistent with the observed percent-
age modulation of the NREs (~8-13%). The polarization electric field shown in Figure 7 may be estimated as
follows (Otsuka et al., 2007):

8%,

k
P
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where 6%, is the change in F-region Pedersen conductance due to the MSTID, X, is the unperturbed F-region
Pedersen conductance, and k is the MSTID wavenumber vector. We used the MSIS and IRI models to compute the
Pedersen conductance. We used the SuperDARN ray tracing tool to estimate the altitude of the MSTID propaga-
tion (see Figure A2 in Appendix A). The amplitude (A) of the MSTID wave is shown in Table 1. 5%, is calculated
by taking the difference between the height-integral of Pedersen conductivity above and below the MSTID prop-
agation altitude, the height limits being set by the MSTID amplitude (+A). For case S1 with hmF2 = ~285 km,
propagating at ~400 km altitude and A = 82 km, 6% /X, = 9.9%. For case Z1 with hmF2 = ~255 km, propa-
gating at ~300 km altitude and A = 60 km, 6% /2, = 11.8%. For case Z2 with hmF2 = ~315 km, propagating
at ~240 km altitude and A = 63 km, 6% /% = 16.6%. This level of F-region Pedersen conductance modulation
is consistent with the ~10% airglow modulation by MSTIDs observed by Suzuki et al. (2009) at midlatitudes.
We had estimated above the NRE amplitude modulation to be 8.9%, 8.1%, and 12.9% for cases S1, Z1, and Z2,
respectively.

Hence, for cases S1/Z1/Z2, an ~9.9%/11.8%/16.6% modulation of Eo resulted in an NRE modulation of
~8.9%/8.1%/12.9%, respectively. We claim that in addition to the qualitative agreement shown above, this result
provides quantitative agreement that the passing MSTIDs in the F-region, observed by the SuperDARN radars'
far ranges, partially modulated Eo, which partially modulated the GDI, which partially modulated in equal meas-
ure the NREs observed by the same SuperDARN radars in the E-region. The MSTIDs are linked to the NREs by
the quasi-vertical equipotential magnetic field lines.

10. Conclusions

In this work, we have shown the first near-simultaneous observations of MSTIDs partially modulating existing
NREs observed by the SANAE and Zhongshan HF radars. Based on qualitative and quantitative analyses, we
conclude that GDI is the most likely mechanism for MSTIDs propagating in the F-region to affect the NREs in
the E-region. We summarize our results as follows:

1. High-latitude MSTIDs and NREs were observed during the noon and afternoon sectors during a geomagnetic
storm in winter, and early morning and evening sectors during a geomagnetically quiet time in summer. The
observed MSTIDs characteristics and the propagation directions were consistent with the previous studies.
The GDI causes FAIR echoes in the lower E-region, which are observed as NREs in the SuperDARN data
(St.-Maurice & Nishitani, 2020). The GDI occurs in pre-existing plasma density gradients (e.g., sporadic £
(Es) layers), driven by the ionospheric meridional convection electric field and zonal thermospheric neutral
winds.

2. Horizontally propagating MSTIDs generate an additional horizontal polarization electric field to conserve
the divergence-free Pedersen current across the magnetic field. The meridional component of the net electric
field (quasi-static convection plus oscillating TID polarization), mapped down from the F-region along the
equipotential magnetic field lines (Sun et al., 2015; Y. Liu et al., 2019), partially modulates the existing GDI,
which is responsible for generating the NREs in the lower E-region (St.-Maurice & Nishitani, 2020), resulting
in the observed partial modulation of the NREs. For all radar gates analyzed in this study, the cross correlation
between the meridional electric field or the plasma density gradient scale height and the backscatter power is
between —0.66 and —0.85, indicating a good anticorrelation.

3. Most oblique sounding SuperDARN HF radars cannot estimate the altitude of the backscatter with high preci-
sion as vertical pointing VHF radars do and HF ray tracing contains uncertainties. There remains the problem
of knowing without doubt if PMSEs are part of SuperDARN NREs (Ponomarenko et al., 2016). In principle,
MSTIDs can modulate PMSEs in the same way AGWs modulate the Noctilucent Clouds (Dalin et al., 2004),
but we are not sure if the phenomenon can be observed by SuperDARN HF radars. Our winter case (S1) seems
to exclude PMWEs because they tend to occur at altitudes that correspond to ranges shorter than 180 km and
therefore are generally not observed by the SuperDARN HF radars.
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Appendix A: Additional Figures to Support Science of Three Cases Presented in the
Main Text

The appendix contains additional important information to support the science case presented in the main text.
Figure A1 shows the Doppler velocity and spectra width for Cases S1, Z1, and Z2. Figure A2 shows the ray tracing
for Cases S1, Z1, and Z2. Figures A3, A4, and A5 show the backscatter power and the Fast Fourier Transform
thereof for beam 15 of Case S1, beam 15 for Case Z1, and beam 12 for Case Z2, respectively. Figure A6 shows the
Cross correlation between Near Range Echoes and Medium-Scale Traveling Ionospheric Disturbances for the cases
presented in this article. Figures A7 and A8 are like Figure 6 in this article, but for Case Z1 and Z2, respectively.
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Figure Al. Range-Time-Intensity plot of Doppler velocity and spectra width of (a) beam 15 of the SANAE HF radar from
11:00 to 17:00 UT on 15 July 2012, (b) beam 15 of the Zhongshan HF radar from 00:00 to 04:00 UT on 22 November 2013,
and (c) beam 15 of the Zhongshan HF radar from 19:00 to 21:00 UT on 17 December 2013. This figure complements Figure 3.
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Figure A2. Ray tracing using the International Reference Ionosphere model at 12.0 MHz for SANAE and 10.0 MHz for
Zhongshan. The locus of black points indicates where ionospheric and ground backscatter may be possible. Panel (a) is for
14:00 UT on 15 July 2012 (case S1), panel (b) is for 02:00 UT on 22 November 2013 (case Z1), and panel (c) is for 20:00 UT
on 17 December 2013 (case Z2).
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Figure A3. Backscatter power and the Fast Fourier Transform thereof for SANAE beam 15 on 15 July 2012 between 12:30
and 16:30 UT (case S1). Panel (a) is for gate 1 (Near Range Echoes). Panels (b and c) are for gates 45 and 48 (Medium-Scale
Traveling Ionospheric Disturbances (MSTIDs)), respectively. The period of the MSTID is indicated (vertical dashed line).
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Figure A4. Backscatter power and the Fast Fourier Transform thereof for Zhongshan beam 15 on 22 November 2013
between 00:00 and 03:48 UT (case Z1). Panel (a) is for gate 1 (Near Range Echoes). Panels (b and c) are for gates 14 and 20
(Medium-Scale Traveling Ionospheric Disturbances (MSTIDs)). The period of the MSTID is indicated (vertical dashed line).
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Figure AS. Backscatter power and the Fast Fourier Transform thereof for Zhongshan beam 12 on 17 December 2013
between 19:00 and 20:48 UT (case Z2). Panel (a) is for gate 1 (Near Range Echoes). Panels (b and c) are for gates 7 and 8
(Medium-Scale Traveling Ionospheric Disturbances (MSTIDs)). The period of the MSTID is indicated (vertical dashed line).
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Figure A6. Cross correlation between Near Range Echoes and Medium-Scale Traveling Ionospheric Disturbances. Panel (a)
is for SANAE beam 15 and gate 2 versus gates 4045 on 15 July 2012 between 12:30 and 16:30 UT (case S1). Panel (b) is for
Zhongshan beam 15 and gate 1 versus gates 19—24 on 22 November 2013 between 00:00 and 03:48 UT (case Z1). Panel (c) is
for Zhongshan beam 15 and gate 1 versus gates 10—15 on 17 December 2013 between 19:00 and 20:48 UT (case Z2).
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Figure A7. For 22 November 2013 from 00:00 to 02:48 UT at 100 km altitude (case Z1), (a) modeled eastward neutral
wind, (b) Z-component of the Earth's magnetic field at ground level, (c) observed northward electric field (E,), (d) calculated
plasma density scale height (L), (e) the average backscatter power of all beams for range gate 2 (p2), (f) the cross correlation
between E, (panel ¢) and p2 (panel €), and (g) cross correlation between L_ (panel d) and p2 (panel e).
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Figure A8. For 17 December 2013 from 19:00 to 20:48 UT at 100 km altitude (case Z2), (a) modeled eastward neutral
wind, (b) Z-component of the Earth's magnetic field at ground level, (c) observed northward electric field (E,), (d) calculated
plasma density scale height (L), (e) the average backscatter power of all beams for range gate 2 (p2), (f) the cross correlation
between E (panel ¢) and p2 (panel e), and (g) cross correlation between L, (panel d) and p2 (panel e).
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