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ABSTRACT 

High pressure vapour-liquid equilibrium experiments were undertaken with 
a static high-pressure apparatus designed by Prof. J. D. Raal and com­
missioned by Prof. D. Ramjugernath. Isothermal VLE binary data data 
was measured at moderate temperatures and pressures ranging from atmo­
spheric to 7.2 bar. The equipment had a combined operating pressure and 
temperature limit of approximately 150 bar and 215° C respectively. The 
apparatus was initially designed for the measurement of gas-liquid binary 
systems- where one of the components was supercritical at the operating 
conditions. 

Test data were measured for the pentane + ethanol system at 100.41°C. 
The 2-methyl-2-butene + TAME, hydrocarbon + olefin system, was ob­
served at 70°C, 94.6°C and 104.5°C. The apparatus was modified for the 
measurement of binary systems containing sub-critical components at the 
operating conditions specified. An injection port was installed on the appa­
ratus assembly such that the second component of the binary system could 
be introduced into the equilibrium cell. 

The binary VLE data was regressed using various thermodynamic mod­
els. The direct method or phi-phi approach was considered. The equations 
of state models used in the regression were the Peng-Robinson-Stryjek-Vera 
(PRSV) and Soave-Redlich-Kwong (SRK). The 1-fluid van der Waals, Wong 
and Sandler mixing rules were selected to estimate binary interactions. The 
excess Gibbs energy equations coupled with the Wong and Sandler mixing 
rules were the NRTL and WILSON equations. 
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Chapter 1 

Introduction 

As we move into the future, the increasing demand for novel products sub­
sequently leads to the design of new chemical process concepts and therefore 
novel chemical technologies. The science of vapour-liquid equilibrium (VLE) 
is the foundation for a variety of separation methods which include: simple 
distillation, azeotropic distillation, extractive distillation and general flash 
operations. 

The use of process simulators for the design of unit operations and pre­
diction of process performance has become the norm of today. However 
these process simulator predictions must still be validated against real data 
and accuracy of the process design. Consequently there is an increasing 
demand for accurate experimental data. Accurate High-Pressure Vapour-
liquid-Equilibrium (HPVLE) data for many systems are still rare. This may 
be attributed to the difficulty in obtaining accurate VLE data at these ele­
vated pressure conditions. 

This project was an attempt to obtain accurate binary isothermal HPVLE 
data of the petrochemical industry, specifically in reactive distillation units 
(behavior of 2-methyl-2-butene with tert-amyl-methyl ether (TAME)). The 
study was undertaken at the Thermodynamics Research Group in the School 
of Chemical Engineering at the University of KwaZulu-Natal (Durban). 

In this study the binary systems were experimentally measured with a static 
equilibrium apparatus. The data were used to determine parameters of sev­
eral equations of state, correlations and thermodynamic models that are 
supported in process simulators. 



Chapter 2 

Literature Survey Of 
Experimental Equipment 

2.1 Equipment classification 

The type of equipment and experimental method chosen for a HPVLE study 
depends on the requirements of the research and the most reliable, accurate 
and cost-effective approach. In twin, these factors depend on the system 
investigated and the operating conditions of the study. Vapour liquid equi­
librium studies encompass a great variety of equipment and experimental 
methods. Several researchers have reported these methods and equipment. 
This chapter outlines the several experimental methods and equipment that 
have been developed for HPVLE studies. 

Experimental methods may be classified into two categories, synthetic 
methods and analytical methods. This classification of experimental meth­
ods has been reviewed by Deiters and Schneider (1986). A synthetic method 
is defined as the preparation of a mixture of known composition and its be­
haviour investigated as a function of temperature and pressure. Thereby, 
the problem of analyzing the equilibrium compositions, which is common in 
HPVLE studies is eliminated. In an analytical method, pressure and tem­
perature are changed to cause phase separation and an equilibrium sample 
is withdrawn and analyzed. Raal and Miihlbauer (1994) have given an ex­
cellent summary of experimental methods and the experimental equipment 
used in HPVLE studies. Figure 2.1 shows a simple classification of HPVLE 
equipment. 
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Figure 2.1: The general classification of HPVLE equipment 

The classification of experimental equipment depends upon the fluid dy­
namics of the equilibrium cell which in turn, is based on the circulation of 
either the vapour or liquid phase, or the simultaneous circulation of both 
phases. If circulation of phases takes place, the equipment is classified as 
dynamic or flow method. The static method is defined as one in which the 
system is charged into the cell and no circulation of phases occurs. 

The following sections in this chapter will focus only on the static method 
since the equipment (equilibruim cell) used in this HPVLE study is of the 
static type with internal circulation through the sampling valves. A compre­
hensive review of both types of equipment, dynamic and static is, presented 
in Ramjugernath (2000). Selected examples of static equipment that have 
similarities with the apparatus used in this project, are listed in the sections 
titled analytical and synthetic method below. 
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2.2 Analytical methods 

2.2.1 Features of the analytical m e t h o d 

Figure 2.2 on page 4 illustrates the main features of the analytical method 
for both dynamic and static methods. The main features of the analytical 
method are listed below: 

• Equilibrium cell where the vapour and liquid are in equilibrium 

• The equilibrium cell is housed in a temperature-controlled environ­
ment. Examples of environments that have been used: 

T Y P E 

air-baths 
copper jackets 

Reference 

(Miihlbauer, 1990) 
(Konrad, Swaid and Schneider, 1983) 

• An agitating mechanism to promote mixing of the cell contents. This is 
achieved by circulation of one or more of the phases in dynamic meth­
ods. In static methods mixing is achieved with an internal stirrer. The 
method of agitation used by (Ashcroft, Shearn and Williams, 1983) 
was an unorthodox method, where the equilibrium cell was rocked 
mechanically. 

• A method to sample the vapour and liquid phases. A sampling device 
is required for both the liquid and vapour phases in the static method. 

• Accurate analysis of the withdrawn samples. 

• Temperature and pressure measurement instruments. 

PRESSURE AND TEMPERATURE 
MEASURING DEVICE 

VAPOUR SAHPIMG 
SYSTEM ' — 1 

SAMPLING SYSTEM J 
r U Q U D SAMPLING-^ 

SYSTEM 

C0NTM]U£DENV«0NMENr 

Figure 2.2: Schematic of a static cell, Raal and Miihlbauer (1994) 
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2.2.2 Exper imenta l difficulties w i th the analytical m e t h o d 

Isothermal conditions 

It has been reported by Raal and Muhlbauer (1994) that a small even vertical 
temperature gradient in the equilibrium chamber of a static or a dynamic cell 
can cause significant error in the measurements. This problem was found 
to be severe particularly in the the measurement of volatile/non-volatile 
systems. Raal and Muhlbauer (1994) recommend that several temperature 
sensors be placed at different positions along the wall of the equilibrium cell, 
to determine the temperature profile in the equilibrium cell. Four tempera­
ture sensors were inserted into the wall of the equilibrium cell used in this 
project. Two of the sensors provide an indication of the liquid temperature 
and the other two provide an indication of the temperature within the vapour 
space of the equilibrium chamber. There are a several factors which may 
contribute to a temperature profile within the equilibrium cell; including 
conductive paths to and from the cell introduced by fittings and radiative 
energy exchange between the cell and bath heaters. A value of 0.2°C in 
temperature deviation has been reported to be acceptable by Ramjugernath 
(2000). 

The attainment of equilibrium 

A state of true equilibrium is probably never achieved because of small 
changes in the surroundings and also due to retarding resistances. Ramjuger­
nath (2000) states that the rate at which equilibrium is reached, decreases 
as equilibrium is attained. In phase equilibrium studies, high stirring rates 
are desired to promote the attainment of equilibrium. The problem with 
mechanical stirring of the equilibrium contents is fluid friction and hence 
a change in the internal energy of the system. This change in the internal 
energy must result in temperature gradients in the fluid. Temperature, pres­
sure, vapour and liquid compositions are variables that provide an indication 
of equilibrium. Measured fluctuations in the temperature and pressure over 
a period of time, have also been suggested by various researchers as an in­
dication of phase equilibrium. If composition is to be used as a criterion for 
phase equilibrium, repeated vapour and liquid sample composition analysis 
must produce reproducible results. 

Problems associated with sampling 

A major problem that many researchers have encountered during the sam­
pling of equilibrium phases results from the change in volume of the equi­
librium cell when a sample is withdrawn. Ramjugernath (2000) states that 
the disturbance of the equilibrium condition is directly proportional to the 
change in volume caused by sampling. 
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The change in volume can be related to the change in pressure of the equi­
librium, since volume and pressure are related. This problem associated 
with sampling was encountered by Muhlbauer (1990). Pressure changes of 
0.1 and 0.01 bar induced by sampling have been reported by Besserer and 
Robinson (1971). 

There are two types of volume changes associated with sampling in the 
static method which results in the disturbance of the equilibrium condition: 

i) the volume change associated with the withdrawn sample; 

ii) the volume change associated with the sampling method. 

The ideal method to minimize the effects of volume change is to have the 
smallest volume change introduced during sampling. This has been prac­
tically achieved by various researchers. A list of methods to achieve the 
smallest possible volume change during sampling are given below: 

• The ratio of the equilibrium chamber volume to the volume of the 
withdrawn sample must be large. A large ratio will decrease the volu­
metric disturbances as the cell volume is decreased. The disadvantage 
of a large equilibrium cell is the increase use of chemicals leading to 
increase in operational costs. Many researchers have reported the use 
of large equilibrium cells to minimize the percentage of volume lost 
during sampling; (Sagra et al., 1972), (Ashcroft et al., 1983), (Reiff et 
al., 1987) and (Muhlbauer, 1990). 

• The use of a rapid sampling method employing rapid-acting valves, as 
reported by Figuiere et al., 1980. Rapid-acting valves were used for 
sampling. 

• A method that eliminates the volume change attributed to the sam­
pling method employed. Rogers and Prausnitz (1970) used a sampling 
rod that traversed the entire equilibrium cell. 

• The use of a variable-volume cell wherein pressure change caused by 
sampling is compensated by adjusting the cell pressure. 

• The use of in-situ composition analysis techniques such that the con­
tents of the equilibrium cell are not disturbed. Konrad et al. (1983) 
and Besserer and Robinson (1971) used optical methods to determine 
the composition of the equilibrium phases. 
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Obtaining a homogeneous sample 

A major problem encountered during the sampling of the liquid phase, is the 
tendency of the more volatile component in the sample to flash, producing 
concentration gradient in the resultant vapour. Therefore, if the withdrawn 
sample is not genised, the composition analysis will be in error. A list of 
procedures that have been used to homogenise the sample is given below: 

• The use of a stirred homogenisation vessel situated in the sample line 
as used by Wagner and Wichterle (1987) 

• 

• 

• 

A forced circulation system to homogenise the vapourised liquid sam­
ple was employed by Nakayama et al., (1987). 

The jet mixer utilized by Miihlbauer (1990). The liquid sample is 
expelled into an evacuated jet-mixer where the swirling of the sample 
with a carrier gas (helium) promotes mixing and hence homogenisation 
of the sample. 

The method of analysing the more and less volatile components sep­
arately was employed by Rogers and Prausnitz (1970) and Inomata 
et al., (1986). The components in the sample had to be separated 
first, which was achieved by expansion into an evacuated vessel. A 
pressure calculation on the vessel would determine the amount of the 
more volatile component (which could be a supercritical fluid). The 
condensed components (less volatile) were then flushed with an organic 
solvent. The resulting mixture was then analysed by gas chromatog­
raphy and the composition determined with a calibration standard. 
This procedure is complex and seemed to be tedious. 
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• Chou et al., (1990) used microcells for the homogenisation of the with­
drawn samples. The equilibrium samples trapped in the microcells 
were placed into a microcell housing, in which the sample was anal­
ysed. 

Composition analysis of the withdrawn sample 

The general composition analysis methods used by researchers for HPVLE 
studies are gas chromotography(GC) and spectroscopy. Composition analy­
sis by analysis by refractive index in conjunction with GC analysis has been 
reported by Besserer and Robinson (1971). 

2.2.3 Gas chromotography 

Gas chromatography is used to separate the volatile components of a mix­
ture. The components of the mixture evaporate into the gas phase once 
inside the injector of the GC. A carrier gas, generally helium, flows through 
the injector and transports the sample onto the GC column or packing. 
After the components have passed through the column or packing, where 
separation takes place, the components are transported to a detector. The 
components reach the detector at varying times due to differences in the 
separation. The two most commonly used types of detectors in GC analysis 
are thermal conductivity detectors (TCD) and flame ionisation detectors 
(FID). The FID can only be used to detect organics, whereas the TCD can 
be used to detect hydrocarbons, non-hydrocarbons and organics. The FID 
is more sensitive than the TCD detector. The disadvantage of analysis by 
GC is that the state at which the sample enters the GC (high-pressure state) 
differs from the state at which the sample is withdrawn. Deiters and Schnei­
der (1986) state that the problem with GC analysis is not the quantitative 
determination of composition but the handling and preparation of the sam­
ple. 

The calibration of GC detectors continues to be a problem in the analy­
sis of gas mixtures or gas-liquid mixtures. This problem can be overcome 
with a precision volumetric calibration device (Raal and Muhlbauer, 1998). 
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2.2.4 Spectroscopic or photochemical methods 

These methods make use of in-situ composition analysis to overcome the dif­
ficulties associated with sample preparation for GC analysis are overcome. 
Konrad et al. (1983) use infrared spectroscopy to determine the phase com­
positions. The difficulties associated with spectroscopic methods are given 
below: 

• extensive calibration procedures, 

• these methods are restricted to specific groups of compounds e.g.ultraviolet 
spectroscopy is restricted to aromatics or coloured compounds and 

• the possibility of the absorption bands of different compounds over­
lapping. 

Tempera tu re and pressure measurement 

There are various types of temperature sensors; platinum resistance ther­
mometers (Pt-lOOfi), thermocouples, thermistors and quartz thermometers. 
The most common types of pressure sensors used are pressure transducers, 
differential manometers and Bourdon-type pressure gauges. Pressure trans­
ducers with temperature compensation over wide ranges-these are favoured. 

Degassing of components 

Degassing is a purification operation whereby impurities (dissolved gases) 
are removed from the respective liquid component. If this process is not 
carried out adequately, competition between the dissolved gases and the 
more volatile component in the liquid will occur at low concentrations of 
the more volatile component. The degassing procedure is important when 
the two components of a binary system are partially soluble. Figuiere, Horn, 
Laugier, Renon, Richon and Szwarc (1980) and Legret et al., (1980) have 
stated that degassing has a significant impact on the accuracy of VLE data. 
Ramjugernath (2000) states that liquid degassing is usually executed in-situ 
or before the sample is introduced into the equilibrium cell. Equipment used 
for degassing is described by Miihlbauer (1990). 
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2.3 Static type apparatus 

Static equilibrium cells have been used in a variety of configurations for 
HPVLE measurement. Static cells are generalized into two categories based 
on the sampling method, analytic or synthetic. The analytic method samples 
both the vapour and liquid phase compositions. The synthetic method does 
not require the sampling of the equilibrium phases. Raal and Muhlbauer 
(1994) state that the synthetic method is least accurate for systems where 
the isobars and isotherms have large gradients. For mixtures with more 
than two components the information obtained by the non-analytic method 
(synthetic method) is limited. 

2.3.1 Stat ic analytical m e t h o d 

Figure 2.2 on page 4 illustrates the general features of a static apparatus. 
The components are charged into the equilibrium cell. The liquid compo­
nents are transported into the equilibrium chamber by flushing (with volatile 
component) or by the use of a pump or a compression type device. The con­
tents of the cell are agitated to promote mixing and contact between the 
phases. Temperature and pressure readings are taken after equilibrium has 
been established. The vapour and liquid phases are sampled for composition 
analysis. 

2.4 The static non-analytic method 

2.4.1 General considerations 

The non-analytical (synthetic) method was defined earlier in the chapter as 
the method based on introducing a mixture of known composition into the 
equilibrium cell and adjusting the temperature or pressure until phase sep­
aration occurs. Isothermal measurements are performed by the method of 
pressure variation, whereas isobaric measurements are undertaken by vary­
ing the temperature. The temperature and pressure are recorded at the 
commencement of the homogeneous phase separation. The initial loading of 
the components is recorded. Consequently the composition of the mixture 
can be calculated. Concentration gradients are avoided by adjusting the 
pressure and temperature to form a single homogenous phase. The tem­
perature or pressure is adjusted again until the formation of a new phase 
is observed. A phase separation locus (phase envelope) is described by the 
temperature, pressure and composition (mole fraction) where phase separa­
tion occurs. 
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2.4.2 Disadvantages 

• It is difficult to observe iso-optic systems, where the coexisting phases 
have a similar refractive index. 

• Data measurement obtained for mixtures with more than two compo­
nents, the experimentation is limited. 

• The method is unsuitable for measurements in the region near the 
critical state. 

• Dew points can easily go undetected if the vapour phase condenses as 
a thin film (not as a mist) on the wall of the equilibrium cell. 

2.5 The static combined method 

2.5.1 General considerations 

Deiters and Schneider (1986) state that whereas isobaric and isothermal data 
indicate small gradients, slight disturbances in the pressure and temperature 
of a mixture can produce significant fluctuations in the phase compositions. 
Therefore, the application of the analytical method is not suitable for the 
study of phase behavior near the critical region. The static non-analytic 
method is more accurate near the critical state, as it does not require sam­
pling. In the case where the isobars and isotherms have large gradients, the 
non-analytic method is least accurate. An error in the overall composition 
leads to a large temperature deviation in the generated data. 

The combination of the features of the analytical and non-analytical static 
methods into a single equilibrium cell have been attempted. The equipment 
must make provisions for the observation of the cell contents, to allow for 
the sampling of the vapour and liquid phases and a method for accurately 
determining the volume of the equilibrium cell. 
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2.5.2 Apparatus used in this H P V L E s tudy 

A predecessor of the apparatus used by Ramjugernath (2000) was developed 
by Miihlbauer (1990). Both apparatus sets were developed in the same lab­
oratory at the University Of Natal. The novel jet-mixer designed by Raal 
and Miihlbauer (1994) was incorporated into Mtihlbauer's design. 

Ramjugernath (2000) used these jet-mixers for phase homogenisation. 
The copper lined air-bath of Miihlbauer was used in Ramjugernath's design. 
The operating pressure and temperature limits of the apparatus developed 
by Ramjugernath (2000) were reported to be 175 bar and 175 °C respec­
tively. The equilibrium cell contents could be viewed through two pairs of 
illuminated sapphire windows. The equilibrium cell had a capacity of 200 
cm3. A piston and a stepper motor were incorporated into Ramjugernath's 
design. This allowed the volume of the equilibrium cell to be varied and, 
therefore, enable P-V-T measurements. 

The sampling method and procedures employed did not cause disturbance 
to the equilibrium condition. This is attributable to the elevated pressures 
that Ramjugernath (2000) measured. The liquid and vapour phases were 
sampled by a novel means of circulating representative equilibrium samples 
through the sample loop of a VALCO six-port two-piston sampling valve. 
The samples were conveyed to the respective jet-mixers (vapour and liq­
uid) . Composition analysis of the the equilibrium samples were determined 
by gas chromatography. Kissun (2001) performed futher HPVLE measure­
ments on the equipment. The equipment was modified by the addition of a 
single stage vapour-compression refrigerator, which made it possible to per­
form measurements at sub-ambient temperatures. Kissun (2001) reported 
that temperatures as low as -23°C could be reached. In a second modifica­
tion made to the equipment. Kissun (2001) replaced the original jet-mixers 
with larger ones. This enabled the jet-mixers to operate at lower tempera­
tures. 

The high operating temperatures of the previous jet-mixers created instabil­
ities in the temperature profile within the air-bath. Naidoo (2004) continued 
with the HPVLE measurements on the equipment. Naidoo (2004) reported 
that the equipment had pressure and temperature operating limit of 75 bar 
and 215 °C respectively. The liquid jet-mixer was resized because the pre­
vious jet-mixer indicated a non-uniform pattern that resulted in inaccurate 
composition analysis. The magnetic stirrer was also modified in Naidoo's 
study. In addition Naidoo also included a data-logging package, KJ-SENSE, 
that monitored the temperatures (air-bath, cell and jet-mixers) as well as the 
cell pressure. A new stepper motor circuit was developed and incorporated, 
such that the displacement of the piston coulde be measured accurately. 



Chapter 3 

Interpretation Of 
Vapour-Liquid Equilibrium 
Thermodynamics 

3.1 Phase Equilibria 

The state of equilibrium is defined as a static condition in which no change 
occurs in the macroscopic properties of a system over time. Hence a balance 
of all potentials occurs. In the case of an isolated system consisting of liquid 
and vapour phases, equilibrium is reached when there exists no tendency for 
change to occur within the system. Hence the temperature, pressure and 
phase compositions of a system reach final values which thereafter remain 
constant. 

At the microscopic level conditions are not static. The molecules of 
the respective phases (liquid and vapour) are changing phases continuously. 
Smith, van Ness and Abbott (2001) state that the molecules with high veloci­
ties near the phase interface overcome forces (surface forces), to pass into the 
other phase. At equilibrium, the average rate of the passage of molecules is 
the same in both directions. Therefore there is no net interphase transfer of 
material. Vapour-liquid equilibrium (VLE) is therefore defined as the state 
of coexistence of liquid and vapour phases. Appendix A gives a qualitative 
description of phase equilibria. This chapter will discuss the computational 
methods and models used for the interpretation of experimental VLE data. 
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3.2 Computational methods for analyzing HPVLE 

The general calculation methods developed for phase equilibrium thermody­
namics, are theoretical models (e.g. cubic equations of state). The calcula­
tion methods that have been developed for HPVLE computation are derived 
from the criteria of phase equilibria-equation Appendix (A. 14). Appendix A 
discusses the principles of phase equilibria. 

There are two computational methods used in phase equilibrium anal­
ysis, namely the combined method and the direct method. The combined 
method (or gamma-phi method), uses both the activity coefficient(7) and the 
fugacity coefficient(0) to describe the liquid and vapour phase non-idealities 
respectively. The direct method or phi-phi method uses fugacity coefficients 
in solution ($j) to describe both the vapour and liquid phase non-idealities. 
The direct method was extended to include the hypothetical standard-states 
for supercritical components. Ramjugernath (2000) discusses the advan­
tages and disadvantages of the combined method and direct method. Bubble 
pressure computation with the combined and direct method is discussed in 
this following section, since isothermal measurements were undertaken in 
this HPVLE study. 

3.2.1 Combined M e t h o d 

The non-idealities of the liquid and vapour phases are described by separate 
auxiliary functions. Therefore, from the equilibrium condition: 

/7 = ft (3-1) 

Where, 

fj = y^fPf? = xmf?L (3-2) 
yi$(P = xaif?L (3.3) 

The fugacity of component (i) in solution(4>Y), is readily calculated using 
a suitable equation of state (EOS). The EOS describes the vapour-phase 
behavior through the exact thermodynamic relationship, equation (3.4). 
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Where, 

4>Y — Fugacity coefficient in solution of the vapour phase 

V = Vapour phase molar volume 
N 

nT = } rij 

i= l 

P = Pressure 

T — Temperature 

R = Universal Gas Constant 

For the isothermal case, $( is calculated from equation 3.5 together with 

an equation of state for Zi . 

In, 
/ ' 
Jo 

jv 
1) 

dP 
(const T) (3.5) 

The activity coefficient is derived from the Gibbs Duhem equation. Smith, 
Ness and Abbott (2001) derive the Gibbs Duhem equation, which is used as 
a constraint in phase equilibrium data analysis. 

d(G) 
dp 

At constant T and P, 

dP + 
J r , i 

d(G) 
dT P,x 

dT -^2 xidGi = 0 

^ XidGi 

(3.6) 

(3.7) 

The activity coefficient for component i (7^) is determined by relating it to 
the excess Gibbs free energy: 

HE~ 

E ^ ^ = E^(§r) = (^) \dT+(^)dP (3.8) 

7i provides an indication of the degree of non-ideality of a component in a 
mixture, bby relating ff (at mole fraction Xj, T and P) to some other condi­
tion. Where the fugacity is known. This reference condition is the standard 
state and it represents the thermodynamic condition of a component where 
its activity coefficient equals one. 

Two combined methods have been proposed in fluid phase thermodynam­
ics, (Chao and Seader, 1961) and (Prausnitz and Chueh, 1968). Raal and 
Miihlbauer (1998) discuss the two methods in detail. Other combined meth­
ods that have been developed constitute improvements of the earlier com­
bined methods and are reviewed by Wichterle (1978b). The modified com­
bined methods focus on the following conditions: 
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• Different standard states to describe noncondensable components. 

• Liquid-phase activity coefficient models to describe complex and polar 
mixtures. 

Different equations of state to compute lv 

The difficulties associated with the combined method and direct method 
have been discussed in (Wichterle, 1978b), (Miihlbauer and Raal, 1995) 
and (Ramjugernath, 2000). These difficulties associated with the combined 
method are summarized below: 

1. An appropriate liquid standard state fugacity f®L is required if one of 
the components is supercritical at the equilibrium condition. 

2. An appropriate EOS is required at high pressures since the vapour 
phase non-idealities are more significant, i.e. <j>V. At moderate pres­
sures, the effect of pressure on the liquid phase can be neglected. How­
ever at high pressures, this assumption does not hold and therefore the 
pressure effect must be considered. Therefore, in the Gibbs-Duhem 
equation (3.6), for the isothermal condition the pressure term must be 
included. 

3. The pure component liquid molar volumes (Vf) and partial molar 

liquid volumes (Vi) must be determined from reliable correlations. 

4. Multiple parameters that must be determined for the regression of 
the HPVLE data using the combined method. Therefore, a suitable 
(with respect to time) and reliable regression method or algorithm is 
preferred. 
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3.2.2 Direct M e t h o d 

This method uses the component fugacity coefficient (fa), to describe the 
non-idealities in both the liquid and vapour phases of a system. Therefore 
the equilibrium constraint is rewritten in the form: 

Ji Ji 

xdt = Vi<t>Y (3-9) 

Where, 

ln*r=(sf)/v~[(S)w„,-^ 
and 

The fugacity coefficients of both the vapour and liquid phases are calculated 
by using the equations above with an equation of state. The equation of 
state expresses fa as a function of the the state variably (measured variables); 
temperature, pressure and composition. The difficulties that have generally 
been associated with the direct method are: 

1. An appropriate EOS is required to describe both the liquid and vapour 
phase non-idealities. The problem is selecting an EOS from a large 
variety of models that have been published. 

2. The behavior of the mixture must be described by appropriate mixing 
rules. 

3. The problem with using high-order EOS's (greater than cubics) is the 
location of the vapour and liquid roots. 

4. It has been found that in the critical region, the computational tech­
niques do not converge for bubble and dew point calculations. 

dV -In 
v PV 

nTRT 

dV -In 
L PV 

nTRT 
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3.3 Equations Of State 

An equation of state is a semi-empirical function of pressure, temperature 
and volume describing the mechanical state of a substance. Equations of 
state form the basis of high pressure phase equilibria calculations. In ad­
dition to the determination of liquid-liquid and gas-liquid properties, the 
transitions between these systems can be determined from the same inputs. 
Thermodynamic properties of fluids can also be calculated by the EOS-e.g. 
vapour pressures, critical properties, densities, etc. The publications in lit­
erature on EOS, is extensive. Therefore, only the most generally used EOS 
are discussed below. 

3.3.1 Cubic Equat ions Of State 

Cubic equations of state have found considerable application in vapour liq­
uid equilibria computation. These equations are capable of describing both 
liquid and vapour phases with flexibility over a wide range of temperature 
and pressure. Cubic equations of state (CEOS) are defined as equations that 
are cubic in volume. Equations of state are generally presented explicitly 
with respect to pressure and can be defined as the sum of an attractive and 
repulsive term. Most modern CEOS have at least two adjustable parameters 
and follow the basic van der Waals EOS: 

Where, 

P — Pressure 

V — Molar volume 

b — contribution of molecular volume 

a — contribution of attractive forces, type of potential 

The repulsive term and basic attractive term are derived from (3.10) above: 

repulsive term = ——- (3.11) 

attractive term = —r (3-12) 
Vz 
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In the modern cubic equations of state, there are other parameters that 
account for factors such as molecular shape, dipole moments etc. Sadus 
(1992) states that the two parameter model is adequate for both non-polar 
spherical and non-spherical molecules. However, for mixtures of strongly 
polar molecules are poorly represented by the two-parameter model above. 
This can be attributed to the strong self-association of some dipolar molecules 
(via hydrogen bonding). 

There are three principal types of EOS: empirical, theoretical and semi-
empirical. Modern CEOS generally retain the van der Waals separation of 
the repulsive and attractive contributions. Consequently the repulsive and 
attractive terms are described by "hard body 4- attractive term" models 
respectively. The trend of empirical models is to retain the van der Waals 
hard sphere term but incorporate an attractive term that accounts for tem­
perature dependence. The general form of many of these equations is given 
by equation (3.13), where g(V) is a function of the molar volume. 

» - * T ° < r ) (3.13) 
V - b g(V) 

Sadus (1992) states that theoretical CEOS concentrate on the effect of 
molecular shape. The modern CEOS are generally modifications of the 
van der Waals EOS. These modern equations can be grouped into four cat­
egories: 

(i) modifications to the attractive term 

(ii) improved repulsive models 

(iii) modifications to both terms, and 

(iv) equations for non-spherical models 

Modifications Of The Attractive Term 

The Redlich-Kwong equation given by equation (3.14) below, is one of the 
most important modifications of the van der Waals CEOS. The Redlich-
Kwong CEOS retains the van der Waals hard sphere term, as do many 
other CEOS, but the attractive term has been modified to account for tem­
perature dependency i.e. 

- RT ' (S.14) 
V-b [VT°-5(V + b) 

The Redlich-Kwong (RK) equation has been widely used at low temper­
atures for the properties of pure substances-(Redlich and Kwong, 1949). 
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However it has limited accuracy and is successful only for nearly ideal sys­
tems. This equation was the basis for several modifications of the van der 
Waals attractive term i.e. including temperature dependence. In particu­
lar the modification of Soave (1972) and Peng and Robinson (1976) have 
achieved widespread acceptance. Both of these equations have additional 
parameters to improve the predictions of pure fluid properties. 

The Soave equation has shown promising results for mixtures at both low 
temperatures and high temperatures (including the critical region). The 
Soave equation is: 

RT a(T,u) 

where, 

V-b V(V + b) 

a{T,u) = aca{T) (3.16) 

ac = 0 .42747—^ (3.17) 
-* c 

RT 
6 = 0.08664—^ (3.18) 

Pc 

for normal fluids, 

y/a = l + K(l- Vfr) (3.19) 

K = 0.48508 + 1.55171w - 0.15613w2 (3.20) 

(3.21) 

The Soave CEOS may be arranged in the form of the compressibility factor 
(Z): 

Z3 - Z2 + Z{A -B-B2)-AB = 0 (3.22) 

Where, 

(RT¥ A = 7 ^ 2 (3-2 3) 

bP 
B = ^ (3.24) 

PV 
Z=KT < 3 - 2 5 ) 
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For a supercritical fluid, vapour and liquid roots of compressibility func­
tion are taken as the maximum and minimum real positive roots of equa­
tion (3.22) respectively. Hence, for a pure component, the fugacity coef­
ficient using the Soave or Soave Redlich-Kwong CEOS of the vapour and 
liquid phase is: 

In & = ZY - 1 - HZY - B) - | In ( ^ ^ ) (3-26) 

In fc = Zl - 1 - ln(Zf - B) - 4 In f ^ r ^ (3-27) 
B \ Zl . 

The -S'iJ.ft' CEOS, has proved successful in the computation of several hy­
drocarbon vapour pressures and in the prediction of the phase behaviour 
of multicomponent systems (including mixtures of non-polar and slightly 
polar fluids). The prediction of vapour pressures for polar and non-polar 
molecules was improved by the introduction of a two-parameter a function, 
(Soave, 1993). The two parameters shown below in equation (3.28), are ap­
plicable to non-polar or slightly polar fluids. The parameters m and n must 
be fitted from experimental data for strongly polar fluids. 

a(T) = i + m(i-L^ + n(i _ ^ (3.28) 

m = 0.484 + 1.515a; - 0.044a;2 (3.29) 

n = 2.756m - 0.700 (3.30) 

Peng and Robinson (1976) further modified the SRK-EOS, by including dif­
ferent volume and temperature dependence on the a term. Improved liquid 
volumes were reported, where Zc — 0.307 and accurate vapour pressure 
predictions for hydrocarbons- 6 to 10 carbon number range. The CEOS 
proposed by Peng and Robinson (1976) was developed to account for the 
weakness of the SRK-EOS, in the area of the critical region and inaccurate 
liquid density predictions. The Peng-Robinson EOS is formulated below: 

P=J?L aJn (33D 
V-b V(V + b) + b(V-b) K } 
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where, 

a(T) = aca(T) (3.32) 

ac = 0.457235^ - ^ (3.33) 

b = 0.077796—^ (3.34) 
P, c 

a(T) 1 + K 1 (3.35) 

K = 0.37464 + 1.5422a; - 0.26992w2 (3.36) 

Equation (3.31) can be written in the form of the compressibility factor, 
hence for a pure component: 

Z 3 - (1 - B)Z2 + Z(A -3B- IB2) - (AB - B2 - B3) = 0 (3.37) 

the fugacity coefficient by PR EOS, 

In & = Zi - 1 - \n(Zt -B)- -4- \4Zi + {} + ^B) (3-38) 
2y/2B \Zi + (l-V2)B 

The Soave-Redich-Kwong and Peng-Robinson equations have become the 
most preferred EOS used in industry. The popularity of the SRK EOS and 
the PR EOS can be attributed to the minimal input data (only critical prop­
erties and acentric parameters for generalised parameters) required for VLE 
computation and the accurate prediction of phase equilibria for hydrocarbon 
systems. The disadvantages of the above mentioned EOS include inaccurate 
prediction of liquid densities, inaccurate generalised parameters for nonhy-
drocarbons (polar and associating fluids) and the unreliable phase behaviour 
prediction of long chain molecules. The capabilities and limitations of CEOS 
are descibed by Abbott (1979). A detailed review of equations of state is 
also given by Wei and Sadus (2000). 

The inclusion of the acentric factor as a third parameter and the intro­
duction of additional parameters in the attractive term and repulsive term 
are other modifications discussed in Wei and Sadus (2000). The additional 
parameters improve both the saturation vapour pressure and liquid molar 
volume predictions. Moreover, the equations of state can be applied to polar 
fluids if the appropriate parameters are chosen. The major disadvantage of 
including additional parameters is that additional mixing rules are required 
for the extension of the EOS to mixtures and the computation time as well 
as complexity increases. 
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The Peng-Robinson-Stryjek-Vera or PRSV CEOS is a modification to 
the original Peng-Robinson equation of state, equation (3.31). The addition 
of parameters into the temperature function (a) of the Peng-Robinson EOS 
improves the vapour pressure predictions of polar, non-polar and associating 
compounds Stryjek and Vera [1986a,b]. The PRSV EOS has proved to be 
successful in the computation of VLE and LLE mixtures. 

Recall from Peng-Robinson EOS, 

a = 1 + * ( 1 - A / -
rp ~1 2i 

where, 

K = 0.37464 + 1.54226a; - 0.26992a;2 

The PRSV EOS has the same a expression, except the K term is modified 
as follows: 

K = K0 + K1(1 + T%5)(0.7-TR) (3.39) 

where, 

K0 = 0.378893 + 1.4897153a; - 0.1713184a;2 + 0.0196554a;3 (3.40) 

The parameter K\ is an adjustable parameter characteristic of the repective 
pure compound. Stryjek and Vera (1986a) list K\ values for over ninety com­
pounds of industrial interest. Based on volumetric data that were used for 
the supercritical region regression, Stryjek and Vera (1986a) recommended 
that when TR > 1, K — KQ for all compounds. 

The ability of an EOS to predict phase equilibria is partly attributed 
to the temperature dependence of the attractive term. Several expressions 
to estimate the attractive terms in equations of state have been developed, 
which are basically modifications to the attractive term of the van der Waals 
equations. The modifications to the attractive terms of the van der Waals 
equation of state are given in Table 3.1 and correlations for a are given in 
Table 3.2. The list of references given in Table 3.1 and Table 3.2, include a 
selection of modifications that are well-known. 
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Table 3.1: Examples of EOS that are modifications of the van der Waals 
equations, with respect to the attractive term. 

Reference 

Redlich and Kwong (1949) 

Soave (1972) 

Peng and Robinson (1976) 

Fuller (1976) 

Schmidt and Wenzel (1980) 

Harmens and Knapp (1980) 

Patel and Teja (1982) 

Stryjek and Vera (1986a) 

Trebble and Bishnoi (1987) 

Yu and Lu (1987) 

Twu, Coon and Cunningham (1992b) 

Twu, Sim and Tassone (2000) 

Attraction term 

a 
T°-5V(V - b) 

a(T) 
V(V - b) 

a(T) 
V(V + b) + b(V - b) 

a(T) 

V(V + cb) 

a(T) 
V2 + ubV + wb2 

a(T) 
V2 + cbV + (c - 1)62 

a(T) 
V(V + b) + c(V - b) 

a(T) 
V(V + b) + b(V - b) 

a(T) 
V2 + (b + c)V + (be + d2) 

a(T) 

V(V + c) + b(W + c) 

a(T) 
V(V + 46) + c(V + 6) 

a(T) 
(V + 36) + (V- 0.56) 
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Table 3.2: Temperature dependence of the a function in cubic EOS 

Reference ft a s a function of temperature 

Redlich and Kwong (1949) 

Soave (1972) 

Peng and Robinson (1976) 

Harmens and Knapp (1980) 

Harmens and Knapp (1980) 

Soave (1984) 

Stryjek and Vera (1986a) 

Trebble and Bishnoi (1987) 

Yu and Lu (1987) 

Twu et al. (1991) 

Twu et al. (1995a,b) 

a = 

a = 

VT 

I + K(I - VTr 

K = 0.485 + 1.551a> + 0.156a;2 

2 

a — 1 + K(1 - VTr 

K = 0.374 + 1.542a; + 0.269a;2 

i + K l ( i - x / r r ) + « 2 ( T - 1 - i ) a = 

l 2 

a = 1 + KI ln(Tr) + K2 (In Tr 

Tr > 1 

a = 1 + m(l - Tr) + n ( r r
- 1 - 1) 

n2 

a = 1 + K(1 - Tr) 

K = K0 + K l ( l + VTP)(0.7 - Tr) 
K0 = 0.378 + 1.489a; - 0.171a;2 + 0.019a;3 

a = exp g i ( l - T r 

a _ 1o[«i( ao+aiT+a2T r
2)(l-T r)] 

a = T ^ " 1 ) exp 

a — a0 + a;(oj1 — a0) 

L ( l - T , K M 

a 0 = Tr
Al exp 

a 1 = Tr
A2 exp 

5 i ( l - T r
c i ) 

52(l-7f2) 

Gasem, Gao, Pan and Robinson (2001) a — exp (A + BTr)(l - T?+D"+E"2 
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The equations given in table 3.1 and table 3.2 are widely used in indus­
trial and engineering applications. However they are generally not applicable 
to highly asymmetric fluids. Equations for predicting and describing asym­
metric systems, contain a modification to the repulsive term of the van der 
Waals equation. Recall that the repulsive term for a hard-sphere fluid, of 
the van der Waals equation of state is: 

Repulsive term = 
V 

V-b 

Modifications to the repulsive term of the van der Waals equation have been 
tabulated in Table 3.3 below. Modifications of the attraction and repulsive 
term of the general cubic equation of state are discussed in Wei and Sadus 
(2000). The application of cubic equations of state for the computation of 
vapour-liquid equilibria is discussed in Orbey and Sandler (1998) and Raal 
and Muhlbauer (1998). 

Table 3.3: Modifications to the repulsive term of the van der Waals equation, 

where 7] — — . 

Reference 

Reiss, Frisch and Lebowitz (1959) 

Thiele (1963) 

Guggenheim (1965) 

Carnahan and Starling (1969) 

Boublik (1981) 

van der Waals Repulsive term 

(1-T,)» 

l+TJ+7/2 

( l - t , ) ^ 

1 

l+77+r72—T/3 

(l-7,)» 

l+(3a-2)7H-(3a2-3a+l)r;2—#V 
(l-r,r 

Naidoo (2004) states that the modifications of an existing EOS and the 
developments of new EOS are contingent on the properties of interest to the 
authors. The authors generally fail to comment on the applicability of the 
EOS other than their own areas of interest. Therefore certain equations of 
state are only applicable to specific fluids. 
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3.3.2 Extension of Cubic Equations Of State to Mixtures 

Miihlbauer and Raal (1995) state that extension of the van der Waals equa­
tion of state and its derivatives (modified EOS) to mixtures requires mixing 
rules. This section is devoted to the extension of the a and b parameters 
commonly encountered in most cubic EOS. The simplest of these mixing 
rules are the classical one-fluid mixing rules proposed by van der Waal. 
The van der Waals one-fluid rule models an the EOS mixture parameter as 
a mole-fraction-weighted sum of the corresponding pure component param­
eters. 

m n m n 

am = Y^'^2 ZiZJaiJ b™ = X H Z ZiZ&3 (3-41) 

The van der Waal's one-fluid model assumes that the radial distribution 
function of the component molecules are all identical. Hence the model is 
relatively accurate when the size difference between the molecules is small. 
In addition to the model above combining rules are required for the evalua­
tion of the parameters Ojj and bij. The general combining rules are: 

a,ij = y/cLidjil - k^) (3.42) 

bij = \(bi + bj)(l-lij) (3.43) 

The binary interaction parameters kij and Uj are obtained from the VLE 
regression. In general the interaction parameters in the combining rules are 
temperature dependent. For simple mixtures of non-polar components, kj is 
set to zero. The general expression for the one fluid mixing parameter bm 

then reduces to: 

bm = J2Zibi (3-44) 

The development of the van der Waals one-fluid mixing rule stems from 
the Virial EOS. Smith et al. (2001) illustrate the derivation of the mixing 
rule from the virial equation of state. 

Numerous mixing rules have been published. The mixing rules presented 
in this section were used in the binary VLE regression of this project. 
Miihlbauer and Raal (1995) give an excellent summary of the classifica­
tion of mixing rules found in literature. 

The fugacity coefficient of a component in a mixture (<f>i) for the Soave 
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and Peng-Robinsob EOS, using the van der Waals one fluid mixing rule, 
are given below: 

>i evaluated with Soave Redlich-Kwong EOS, 

b- A 
ln<& = r^{Zi - 1) - ln(Zj - Bm) - —— 

2EJ=iZj< Hj bi_ 
In 

Zi + Bn 

(3.45) 

(f>i evaluated with Peng and Robinson EOS, 

ln<fo = -^-{Zi - 1) - ln(Zi - Bm) -
A-r\ 

2V2Br, 

2 121=1 Z3aij h ,,f 
(3.46) 

Where; 
X = Z + (1 + V2)Bm (3.47) 

Y = Z + (1 - \ / 2 ) 5 m (3.48) 

The van der Waals ( vdW) mixing rules provide a reasonable correlation for 
mixtures of hydrocarbons, hydrocarbons with inorganic gases, non-polar and 
slightly polar components-for molecules that are of similar size. The disad­
vantage of the one fluid theory is, its application is limited to mixtures that 
exhibit moderate solution non-ideality. The vdw's theory has shortcomings 
in the liquid phase non-ideality predictions. Models that incorporate the 
excess Gibbs energy, GE, have been developed to describe the liquid phase 
non-ideality. These models have been defined as activity coefficient models 
and were developed to describe highly non-ideal systems. 

Miihlbauer and Raal (1995) have classified mixing rules into five main 
groups. The five main groups are: classical, density-dependent, composition-
dependent, density-independent and local composition mixing rules. Many 
of the mixing rules and combining rules that have been developed provide 
good correlations of complex mixtures. However, some of these mixing rules 
do not satisfy specific criteria. The general criterion that applies to all 
mixing rules, is that the mixing rule must not result in the second virial co­
efficient being non-quadratic in composition. Hence a complete mixing and 
combining rule should satisfy certain boundary conditions. The boundary 
conditions that constrain the mixing rules are-at low densities the second 
virial coefficient must be quadratic in composition and at high liquid-like 
densities the rules produce GE behavior similar to that of activity coeffi­
cient models. 
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Wong-Sandier mixing rule 

The Wong and Sandler (19926) mixing rule satisfies these boundary con­
ditions. These mixing rules are density-independent and allows for the ex­
trapolation of VLE data over large ranges of temperature and pressure. 

The Wong and Sandler mixing rule are based on two modifications: 

1. The constraints for the two EOS functions a and b, are implied by the 
van der Waals one fluid mixing rule: 

B{xi,T) = Y,Y,XiXjBij(T) 

(3.49) 
y 

= bm — 
RT 

The last equality has been extended by incorporating a combining rule: 

1 

RTJ„ 2 *? 
~RT + ( b„ - ^ '33 RT 

(l-k •tjj (3.50) 

Sandler (1999) proposed the modification: 

b-
RT 

&\a-bjj-^Hl-ka) 

where kij is the binary interaction parameter. 

(3.51) 

(3.52) 

2. The Wong and Sandler (19926) mixing rule are based on the Excess 
Helmoholtz free energy AE, instead of the Excess Gibbs excess free 
energy GE. The choice of AE over 

GE 
can be attributed to the fact 

that AE is not as strongly dependent on pressure as GE. Therefore 
it is not necessary to assume VE = 0 for a liquid. The relationship 
between the EOS mixture parameters, am and bm is derived from the 
following defining expressions: GE = AE + PVE 

At low pressures PVE is neglible and therefore: 

G*(T, P = lbar, Xi) = A*(T, P = lbar, x») 

= AE(T,Phigh,Xi) 

(3.53) 

(3.54) 
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The second inequality implies the pressure independence of AE. The 
second constraint for the a and b parameters follows from the equalities 
below: 

A%os{T,P = oo,Xi) = A"(T,P = oo,Xi 

= AE(T,Plow,Xi) 

= GE(T,Plow,Xi) 

(3.55) 

Equation (3.54) implies that an activity coefficient model can be used 
to describe the Helmholtz free energy (AgOS). The Helmholtz free 
energy at infinite pressure derived for a van der Waals type cubic EOS 
i s : 

A^ = A 
0"m V"^ ai 

i=i 

(3.56) 

where A is numerical constant dependent on the EOS used. 

For the Peng-Robinson EOS: 

(3.57) 

Wong and Sandler obtained the following relation for the parameters 
am and bm from equation (3.54): 

*m — um 
• i = l 

Q>i ^ 7 \1 ' Plow J x i 

% A 
(3.58) 

The second boundary condition, quadratic composition dependence of 
the second virial coefficient, was satisfied by the relation below: 

EE**j (&-:&) 
i-d 

1 ^ 7 \T,PioxtJ,Xi) ^ - \ n a^ 
1 ~~ ART ~ 2JI=1 *i 6j 

(3.59) 

Substituition of equation (3.59) into equation (3.58) results in am. 
The variables (Q,D) defined below, simplify the expression for 4>i by 
grouping common terms. 

^ E E ^ y - ^ ) 
D= — + E* 

u 

A.RT 
i = l 

6,-i?r 

(3.60) 

(3.61) 
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Hence: 

— - O D 

RT ^l-D 
(3.62) 

bm = 
Q 

D 
(3.63) 

The expression for (f>i obtained from the Peng-Robinson EOS cou­
pled with the Wong and Sandler mixing rules is given below, equa­
tion (3.64). The fugacity coefficient in solution of the vapour and liq­
uid phases is calculated by using the vapour and liquid compressibility 
factor root (Zv and ZL respectively) in equation (3.64). Recall that 
the Peng-Robison and the Peng-Robinson-Stryjek-Vera EOS's differ 
by the temperature dependence of the attractive term, hence the ex­
pression for if>i is the same for both EOS. 

In (/>,• = — In 

1 dn2am 

n dn.4 

+ 
1 / dnbn 

bm V drii 

1 dnbm 

bm. drii 

Z-lj + 

rz + r 
x In 

2V2 \bmRT 

Z + (1 + y/2)B„ 

_Z + (l + V2)Bn 

Where: 

dnbm 

dm 
1 / 1 dn2Q 

(1 - D) \n dru 
Q 

(1 - Df 
1 -

(3.64) 

dnD\ 
dni ) 

(3.65) 

1 /ldn2am\ __ dnbm dnD 
RT \ n drii J dni m dni 

The expressions for the partial derivatives of Q and D are: 

n dni I *-? ^b~RT 

(3.66) 

(3.67) 

dnD 

dni biRT + 
ln_7t( 

A 
(3.68) 

Where In 7,00 is dependent on the Gibbs excess energy model used for 
the liquid phase. 

In7 ioo = 
1 dnAg 

RT dm 
(3.69) 
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The Wong and Sandler(WSMR) mixing rules have been reported to yield 
accurate correlation for vapour-liquid, liquid-liquid and vapour-liquid-liquid 
equilibria. The mixing rules describe the phase behavior of simple and 
complex systems, systems composed of binary and ternary mixtures. A cu­
bic EOS combined with the WSMR can be used for the correlation of a 
wide range of highly non-ideal systems that were previously described by 
an activity coefficient model. The capabilities of this mixing rule have been 
discussed in Wong and Sandler (19926). The limitations of the Wong and 
Sandler mixing rules and modifications to the mixing rules have been dis­
cussed in Orbey and Sandler (1995a) and Coutsikos, Kalospiros and Tassios 
(1995). 

Coutsikos et al. (1995) showed that at high pressures, equation (3.54) is 
invalid for asymmetric systems (fejj > 1). This implied that the Gibbs ex­
cess energy models at low pressures cannot be applied to high pressures: 

GE(T, Plow,Xi) « AE(T, Piow,xt) + AE(T, P - oo, x%) (3.70) 

Orbey and Sandler (1995a) modified the Wong and Sandler mixing rule 
such that for a multicomponent system, a single mixing rule could be used 
to describe the behavior of non-ideal binary pairs as well as binary pairs 
in the same mixture that could be described by van der Waals one-fluid 
theory. This modification implies that the mixing rule transforms to the 
conventional van der Waals one-fluid mixing rule for certain values of its 
parameters. The modification to the cross virial term is given by equa­
tion (3.71) below. 

A new expression for AE, for a binary system was proposed. The equation 
was a result only for a special case, where the fluid satisfies the one-fluid 
theory and combining rules. 

AE = *x™ - (3.72) 
X\0\ + X2O2 

The reformulated mixing rules of Orbey and Sandler (1995a), can only be 
used directly with certain free-energy models i.e. modified NRTL and Van 
Laar. 



3.4 General considerations for the liquid phase 33 

3.4 General considerations for the liquid phase 

One method of describing the liquid and vapour phases of a system is by the 
combined method (section 3.2.1). In the direct method equations are used 
to relate the fugacity coefficient of the liquid phase to the liquid mole frac­
tions, temperature, pressure and other variables. Another useful methods, 
involves the definition of an ideal liquid solution and hence the description 
of deviations from the ideal behavior in terms of excess functions. 
The defining equation for a ideal solution is: 

Gf = Gi + RT In fid (3.73) 

Where Gi is the Gibbs energy of the pure species as it actually exists at T 
and P. By the Lewis-Randall rule: 

fid = Xrf?L (3.74) 

The fugacity f°L in equation (3.74) is defined as the standard state fugacity 
of pure species i. The standard state fugacity is evaluated at a temperature 
and pressure where the fugacity is accurately known. By the definition given 
above, equation (3.73) and the Lewis Randall rule, for a real liquid: 

d = TiiT)+ RT In fi (3.75) 

Hence, 

fi Gi-Gif = RTIn 

= Gf 
&f OL (3.76) 

The activity coefficient is defined by the dimensionless ratio: 

A I* = Tlol (3-77) 

<* Gf = RT In 7 i (3.78) 

The liquid fugacity is related to the liquid mole fraction as: 

ft = H^f?L (3-79) 
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3.4.1 Act iv i ty Coefficients 

The activity coefficient (7), corrects for the non-ideality in the liquid phase 
and is a function of liquid composition (ajj), temperature and pressure. Liq­
uid phase activity coefficient can be derived from the fundamental excess 
property relation (Smith et al., 2001): 

1(nGE\ nVE ,„ nHE „, ^ G* , , , 
d [—— = —— dP - -— T dT + > —- dm (3.80) 

\ RT RT RT* ' Z-J RT l v ; 

where: 

In 7* 

nGE 

RT 

dru 
(3.81) 

Thus ln7j is a partial molar property with respect to j ^ . Hence from the 
summability relationship and the Gibbs-Duhem equation: 

QE 
— = ^ x i l n 7 i (3.82) 

i 

and 

^ X i d l n 7 j = 0 (3.83) 
i 

Equation (3.83) in the integrated form relates the 71 to 72. There exists 
several well-known semi-empirical activity coefficient models that relate the 
activity coefficients of a system to GE. At isothermal conditions the equilib­
rium pressure varies with the change in composition of the liquid. The cor­
relation of experimental VLE data by the integrated form of equation (3.83) 
requires that the 7̂  values be evaluated at the same reference pressure (PR). 
The experimentally obtained isothermal activity coefficients are at different 
pressures and therefore have to be corrected from the experimental total 
pressure (P) to the reference pressure. Section 3.5, discusses the pressure 
correction to experimental activity coefficients further. 

3.4.2 Excess Gibbs energy mode l s 

The function ^ is assumed to be weakly dependent on pressure and there­
fore, the pressure dependence is often neglected. Empirical models have 
been proposed that express the excess Gibbs energy as function of liquid 
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mole fraction, volume fraction and molecular surface fractions. The latter 
two are preferred in cases where the molecules of a system differ significantly 
in size or chemical nature. The models used to correlate the data in this 
project are the Wilson and NRTL equations. 

Wilson equation 

Wilson (1964) proposed the following Gibbs excess free energy for mixtures: 

QE 
— = -xi ln(xi + A12x2) - x2(xi A2i +x2) (3.84) 

The activity expressions for coefficients derived from Wilson (1964) excess 
free energy model are: 

In 71 — - In xl + Ai2«2 + x2 
A12 A21 

xi + A12X2 xi A21 +x2 

(3.85) 

In 72 = — In #2 + A21X1 — x\ 
A12 A21 

Xl + Ai2^2 Xi A21 +X2 

(3.86) 

where: 

A,; 

Where; 

Vi 
exp -

Xji — Xjj \ V, / AAjj 
1 TF exp I - -RT JVJ RT 

(3.87) 

(3.88) 

Ajj = Molecular interactions between molecules i and j . 

Xji — Molecular interactions between molecules j and i. 

The parameters A12 and A21 are adjustable that are functions of the pure-
component molar volumes Vi and the characteristic energy differences, AXji(— 
Xji — Xjj) between the molecules. The parameters AAjj have been reported 
to be independent of temperature over modest temperature ranges. The 
Wilson model has been reported to correlate the Gibbs energy with rea­
sonable accuracy for a variety of miscible mixtures, solutions of polar or 
associating components and systems that do not exhibit large asymmetric 
deviations from ideality. The disadvantages of the model are listed below: 
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• 

• 

inaccuracy in the prediction of certain systems with limited miscibility. 
Hence the model should be applied to systems that are completely 
miscible-(Prausnitz and Chueh, 1968). 

inaccuracy for systems where a plot of In ̂  versus Xi exhibits maxima 
or minima. 

Naidoo (2004) states that the parameters A12 and A21 should always be 
positive for accurate representation of the data over the entire composition 
range. 

NRTL Model 

The NRTL or (nonrandom, two-liquid) is one of the most widely used ex­
cess Gibbs energy models. It is a local composition model derived by Renon 
and Prausnitz (19686) and unlike the Wilson equation can be applied to 
partially miscible as well as completely miscible systems. Equation (3.89) 
below is the expression for the excess Gibbs energy from the NRTL model. 

QE 

RT = XlX2 + T12G12X1G12 +X2 
Xi + G21X2 

where the parameters Tji and Gji are given by: 

Tji ~ RT RT 

(3.89) 

(3.90) 

Gji = exp(-ajiTji) (3.91) 

The adjustable parameter gji is defined as the energy parameter between 
molecules of components j and i respectively. The NRTL model has three 
adjustable parameters A12, A21 and ojjj. Where A12 and A21 are the inter-
molecular energies between molecules 1 and 2 for A12. Similarly for A21. 
The parameter Tji is usually correlated with data in VLE computations in­
stead of the Agji. 
The ctij parameter refers to the non-randomness in a mixture. For a.\2 = 
OJ21; the parameter has been found to vary in the range 0.2 to 0.7-(Renon 
and Prausnitz, 19686). Sandler (1994) reported that when experimental data 
are scarce, a^ = 0.3 is a reasonable assumption. The activity coefficients 
derived from equation (3.89) are given below: 

In 71 = x\ I ^ 2 1 \ T12G12 

X1 + G21X2) (G12X1 + X2)2 
(3.92) 
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In 72 
Gl2 \ , T21G21 

n 2 7; - , - + G i 2 ^ i + x 2 / (^i + G2ix2)2 (3.93) 

The original NRTL model has been found to be inaccurate in the dilute 
region and is inferior to the Wilson model in the representation of strongly 
asymmetric systems that are highly non-ideal. The deficiency of the NRTL 
model has been accounted for by the inclusion of a volumetric molar ratio 
in the analytic form-(Vetere, 2000). 

3.5 Standard states 

The concept of standard-states is defined as, the known or specified thermo­
dynamic condition of a component. Furthermore at the standard-state for 
a specific component, the activity coefficient (equation (3.77) is unity i.e. 

H = 
f1 

J 1 
Xifi OL 

The activity coefficient of component i, is only defined when its standard 
state is specified-jfL. The conditions (T, P) required for the specification 
of ffL are arbitrary, but these conditions must be chosen such that ji is 
approximately unity. At extreme conditions, the system temperature often 
exceeds the critical temperature of one of the components in a system. The 
components of the systems studied in this project where all condensable at 
the isothermal conditions chosen for experimentation i.e. condensable com­
ponents. In the case of supercritical components, the choice of the standard 
state has been discussed by Muhlbauer and Raal (1995). 

The condensable components are defined as the components in a system 
which have critical temperatures greater than the system operating tem­
perature. Generally the activity coefficients of a system are normalized for 
consistency with respect to the standard state condition mentioned earlier 
i.e. 

lim 7J = 1 
Xi—>1 

li = 
f L 

Xif, OL 
i 



3.5 Standard states 38 

As the composition of the mixture approaches that of the pure component 
i, the liquid fugacity fa becomes equal to the mole fraction multiplied by the 
standard state fugacity jfL. This method of normalization of the activity 
coefficients of the condensable components is denned as symmetric normal­
ization. 

Activity coefficient of condensable components 

The activity coefficient at system temperature (T) and pressure (P) is de­
termined by including a correction term, equation (3.94). The correction 
term accounts for the change from the arbitrary reference pressure (PR to 
the system conditions: 

•P-T)>»{JpJjb*p) (3-94) 

Application of the symmetric normalization of condensable components, 
<pR) 7^ —> 1 for Xi —•> 1, implies that the standard state reference fugacity 

equals that of the pure component at temperature (T) and pressure (PR). 

f?L = ft (3-95) 

Furthermore at equilibrium the equilibrium constraint, ff = //" applies. 
The liquid phase fugacity can be easily calculated from the equilibrium con­
straint i.e. for a reference pressure (PR), equal to the pure component 
vapour pressure (P/ a t ) : 

jLlPT) = fV{P?*) = ^satpsat ^ 

pR /T7L f (V~ 
J psat \^Tll 

JUL = psat^sat ^ [-L.\dP (3.97) 

Generally the reference pressure is set to zero: 

yL psats 

fOL = psat^sat g x p ( _ _ i _ ± _ j ( 3 g g ) 

For condensable components the expression of, equation (3.98), assumes 

that Vj is a function of temperature only. Therefore Vi is replaced with 
rL 

• i 
VA which is calculated from liquid models. The Modified Racket equation 
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was used in the regression analysis to predict Vi : 

Vf = ^ 4 1 I ( 1 - T r ) ? 1 (3-99) 

where ZRA is a constant specific to the compound, 

ZRA = 0.29056 - 0.08775a; (3.100) 



Chapter 4 

EXPERIMENTAL 
APPARATUS 

4.1 History of HPVLE Apparatus 

The experimental apparatus used in this study is a result of years of research 
and development undertaken at the School of Chemical Engineering at the 
University of KwaZulu-Natal. 

The interest in HPVLE equipment began at the school in the early 
1980's. The development of high pressure technology was initiated by SASOL. 
SASOL had assigned the school to undertake VLE measurements at the ex­
treme conditions of 500 °C and 200 bars. The data was of particular interest 
for SASOL's coal liquefaction processes. The studies were furthered between 
1983 to 1985 and the construction of liquid and vapour sampling devices fol­
lowed. 

The major difficulty encountered during experimentation was the sampling 
of the equilibrium liquid phase (Muhlbauer, 1990), (Ramjugernath, 2000). 
The composition analysis of the liquid phase indicated an incorrect bias to­
wards the more volatile component. 
In addition to the problems of sampling the liquid phase, there were tem­
perature uniformity problems associated with the equilibrium cell situ­
ated in an air-bath. 

Muhlbauer (1990) perfected the liquid and vapour sampling devices, re­
designed the air-bath and constructed certain auxiliary equipment. Ramjuger­
nath (2000) continued the HPVLE research and made significant progress 
with the equipment. Kissun (2001) devised a refrigeration unit for measure­
ments below room temperature. Naidoo (2004) continued with the HPVLE 
measurements and redesigned the liquid jet-mixers. 
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Figure 4.1: Schematic of experimental apparatus layout: AB - Air-
bath; GC - gas chromatograph; GCV - gc sampling valve; INT- in­
tegrator; JM - jet-mixer; LF- liquid feed line; PC- pressure trans­
ducer; PM- pressure measuring device; RM - rotating magnet; 
TC -thermocouple; VC- vacuum line; VF - gas(iV2) feed line; VT-
vent line, Naidoo (2004) 

The work of Ramjugernath (2000) made a significant contribution by 
overcoming the limitations that were encountered by Miihlbauer (1990). 
Ramjugernath (2000) redesigned the apparatus and made the following im­
provements: 

1. A more compact and versatile experimental apparatus 

2. An improved sampling method for analysis 

3. The detection of the formation of a secondary liquid 
phase (if it exist) 

4. The sampling of multiple phases with the sampling method. 

A summary of the equipment specifications are listed below. 

1. The equipment is of the static type. The isothermal environment is a 
air-bath with dimensions of lm x 0.75m x 0.5m. The equilibrium cell 
has a variable volume and therefore is capable of undertaking P- V- T 
measurements and VLE measurements via the dew and bubble point 
methods. 
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2. Sampling of the equilibrium phases was achieved by six-port two-piston 
GC sampling valves. The equilibrium phase samples were circulated 
through the sample loop of the GC sampling valves. 

3. The formation of multiple phases and the phase interfaces can be de­
tected visually. This is possible as the equilibrium cell has two pairs 
of illuminated sapphire viewing windows. The windows are 33mm in 
diameter and are 14mm thick. The windows offer a viewing diameter 
of 22mm-(Ramjugernath, 2000). 

4. A composite stirrer was designed such that the equilibrium phases 
mix independently (two liquid and vapour phases). The stirring of 
the phases also promoted the flow of each phase through the sampling 
loops of the respective sampling valves. Figure 4.2 below illustrates 
the equilibrium cell design. 

Figure 4.2: Schematic of equilibrium cell, (Naidoo, 2004) 
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4.2 Apparatus: Specification and Considerations 

4.2.1 The Equilibrium Cell And Piston Assembly 

The experimental apparatus consisted of an equilibrium cell and a piston 
assembly, Figure 4.2. The piston was used to manipulate the internal vol­
ume of the cell via a stepper motor. Thereby the equilibrium cell with the 
stepper motor was able to undertake P-V-T measurements (Naidoo, 2004). 
The piston and the stepper motor were not used in this study since isother­
mal measurements were undertaken. In this study the piston was screwed 
to the top of the cell, such that the entire volume of the cell was used during 
measurements. 

The equilibrium cell was machined from a solid billet (stainless steel 
type 316) with diameter 120mm and height 200mm. The billet was bored 
to a diameter of 40mm and length 190mm. The effective resulting internal 
volume (with composite stirrer) of the equilibrium cell was approximately 
200mL There were two pairs of synthetic sapphire windows (33mm in diam­
eter and 14mm thick) placed in special housings bolted onto the equilibrium 
cell body. 

The sealing between the sapphire window housing and the equilibrium cell 
body was achieved with Viton "O"-rings. The sapphire housings were con­
structed of 316 stainless steel and the sapphire windows were encased in 
a gasket type material that fitted into the stainless steel housing. Viton 
"O" -rings were used to seal the sapphire windows against the gasket type 
material housing. The sapphire window encasing was made from a com­
bination of two materials, Axiol and bronze impregnated with teflon. The 
viewing paths for the sapphire windows were illuminated with small 5 watt 
light bulbs. The light bulbs were housed in a pyrex tube. Hence the bulbs 
were not in direct contact with the isothermal air-bath space. 
The equilibrium cell had a removable base. The removable base was incor­
porated into the design for two reasons: 

1. It made construction and attachment of the composite impeller much 
simpler. The composite impeller attaches to the removable base and 
is supported by a screw that screws into the base. 

2. It makes cleaning of the entire equilibrium cell possible. Mechanical 
cleaning of the equilibrium cell would be required if the components 
in the cell were to form residues during experimentation. 

The base of the cell was a flange with a raised edge that bolted into the 
equilibrium cell body. The sealing between the base and the cell body was 
achieved with Viton "0"-rings. 
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The equilibrium cell body had 3mm holes drilled into it for the GC valve 
sampling lines, pressure transducer lines and the inlet/evacuate line fig­
ure 4.2. The fill/evacuate valve used the equilibrium cell was a Whitey 
valve. The valve is bi-directional and was reported to withstand a com­
bined temperature and pressure effect of 175 °C and lOOOpsi respectively-
(Naidoo, 2004). 

4.2.2 Mix ing of Equil ibrium cell contents 

Static apparat have been found to require lengthy periods of time for before 
phases equilibrium to be achieved. Agitation of the equilibrium contents is 
essential to reduce the time taken to reach equilibrium. 
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Figure 4.3: Diagram of the equilibrium cell composite stirrer, 
(Naidoo, 2004) 

The equilibrium cell was designed to mix both the vapour and liquid 
phases with two separate stirrers. Both stirrers are mounted on to a sin­
gle assembly, Figure 4.3. The stirrers were rotated by externally mounted 
solenoids. However the top stirrer was not used in this study because it was 
actually installed to agitate a second liquid phase if it existed (VLLE). The 
design of the impeller for the liquid phase (bottom stirrer) was designed 
by Muhlbauer (1990). The liquid phase was agitated with a four bladed 
stainless steel (type 316) impeller. The impeller rotated on a stainless steel 
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pin. The speed of the impeller was controlled by a geared Maxon motor. 
Ramjugernath (2000) modified the agitation mechanism with the inclusion 
of a external rotating horseshoe magnet mounted on the motor. Teflon 
spacers were used to reduce the friction between the bottom stirrer and the 
equilibrium cell. 

The upper stirrer was constructed from stainless steel (type 316). The stirrer 
had spaces to contain four cylindrical shaped rare earth magnets. Stainless 
steel protrusions were attached to a cylindrical teflon layer at the lower end 
of the stirrer design. This impeller was designed to aid in the agitation of a 
second liquid phase if it existed. 

Upon agitation a vortex was created in the liquid phase by the high im­
peller speeds, thereby allowing the vapour phase to be entrained. This 
would effectively induce rapid mass transfer. The centrifugal force of the 
stirrer forced the liquid phase to also flow into the sampling loops of the 
liquid GC valve(s). This action ensured that a representative sample was 
always present in the sample loops. 

4.2.3 Sampling of the Vapour and Liquid Phases 

The sampling method used was initially employed by Ramjugernath (2000). 
The sampling device was a commercial six-port two position GC sampling 
valve. The GC sampling valves used for both the vapour and liquid phases 
can withstand high temperatures and pressures (175 bar and 215°C). The 
six-port two piston GC sampling valves were manufactured by VALCO and 
supplied by Anatech Instruments (Ramjugernath, 2000). 

The GC sampling valve has two modes of operation illustrated in fig­
ure 4.4. From figure 4.4: in sampling mode, the stirrers force fluid through 
the sampling loop and back into the equilibrium cell. This ensured the flow 
of a representative equilibrium phase sample through the sample loop. The 
volume of the sample withdrawn from the equilibrium cell was determined 
by the size of the sample loop. The sample loop was a fine bore, thick walled 
stainless steel tubing (3.2 mm tubing with internal diameter of 1mm). The 
length of the sampling loop inserted was approximately 210 cm, this resulted 
in an approximate volume of 0.165 cm3. Using the valve in flushing mode 
as depicted in Figure 4.4, the equilibrium cell is shut from the sampling loop 
and the sampling loop is opened to the carrier gas (Helium). The carrier-
gas flushes the representative sample out of the sample loop into a jet-mixer 
(vapour or liquid). 
There are three GC sampling valves on the apparatus. The valves are posi­
tioned at appropriate heights along the wall of the equilibrium cell body so 
that the appropriate phases could be sampled. The first sampling valve was 
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Figure 4.4: Schematic diagram illustrating the two operation modes 
of the GC valves, (Naidoo, 2004) 

positioned at the bottom of the cell body, adjacent to the bottom stirrer. 
This valve samples the bottom liquid phase. The second sampling valve is 
positioned adjacent to the upper stirrer, approximately a third of the way 
up the equilibrium cell body to sample the second or upper liquid-phase (if 
it should exist). The third GC sampling valve, sample the vapour phase and 
is positioned approximately half way up the cell body. 

4.2.4 Jet-mixers 

It has been reported that sample analysis, particularly of the liquid phase 
in the static method, has been the most demanding (Deiters and Schnei­
der, 1986), (Ramjugernath, 2000). The sampling method of the equilibrium 
phase should recognise that the sample must be homogeneous. The problem 
arises during the flushing (sampling) of a volatile/non-volatile mixture into 
an evacuated space. Ramjugernath (2000) reported that the more volatile 
component tends to flash preferentially. This creates a non-homogenous gas-
liquid mixture, and can cause the analysis of the withdrawn sample phase 
to be in error. 
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The apparatus used to further mix the equilibrium sample in this study 
was the jet-mixer. Figure 4.5 illustrates the schematic after the redesign by 
Naidoo (2004). The jet-mixer was designed to vapourise and homogenize 
the withdrawn sample before composition analysis. 

"Heater Cartridges 

Support Rod 

i" High Temp. 
Valve 

""Baffle 

g" ss tube 

Figure 4.5: Cross-section through the jet-mixer, (Naidoo, 2004) 

The equilibrium sample is flushed with helium from the GC sampling valve 
sample loop into an initially evacuated jet-mixer. The flushed sample passes 
through the jet-mixer nozzle at a high velocity producing swirling and re­
circulating flow. The sample circulates in the jet-mixer until the pressure 
was uniform. The carrier-gas is flushed at a controlled rate through the 
sampling loop into the jet-mixer. The swirling action creates within the 
jet-mixer, induces further mixing of the sample-homogenisation. 
The jet-mixer has no moving parts or external devices. It was machined from 
316 stainless steel. The mixing chamber consists of an internally mounted 
cylindrically shaped baffle. The baffle had a restriction nozzle that acceler­
ated and vapourized the withdrawn sample (in the case of liquid sample). 
The baffle created a change in the fluid flow direction, therby enhancing 
swirling of the fluid. The rounded corners were machined in the internal 
space to eliminate stagnant areas within the space. 

The inlet to the jet-mixer was a 1/8" stainless steel tube that was welded 
into the jet-mixer body. The inlet line extended into the jet-mixer mixing 
chamber and ensured that the fluid flowed through the restricted nozzle into 
the chamber. The inlet line was extended from the GC sampling valve at-
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tached to the cell. The sample flow out of the jet-mixer was controlled by a 
Whitey valve, screwed into the jet-mixer body. 

The temperature of the jet-mixer is controlled by a Eurotherm 808 tem­
perature controller while a PT-100 measured the jet-mixer wall temperature. 
The temperature was controlled to ±1°C of the set point. Three 100 Watt 
heater cartridges are embedded in the body of the jet-mixer wall. The car­
tridges are evenly spaced along the circumference of the jet-mixer body. 
The large body of the jet-mixer ensured good temperature uniformity. The 
jet-mixer is insulated with Fibrefrax to avoid thermal gradients and non-
uniformities within the air-bath. Two different sizes of jet-mixers were used 
for the vapour and liquid phases. There were four jet-mixers in total. The 
larger jet-mixers with internal volume of 300 cm3 are used to homogenise 
the liquid phase, these are situated inside the air-bath. One of the jet-
mixers inside the bath was used for a secondary liquid phase i.e. VLLE. 
The other two jet-mixers are smaller (65 cm3) and positioned outside the 
air-bath along the sampling lines. The external jet-mixers were used for the 
vapour sample and to further mix the liquid samples respectively. 

The pressure within the jet-mixers was measured with a Sensotech TJE 
pressure transducer. The transducer was not directly attached to any of the 
jet-mixers. The transducer was connected at the start of the sampling line 
i.e. at the helium/vacuum line. The operating range of the transducer was 
from 0-5 bar absolute. Naidoo (2004) reported an accuracy of ±0.25% of 
the full-scale pressure. 

4.3 Thermal specifications 

4.3.1 T h e Air-bath 

The air-bath was designed to be compact and functional to minimize thermal 
gradients. Ramjugernath (2000) incorporated some of the design concepts 
used by Muhlbauer into the air-bath. The actual bath was constructed from 
mild steel (4mm thick) with dimensions, lm x 0.75m x 0.5m 

The air-bath lid had a 3mm thick aluminium sheet screwed under it. 
This sheet held a layer of Fibrefrax insulation onto the air-bath lid to reduce 
heat loss. The bath had holes to accommodate for the sampling line valve 
stems, the viewing ports for the cell, the holders of the light source, the 
cabling to the jet-mixers and the Pt-100 sensors and solenoid coils. These 
holes were stuffed with Fibrefrax. Temperature instabilities within the bath 
due to non-uniform air circulation caused temperature differences as large 
as 3°C between the top and bottom of the equilibrium cell. A circular 
aluminium baffle was inserted at the hot air inlet into the air-bath. This 
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was found to reduce the difference to approximately 2°C on average and 
cause the cell (top and bottom) to heat-up faster. 

Insulation 

A layer of insulation was situated between the walls of the air-bath and the 
interior copper lining. The thermal insulation material used was spray foam. 
The thickness of the insulation was approximately 50mm. 

Interior Copper Lining 

A copper lining was used inside the air-bath to promote high thermal stabil­
ity and avoid local temperature disturbances. The lining was approximately 
2mm thick and was placed against the spray foam insulation. The lining 
also held the foam insulation in place. Copper was used because of its high 
thermal conductivity, 401 W/mK, hence it disperses and transmits local 
temperature disturbances rapidly (Ramjugernath, 2000). 

Air Agitation 

Two 500 Watt heating elements were located in a heating compartment. Fig­
ure 4.6 shows the element arrangement inside the aluminium compartment. 
The elements were fitted into the housing to avoid radiative heat transfer 

Figure 4.6: Air-bath heating element layout 

and consequently local heating effects to the equilibrium cell. The heating 
elements (and housing) were placed in an insulated box, external to the air-
bath. A Siflo Universal fan was used to circulate the air through the box 
over the heating elements and into the air-bath. A circuit was implemented, 
with two switches for the respective elements. 
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The air was circulated between the air-bath and the heater box. Air was 
drawn in from the top of the air-bath by the fan , blown over the heaters 
and back into the air-bath through a tunnel at the bottom of the air-bath. 
Hot spots on the equilibrium cell were avoided by inserting a aluminium 
deflector plate on the air-bath inlet. An aluminium baffle was inserted ad­
jacent to the cell, figure 4.7. The baffle minimized the hot air from flowing 
directly onto the equilibrium cell face closest to the air inlet from the heater 
box. 

4.3.2 Temperature Control 

The temperature in the air-bath was controlled by a Shinko JCS-33A PID 
controller. The temperature sensor in the air bath was a PT-100fi resistor. 
The temperature controller had a signal output range of 4-20mA, which 
drove a fast firing Shinko 8A-340-Z relay. The relay supplied energy to the 
heating elements by on/off action. 

4.3.3 Thermal Leaks, Conductive paths and Thermal distur­
bances 

Thermal, chemical and mechanical equilibrium are constraints required for 
the measurement of accurate VLE equilibrium data. This section outlines 
and discusses possible areas of concern on the equipment with respect to 
thermal disturbances. 

Factors where the possibility of thermal leaks and conductive paths existed, 
are listed below: 

1. The air bath 

- The holes in the air-bath for the valve stem extensions, sample lines 
and electrical cabling 

- The aluminium blow-off lid 

2. The sampling lines from the air-bath 

3. The valve stems of the valves in the air-bath , including the GC sam­
pling valves 

4. The cover-plate for the well that housed the horse-shoe magnet and 
the MAXON motor-(Naidoo, 2004). 

5. The jet-mixers inside the air-bath 
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To prevent heat transfer between the air (room temperature) in the well 
of the magnetic stirrer and the support plate, the well was sealed in the 
air-bath. The seal was a graphite (grade M 795) bush able to withstand a 
temperature of 473 K and 2000 rpm from the motor. Air was used as the 
insulation medium between the support plate and the equilibrium cell. The 
air could be heated thereby reducing the temperature gradient across the 
well. 

Teflon thermal breaks were inserted in all the valve stem extensions pro­
truding from the air-bath lid. The thermal breaks were used to reduce the 
conduction of heat to a minimum. The sample lines external to the air-
bath were wrapped with nichrome wire (insulated with heating tape). The 
nichrome wires were powered by Variac power supplies. 

Temperature Measurement 

The temperature of the bath was measured by a class A PT — lOOfi sen­
sor. The equilibrium cell wall temperatures were monitored by four class 
A PT - 100f2 sensors, (Naidoo, 2004). The four sensors fitted into holes 
machined in the cell wall (1-4 in figure 4.7). Two of the PT — 100's were 
positioned near the bottom of the cell. The remaining two PT — 100's were 
positioned at the top of the cell. The cell PT — 100's were positioned on 
the cell wall to determine temperature gradients across the equilibrium cell 
wall. The bath PT - 100 (Tbath) and the cell PT - 100's were calibrated 
with an agilent 34401a 6.5 digit multi-meter coupled with a PT — 100 stan­
dard. The temperature sensor (bath and cell) calibration charts are given in 
Appendix B.3.1. The multi-meter and PT — 100 standard were calibrated 
and supplied by Wikka. The temperature probe calibration charts are given 
in Appendix B.3.1. 

The bath sensor was connected to a Shinko temperature controller. There 
were three other PT-100Q, sensors positioned in different sections of the 
air-bath, points (5-7) on figure 4.7. These sensors were calibrated previ­
ously by a temperature standard and were only used as indication of the 
air-bath temperature uniformity. All of the sensors shown in figure 4.7 were 
connected to a Eurotherm multichannel selector that displayed the probe 
temperatures. 
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Figure 4.7: Schematic of air-bath temperature probe layout 

4.3.4 T h e Refrigeration unit 

Kissun (2001) modified the apparatus of Ramjugernath (2000) by including 
a single stage vapour compression refrigerator. The unit was capable of pro­
ducing data at temperatures as low as 250 K. 

The refrigeration unit was positioned external to the air-bath, with 
inlet and outlet tubes fitted onto the heating box adjacent to the air-
bath (figure 4.1). The compressor and condenser made-up a single unit 
manufactured by L'Unite Hermetique. The centrifugal condenser had a 
maximum outlet pressure of 18 bar. The condenser was air-cooled by a 
fan. The specifications of the condenser was 7m of \ inch cast iron outer 
diameter cooling coils encased in a bank of rectangular fins. 
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The evaporator was similar to the condenser, except the cooling coils were 
copper. A layer of silicon insulation was used to minimize heat transfer to 
the surroundings. 

4.4 Pressure measurement 

Two Sensotech TJE transducers were installed onto the experimental ap­
paratus. One for the equilibrium cell (range, 0 — 7bar) and another for 
the sampling lines and the jet-mixers (range, 0 — 5bar). The transducers 
were certified to have 0.25% accuracy of full-scale pressure, (Naidoo, 2004). 
A low pressure standard (0 — 1 bar) was available and used to calibrate 
the equilibrium cell transducer-the calibration was extrapolated to 7 bar. 
The equilibrium cell pressure transducer calibration chart is given in Ap­
pendix B.3.2. 

4.5 Composition measurement 

Liquid and vapour samples taken from the equilibrium cell were analyzed 
by a gas chromatograph. A Chrompack CP9000 with a TCD detector was 
connected to the experimental equipment. Hence composition analysis was 
performed online. The output signal from the GC was converted to a peak 

Table 4.1: Specifications of column 
Description 

Supplier 
column length 

outer diameter 

packing 

mesh ratio 

Specification 
LANGET 

3 

l 
8 

Poropak-Q 

80 
100 

Unit 
-

m 

inch 

-

-

area signal by Delta software package. The method of calibration and the 
GC calibration procedure of the binary systems is discussed in Chapter 6. 

4.6 Auxiliary Equipment 

A degassing apparatus was used to remove incondensable(impurities) com­
ponents from the respective chemical. The apparatus was also used to fill 
the equilibrium cell with the first component of the respective binary. The 
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degassing apparatus consisted of a 250m/ heavy duty Erlenmeyer flask with 
a single walled condenser. The operation of the degassing apparatus is dis­
cussed in Appendix B.l. A custom screw syringe with a teflon plunger 
(with two viton "O"-rings) was manufactured in the School of Chemical 
Engineering Workshop. This syringe was connected onto the degassing ap­
paratus initially used for the second component of the respective binary. 
This method proved to be unsuccessful because the syringe was difficult to 
used due to the friction between the " O" -rings and the stainless-steel syringe 
cylinder. The friction on the "O"-rings caused the seals to wear rapidly and 
therefore the operation of the apparatus was inconsistent due to leaks. A 
5ml SGE high pressure glass syringe was purchased and used to inject the 
second component into the equilibrium cell. 

4.7 Equipment Safety Specifications 

Safety considerations during high-temperature and high-pressure phase equi­
librium experimentation must be emphasized due to the extreme operating 
conditions. The safety considerations considered are in the list below. 

• An over design factor of over 100% was considered-Ramjugernath 
(2000) 

• Safety relief valves were fitted before the pressure transducers 

• The pressure transfucers had a 150% over-pressure safety feature-
(Naidoo, 2004) 

• Exhaust fans in the laboratory were switched on at all times. The 
vent/exhaust lines on the equipment were open to the atmosphere 
outside of the laboratory 

• The viewing windows inserted into the air-bath wall were laminated, 
tempered and shatterproof-(Ramjugernath, 2000) 

• The degassing apparatus was covered by a perspex box- in case of an 
explosion. 

• During the GC calibration of the binaries, a gas mask was used due 
to the volatility of n-pentane and 2-methyl-2-butene. 



Chapter 5 

SYSTEMS CHOSEN FOR 
EXPERIMENTATION 

The n-pentane + ethanol system was selected as a test system in the study. 
The test system was used to establish consistent experimental procedures for 
the equipment and the reproducibility of experimental data. A previously 
unmeasured system was then examined, 2-methyl-2-butene + TAME. The 
properties of the components for the two systems are listed in Appendix C.l. 
Ramjugernath (2000) and Naidoo (2004) used carbon dioxide + toluene as 
a test system on the equipment comprising one supercritical component in 
the binary i.e. CO2. 

5.1 n-Pentane + Ethanol 

The n-pentane was supplied by Riedel-deHaen and had a minimum purity of 
99%. The ethanol was supplied by Saarchem and had a minimum purity of 
99.5%. The purity of the components were verified by gas chromatography. 
Further purification of the components was not undertaken. The n-pentane 
+ ethanol system are selected as a test system because ethanol and pentane 
were readily available in the laboratory and their boiling points are compa­
rable to the boiling points of 2-methyl-2-butene and TAME boiling points 
respectively. 

This system was subcritical at the desired operating conditions, moder­
ate temperatures and pressure range of 0 — 7 bar conditions characterizing 
the 2-methyl-2-butene + TAME system measurement. After numerous tri­
als, consistent operating procedures of the equipment were developed with 
the test system. These procedures were also followed in the measurement of 
the 2-methyl-2-butene + TAME system. A literature survey of isothermal 
data for n-pentane + ethanol is given in table 5.1. 
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Table 5.1: Experimental data for n-pentane + ethanol 
Author (s) 
Ishii (1935) 

Pierotti, Deal and Derr (1959) 

Campbell, Wilsak and Thodos (1987) 

Reimers, Bhethanabotla and Campbell (1992) 

Seo, Lee and Kim (2000) 

Temperature [K] 
263.15 
273.15 
283.15 

298.15 
313.15 
343.15 

372.70 
397.70 
422.60 

303.15 

422.60 
465.40 
500.00 

Pressure range [bar] 
0.0680-0.1853 
0.1060-0.3033 
0.0319 - 0.4604 

0.0584 - 0.0773 
0.0795 - 0.1736 
0.4129 - 0.6959 

2.2410 - 6.8430 
4.8262 - 12.011 
9.6420 - 19.629 

0.1051 - 0.8706 

9.7424 - 19.681 
25.510 - 41.440 
48.550 - 57.190 
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5.2 2-Methyl-2-Butene + TAME 

The 2-methyl-2-butene and TAME (tert-amyl-methyl ether) were supplied 
by Sigma-Aldrich and Fluka, respectively. The respective purities of 2-
methyl-2-butene and TAME were > 99% and > 97%. The purity of the 
components were verified by gas chromatography and further purification 
was not undertaken. Table 5.2 below lists a survey of experimental isother­
mal measurements for this system. 

Table 5.2: Experimental data for 2-methyl-2-butene + TAME 
Author(s) 

(Pavlova, Saraev and Chaplits, 1981) 

(Qin, Li and Shi, 1996) 

(Qin, Li and Shi, 1997) 

Temperature [K] 
313.15 
333.15 

328.15 

288.15 
305.00 

Pressure range [bar] 
0.1927-1.0649 
0.4245 - 2.0025 

-

— 

— 



Chapter 6 

EXPERIMENTAL 
PROCEDURE 

This chapter describes the start-up of the experimental rig and the sampling 
procedures of the liquid and vapour phases. The experimental procedures 
discussed, particularly the sampling of phases, were achieved following nu­
merous experimental trials, resulting in a consistent procedure with respect 
to the data measured. The equilibrium cell pressure and temperature probe 
calibrations are discussed in Appendix B.3. The start-up procedures of 
Ramjugernath (2000) and Naidoo (2004) were followed closely. 

6.1 Equipment Start-up 

6.1.1 Preparation of the Equilibrium Cell 

The most common problem encountered in HPVLE studies is pressure leak­
age. This can be attributed to the severe operating conditions impacting 
the fittings and valves of the apparatus. Therefore it was important for the 
equilibrium cell and the sampling section be tested regularly for pressure 
leaks. 

The equilibrium cell was tested for pressure leaks by filling the cell with 
nitrogen to approximately 6 bar, which was considered to be sufficient for 
the test. The temperature of the bath was set to 60°C. After approximately 
three hours (thermal equilibrium), the equilibrium cell was monitored for 
any pressure-drops within an hour. Similarly, any leaks in the sampling sec­
tion of the equipment were detected by testing in sections of sampling line. 
The lines were filled to 2 bar and heated to 100°C. The liquid and vapour 
sampling sections were tested independently. Figure 6.1 illustrates the lay­
out of the cell and sampling section. Note that the second liquid sampling 
section was not used in this study i.e. JM-2, V7, V8, V9 and SV-3. 
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The preparation procedure regarding for the replacement of internal seal-
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Figure 6.1: Schematic of experimental apparatus, sampling lines 
and valve layout, (Naidoo, 2004) 

ings ("0"-rings etc.) was discussed in Ramjugernath (2000) was not followed 
in this study. The "O"-rings on the cell piston were replaced if the cell was 
opened e.g., liquid stirrer maintenance. The replacement of the "O"-rings 
on the piston was avoided because of the difficulty in removing the cell from 
the bath, and the possibility of causing leaks on fittings such as valves. 

The equilibrium cell was "cleaned" by the application of a vacuum in the 
equilibrium chamber and raising the temperature of the bath to 115°C. 
Thus any component that might have been present in the cell were removed 
by evaporation. Successive flushing of the equilibrium cell with nitrogen 
removed any trace amounts of impurities. The cell was then flushed with 
one of the components under investigation. 

The internal liquid jet-mixer operating temperature was set on a Eurotherm 
controller. Appendix B.2 discusses the estimation of the jet-mixer operating 
temperature. The internal liquid jet-mixer operating temperature was set 
at 110°C for both systems. The vapour and liquid sampling lines external 
to the air-bath (including JM-3 and JM-4) were heated sequentially (with 
respect to the layout above) in increments of 20°C up to SV-4. The lines 
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were flushed with helium and evacuated successively. A sample (carrier gas) 
was then sent to the GC to test for any impurity in the line. A small air 
peak was always noticed during the integration, this could be attributed to 
the natural leak rates of the fittings. 

6.1.2 Preparat ion of components 

The components of the binary systems measured are subcritical at the exper­
imental conditions. The method of degassing was used to remove dissolved 
impurities. The liquid components were degassed prior to introduction into 
the equilibrium cell. The procedure and the apparatus is discussed in Ap­
pendix B.l. 

Two separate degassing apparatuses were initially used for both liquid com­
ponents of the binary system. Degassing of the components n-pentane (n-
pentane + ethanol system) and 2-methyl-2-butene (2-methyl-2-butene + 
TAME system) skipped on account of the relatively large losses of compo­
nents due to degassing. 

6.1.3 Introducing the liquid component into the cell 

The respective component of a binary mixture was introduced into the equi­
librium cell from the degassing apparatus via pressure difference. After de­
gassing the liquid, the vacuum to the degassing apparatus was shut off. The 
equilibrium cell was then opened to the vacuum and evacuated to O.OlkPa. 
The equilibrium cell was then shut VO, figure 6.1. The degassing apparatus 
was slowly filled with nitrogen and the cell was opened to the degassing 
apparatus. 

Positioning the liquid level 

The cell was filled with the component from the degassing unit once ther­
mal equilibrium had been established. Hence, for the n-pentane + ethanol 
system, the cell was filled at the air-bath temperature set to 80°C. Similarly 
the cell was initially filled with TAME at 70°C for the 2-methyl-2-butene + 
TAME binary. 

The cell was filled with approximately 45 cm3-50 cm3 of the component. 
This volume was estimated to be half-way of the bottom sapphire viewing 
window. Therefore once the level reached this mark (on the bottom sap­
phire window), the equilibrium cell was shut to the degassing apparatus. 
The degassing apparatus was then shut from the nitrogen cylinder and the 
degassing hot-plate turned down. 
This filling procedure was performed twice; the first fill was performed to 
flush the cell with component. The component was boiled off under vacuum 
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upon the first fill. Approximately 80 cm3 of component was then filled and 
degassed in-situ i.e. the second fill. The cell was shut off from the vacuum 
when the volume inside the cell was reduced to 45 cm3-50 cm3. The bottom 
stirrer was switched on. The in-situ degassing removed nitrogen from the 
cell. 

There are a number of physical problems associated with an incorrect liquid 
level, which can affect the composition analysis of an equilibrium sample. 
The problems that may occur due to incorrect liquid levels in the equilibrium 
cell (also in Ramjugernath (2000): 

1. if the liquid level is too low i.e. below the sampling port, no liquid 
will be sampled because there will be insufficient head to allow flow of 
liquid through the port, 

2. During venting with a high liquid level, the liquid phase can be vented, 

3. If the liquid level is adjacent or near the vapour sampling port, the 
liquid phase can be entrained into the vapour sample port. 

The stirrer motor was switched on once the cell was filled to the correct 
liquid level. The speed of the stirrer was adjusted to form a vortex. A 
moderate stirrer speed was set, as this minimizes splashing of the liquid. 

6.1.4 Injection of the Second Liquid Component 

The second liquid component was injected into the equilibrium cell via the 
injection port with a 5ml SGE high pressure glass syringe. Before injecting 
the syringe was flushed three times with the respective component. 

The composition analysis was undertaken on the withdrawn equilibrium 
samples with the static analytic method. Therefore the composition of the 
cell contents could only be determined after sampling of the equilibrium 
phases. The volume of the second component was injected such that the 
liquid compositions of the mixture were evenly spaced along the respective 
isotherm. This was achieved by noting the cell pressure after injection and 
reading the liquid composition off the binary isothermal curve. For the 
test system (n-pentane + ethanol), the composition with each injection was 
read off the literature data curve.The second component of the 2-methyl-
2-butnene + TAME system was injected until a 5 kPA-7 kPa change was 
noticed. After injection the equilibrium contents were given an hour to mix 
before sampling. 
Three isotherms were measured for the 2-methyl-2-butene + TAME system. 
Therefore to minimize the amount of components used, after composition 
analysis for the respective isotherm, the temperature controller was set for 
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the next isotherm. With each injection the liquid level in the cell increased. 
Once the level moved above the bottom viewing window, the contents of 
the cell was vented under vacuum until the desired liquid level was reached. 
The pressure in the cell was used as a rough indicator of the composition of 
the isotherm. 

6.2 Equilibrium phase sampling 

6.2.1 Liquid phase sampling 

The equilibrium cell contents were deemed to be at equilibrium when the 
system pressure remained constant. For a particular isotherm, thermal equi­
librium was estimated after approximately four hours the cell temperature 
sensors remained constant. The liquid sampling procedure was similar to 
the procedure given in (Ramjugernath, 2000). 

1. The bottom stirrer speed was reduced, to ensure that minimal splash­
ing of the liquid occured during sampling. 

2. The sampling lines external to the air-bath and the 8-port GC valve, 
were heated to desired temperatures three hours before sampling. The 
internal jet-mixer operating temperature was set on the jet-mixer con­
troller to between 100 °C-120 °C. The external jet-mixer temperatures 
were set to 10 °C-20 °C higher than the internal jet-mixer tempera­
ture. The lines were heated by Nichrome wire. The Nichrome wire 
was insulated with heating (glass) tape and wrapped around the sam­
pling lines. Power was supplied to the Nichrome wire by variable 
resistance Variacs. Six thermocouple sensors were placed at different 
points along the sampling lines. The thermocouples were connected 
to a multiple selector display panel. The lines were maintained at 
temperatures comparable to the external jet-mixer temperatures. The 
8-port GC sampling valve was maintained at 150 °C-160°C, compa­
rable to the GC injector temperature. The valve was heated with 
a heater cartridge inserted into the valve casing and Nichrome wire 
wrapped around the sample loops. 

3. All the sampling lines were flushed and evacuated prior to sampling. 
The vapour sampling side was filled with helium to approximately 0.3 
bar during sampling of the liquid phase. The liquid sampling side 
was evacuated. The valves V14, V2, V3, V l l , V12 and SV-4 were 
opened to vacuum (refer to figure 6.1). The lines were evacuated to 
approximately 1 bar below vacuum. The first liquid sample was always 
discarded and therefore only V2 was closed. The line from the metering 
valve V14 up to the cross V1/V2 was filled up to 1.5 bar with helium. 
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The liquid sample was flushed from the cell by opening V2 and SV-1 
(flushing mode) simultaneously. This sample was discarded by venting 
at V15. This ensured that any lodged vapour in the liquid sample loop 
was removed. The lines were flushed with helium and evacuated three 
times. Once —1 bar vacuum was again reached, the valves were closed 
in reverse order i.e. starting at SV-4. SV-1 was moved into sampling 
position i.e. ready for flushing the liquid sample. 

4. V14 was opened and approximately 1.5 bar of Helium was filled to 
VI/V2. The carrier gas allowed to heat up for approximately 5 min­
utes to heat-up. This aided in the prevention of condensation of the 
equilibrium sample. V2 was then opened and SV-1 was turned to 
flushing mode simultaneously. As the sample entered the evacuated 
liquid jet-mixer (JM-1), the pressure dropped to within the negative 
range of 0.45 bar-0.650 bar. Homogenisation was facilitated by open­
ing V14 slowly i.e. filling the jet-mixer at a rate of approximately 
0.15 bar/sec. This created swirling of the sample within the jet-mixer. 
This constant flowrate of carrier gas also aided in flushing less volatile 
component that might have been deposited on the lines i.e. ensured 
that the entire sample was trapped inside the jet-mixer. 

5. The metering valve V14 was shut when the pressure inside the jet-
mixer reached 1.5 bar and 2.5 bar, for the 2-methyl-2-butene + TAME 
and n-pentane + ethanol systems respectively. The pressure inside the 
jet-mixer was monitored for approximately 10 min. If a decrease in 
pressure was observed, it would imply that there was condensation 
and the sample would have to be discarded. 

6. The valve V3, was then open after the sample had sufficient time in 
JM-1 for homogenisation-approximately 10 minutes. The sample was 
then carried to the external liquid jet-mixer(JM-4). 

7. Similarly JM-4 was pressurized slowly to 2 bar and 2.5 bar for the re­
spective system. This additional jet-mixer ensured further homogeni­
sation of the sample. The sample was again monitored for condensa­
tion. 

8. Valve VI1 was opened and the valve V12 was then opened fully to 
allow the diluted equilibrium sample to sit at 8-port GC valve(SV-4). 
V14 was opened carefully and the line was pressured to 2 bar. 

9. The GC valve was then switched and the sample was conveyed to the 
GC. After a GC run, SV-4 was switched to sampling mode and V15 
opened slowly to decrease the pressure within the line. Samples were 
taken approximately every 0.1 bar decrease in pressure. A plot of 
the jet-mixer/line pressure versus composition would indicate a region 
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of homogeniety i.e. region of consistent compositions with minimal 
variance. The composition was averaged over this region. This region 
could be seen graphically after about ten samples were sent to the GC. 

10. The sample was purged through V15 and the cleaning procedure re­
peated. The liquid sampling valve SV-1 was positioned into sampling 
mode and the liquid line pressured to 0.3 bar. The valves were then 
shut. 

6.2.2 Vapour phase sampling 

The sampling procedure for the vapour phase was similar and simpler to that 
of the liquid phase. The equilibrium vapour sample was only homogenised 
once in the external jet-mixer (JM-3). The vapour was sampled after the 
liquid phase, allowing the jet-mixers and lines to attain the desired temper­
atures. The vapour sampling procedure was as follows: 

1. The vapour sampling side was cleaned by flushing and evacuating to 
vacuum similar to the liquid sampling procedure. SV-2 was always 
left in flushing mode prior to sampling. The vapour sampling side was 
prepared by opening the following valves to vacuum: V14, VI, V5, 
V10 and V12. 

2. Similar to the liquid sampling procedure, the first vapour sample was 
discarded. This removed any liquid lodged in the vapour sampling 
loop. 

3. The lines were cleaned and evacuated to —1 bar. The valves on the 
vapour sampling side were closed in reverse order. 

4. Helium was pressured to 1.5 — 1.6 bar up to V1/V2. The gas was 
heated for approximately 5 minutes. 

5. Before sampling, the vapour sampling valve SV-2 was placed into sam­
pling mode for approximately 20 seconds. 

6. VI was opened and SV-2 moved into flushing mode simultaneously. 
The sample was conveyed up to V5. 

7. V5 was opened and the sample was conveyed to the external jet-mixer 
(JM-3). 

8. V14 was opened slowly to allow a rate of 0.15bar/sec of helium to 
fill JM-3. JM-3 was filled to 1.8 — 2 bar with respect to the system. 
Once filled to the desired pressure, the pressure was monitored for any 
decrease i.e. condensation. 
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9. V10 was opened and V14 opened slowly to increase the pressure at 
V12 to 2 bar. 

10. V12 was opened and the pressure in the line dropped in decrements 
of 0.1 bar. The sample was sent to the GC via the 8 port GC valve 
SV-4. 

11. Similarly samples were analyzed until a region of homegeneity was 
determined. 

6.3 GC calibration procedure 

Composition analysis of the equilibrium phases was performed by online gas 
chromatograph analysis. A Chrompack CP9000 gas chromatograph with a 
thermal conductivity detector(TCD) was used for composition analysis. A 
packed column was used for separation of the components-specifications in 
section 4.5. The Delta software package was used to integrate the signals 
from the GC. The detector required initial calibration for the respective 
binaries such that the data from Delta could be interpreted. 

6.3.1 Standard solut ion m e t h o d of calibration 

Mixtures of a known mole ratio, composed of the respective binary compo­
nents were made. The calibration method discussed in Raal and Miihlbauer 
(1998) was followed. A range of mole ratios ^ were chosen i.e 0.1 — 1.3. 
Where: 

m 
U2 

rii 

Wti 

m i Mwt2 
= x 

Mwti m<i _ Xl 

X2 

= moles 

= molecular weight 

The masses (mj) of each component were weighed on a scale to ±0.0001grams. 
The response factor F is defined as the constant between the number of 
moles passing the detector and the peak area A{. Ai is obtained from the 
Delta integrator and is dependent on the amount of sample injected. Hence 
the relationship between moles and peak area is denned as: 

rii = AiFi 

Raal and Miihlbauer (1998) suggest that it is more consistent to work with 
area ratios: 

ni = fAA /F\\ = xi 
n2 \A2J\F2) x2 
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A plot of -£ versus |*- Was made. Similarly mixtures were made for the 

inverse |y and the corresponding -^ versus ^ data plotted. The two graphs 
were found to be linear in the dilution region for the respective binaries. A 
linear relationship is desired for the calibration range. Constant response 
factor ratios are indicated when the slope of one plot equals the inverse slope 
of the second plot. The calibration graphs for the binary systems measured 
are given in Appendix B.4.1. 



Chapter 7 

EXPERIMENTAL 
RESULTS 

This chapter presents the experimental measurements obtained from the 
HPVLE apparatus i.e. pure component vapour pressure measurements and 
the binary vapour-liquid equilibrium measurements. 

7.1 Vapour Pressure Measurements 

The apparatus was prepared for measurement as described in chapter 6.1.1, 
page 56. The pure components ethanol, n-pentane and TAME were de­
gassed and introduced into the equilibrium cell via the degassing apparatus. 
2-Methyl-2-butene was not degassed and was injected directly into the equi­
librium cell via an injection port. 

The temperature range selected for the pure component vapour pres­
sure measurements included the temperature(s) of the respective binary vie 
isotherm(s). The vapour pressures of the respective components were mea­
sured once the apparatus had reached thermal equilibrium for each temper­
ature approximately 3 hours. 

7.1.1 n-Pentane Vapour Pressures 

The experimental n-pentane vapour pressures are presented graphically in 
Figure 7.1 and tabulated in Table 7.1 on page 68. The average % relative 

psat psat 

error (Abs( ca
psat

exp) x 100) in vapour pressures measured was found to be 
cat 

±1.08%. 
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• Experimental measured Pentane 
vapour pressures 

—Li tera ture values n-pentane vapour 
pressure 

35.00 45.00 55.00 65.00 75.00 85.00 95.00 105.00 

Temperature °C 

Figure 7.1: Plot Of Experimental n-pentane Vapour Pressure Points 
Against Literature (Reid et al., 1987) 

Table 7.1: n-Pentane Vapour Pessures And Relative % Error With 
Respect To (Reid et al., 1987) 

TEMPERATURE °C 

49.11 
62.12 
77.25 
77.95 
88.61 
100.41 

•*experimental {,Kr\A.) 

156.79 
223.91 
340.11 
349.18 
448.72 
588.96 

* literature \KJTB. J 

154.65 
227.59 
342.55 
348.74 
454.33 
597.22 

%ERROR 

1.38 
1.62 
0.71 
0.13 
1.23 
1.38 

7.1.2 Ethanol Vapour Pressures 

A plot of the vapour pressures is given in figure 7.2 and tabulated in table 7.2. 
The average absolute error in the ethanol vapour pressure measurement was 
determined to be ±0.841%. 
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- Literature values ethanol vapour 
pressures 

X Experimental measured ethanol 
vapour pressures 

85 

Temperature "C 

Figure 7.2: Plot Of Experimental Ethanol Vapour Pressure Points 
Against Literature (Reid et al., 1987) 

Table 7.2: Ethanol Vapour Pressures And Relative % Error With 
Respect To Literature Values (Reid et al., 1987) 

TEMPERATURE °C 

86.20 
89.58 
96.96 
98.47 
100.41 

* experimental \KiJi.) 

135.44 
156.19 
182.32 
210.45 
225.51 

•L literature\Kr(l) 

137.70 
156.08 
182.83 
214.21 
226.54 

%ERROR 

1.64 
0.07 
0.28 
1.76 
0.46 

7.1.3 2 -Methy l -2 -Butene Vapour Pressures 

Figure 7.3 and table 7.3 present the vapour pressures for 2-methyl-2-butene. 
The absolute % error in the vapour pressures measured was ±1.35%. 

file:///KiJi
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620.0 

320.0 

220.0 

120.0 

• Experimental measured 2-methyl-2-
butene vapour pressures 

—Literature values 2-methyl-2-butene 
vapour pressures 

60.00 65.00 70.00 75.00 80.00 85.00 90.00 95.00 100.00 105.00 110.00 

Temperature °C 

Figure 7.3: Plot Of Experimental 2-methyl-2-butene vapour Pres­
sure Points Against Literature (Reid et al., 1987) 

Table 7.3: 2-Methyl-2-butene vapour Pressures And Relative % Er­
ror With Respect To Literature Values (Reid et al., 1987; 

TEMPERATURE °C experimental (kPA) literature (kPa) %ERROR 

69.35 
94.27 
105.86 

257.32 
498.89 
658.40 

261.51 
495.50 
647.06 

1.60 
0.68 
1.75 

7.1.4 T A M E Vapour Pressures 

The measured TAME vapour pressures are shown in figure 7.4 and tabulated 
in table 7.4. The absolute % relative error from table 7.4 was ±0.46%. 
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Figure 7.4: Plot Of Experimental TAME Vvapour Pressure Points 
Against Literature (Qin et al.,1997) 

Table 7.4: TAME Vapour Pressures And Relative % Error With 
Respect To Literature Values (Qin et al.,1997) 

TEMPERATURE °C 

69.63 
80.98 
94.33 
97.08 
105.22 

*experimental \KrA) 

60.77 
88.90 
130.56 
140.43 
175.6 

*literature\™•* "7 

60.70 
87.64 
130.44 
141.00 
176.09 

%ERROR 

0.11 
1.43 
0.09 
0.40 
0.26 

7.2 Binary System Measurements 

7.2.1 n - P e n t a n e ( l ) + ethanol(2) sy s t em 

n-Pentane(l) + ethanol(2) system at 100.41°C 

The n-pentane(l) + ethanol(2) system was selected as the test system for 
this study. The experimental measurements were conducted at 100.41°C 
and compared to literature measurements at 99.55°C. The relative error in 
n-pentane and ethanol vapour pressures were ±0.44% and ±0.63% respec­
tively. The experimental and literature data for the binary system are given 
on page 72. 

Experimental measured TAME 
vapour pressures 

- Literature values TAME vapour 
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Figure 7.5: The n-pentane(l) + ethanol(2) VLE Isotherm At 100.41°C, 
Against (Campbell et al., 1987) Measured At 99.55°C 

Table 7.5: Binary Experimental Data For The n-pentane(l) + 
ethanol(2) System at 100.41°C 

Pressure bar 

2.26 
4.14 
5.59 
6.21 
6.48 
6.77 
6.82 
6.59 
5.89 

X\ 

0 
0.0802 
0.2049 
0.2953 
0.4564 
0.5199 
0.8253 
0.9516 
1 

Vi 

0 
0.4983 
0.6390 
0.6800 
0.7258 
0.7386 
0.7983 
0.8526 
1 
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7.2.2 2 - M e t h y l - 2 - B u t e n e ( l ) + T A M E ( 2 ) s y s t e m 

2-Methyl-2-Butene(l) + TAME(2) system at 70.0°C 

The experimental data points for the 70.0°C isotherm are plotted on fig 
ure 7.6. Table 7.6 lists the experimental points. 

• Experimental Measurements 

0.0000 0.1000 0.2000 0,3000 0.4000 0.5000 0.6000 0.70OO 0.8000 0.9000 1.0000 

xi.yi 

Figure 7.6: The 2-methyl-2-butene(l) + TAME(2) vie isotherm at 70°C 

Table 7.6: Experimental Measurements Of 2-methyl-2-butene(l) -f 
TAME(2) At 70.0°C 

Pressure bar 

0.60 
1.22 
1.58 
1.95 
2.54 

X\ 

0 
0.379 
0.556 
0.728 
1 

2/1 

0 
0.622 
0.772 
0.888 
1 

2-Methyl-2-Butene(l) + TAME(2) system at 94.6°C 

The 94.6°C isotherm experimental data points are plotted and tabulated in 
figure 7.7 and table 7.7 respectively. 
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Figure 7.7: The 2-methyl-2-butene(l) + TAME(2) vie isotherm at 94.6°C 

Table 7.7: Experimental Measurements Of 2-methyl-2-butene(l) + 
TAME(2) At 94.6°C 

Pressure bar 

1.29 
1.88 
2.43 
2.90 
3.29 
4.92 

Xl 

0 
0.2391 
0.4099 
0.5093 
0.6207 
1 

Vi 

0 
0.6958 
0.7954 
0.8106 
0.8434 
1 

2-Methyl-2-Butene(l) + TAME(2) system at 105.4°C 

The 105.4°C isothermal experimental data is plotted and tabulated in fig­
ure 7.8 and table 7.8 respectively. 
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Figure 7.8: The 2-methyl-2-butene(l) + TAME(2) vie Isotherm At 105.4°C 

Table 7.8: Experimental Measurements Of 2-methyl-2-butene(l) + 
TAME(2) At 105.4°C 

Pressure [bar] 

1.73 
2.93 
3.42 
4.18 
6.50 

x\ 

0 
0.1708 
0.3918 
0.6065 
1 

2/1 

0 
0.5580 
0.7740 
0.8986 
1 



Chapter 8 

DISCUSSION ON THE 
DATA CORRELATION 

The experimental measurements given in chapter 6 were used in the compu­
tational regression with thermodynamic models described in chapter 3. The 
experimental data were regressed to determine the binary interaction pa­
rameters of the respective thermodynamic models considered in this project. 

The accuracy of the parameters obtained from regression depends strongly 
on the precision of the experimental measurements. 

8.1 Theoretical Treatment of the Data 

8.1.1 D i r e c t - M e t h o d 

The flexibility with regard to Cubic Equations Of State (CEOS) and liq­
uid phase models in the direct-method or approach is outlined in section 
3.2.The direct-method was selected for the regression of the VLE data in 
this study since the approach is practical for isothermal data (Raal and 
Muhlbauer, 1998). 

The PRSV-EOS and SRK-EOS were used together with the van der Waals 
one-fluid mixing rules and the Wong-Sandier mixing rules. The description 
of the liquid phase was performed with the NRTL and WILSON equations. 
MATLAB (version 7.0.1) was used to regress the experimental measure­
ments. The input parameters for the regression are outlined below: 
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Table 8.1: The Direct-Method input parameters 
COMPONENT METHOD REFERENCE 

a(Tr,u>) 
Liquid molar volume 
Critical constants 

Modified Rackett 
(Twu et al., 1991) 
(Reid et al., 1987) 
(Reid et al., 1987) 

8.2 Regression Analysis 

8.2.1 Exper imenta l Vapour Pressure Regress ion 

The attractive term in cubic equations of state contains an a(T) function 
that describes temperature dependence. The a(T) function is component 
specific. For the Peng-Robinson-Stryjek- Vera (PRSV) equation of state, the 
a(T) function has a pure component interaction parameter (fti). 

a = 1 + « ( 1 - A / -

where, 

K = K0 + K1(1 + T%5){Q.7-TR) 

KQ = 0.378893 + 1.4897153w - 0 . 1 7 1 3 1 8 4 J 2 + 0.0196554a>3 

The K\ of the PRSV equation of state was calculated for each pure compo­
nent by regression of the measured pure component vapour pressures. The 
ijj values for the pure components were obtained from Reid et al. (1987). 
Table 8.2 lists the K\ values of the respective components and the average 
absolute percentage error relative to the measured vapour pressures. 

Table 8.2: The pure component K\ values for the PRSF equation of state 
Absolute Pressure Error,% COMPONENT 

n-Pentane 
Ethanol 
2-Methyl-2-Butene 
TAME 

K\ 

-0.1558 
-0.1878 
-0.2234 
-0.4636 

0.644 
0.802 
2.531 
3.997 

Table 8.2 shows that the K function of the PRSV-CEOS was not satisfactory 
in the vapour pressure regression of 2-methyl-2-butene and TAME. Conse­
quently, a modified a(T) function with stronger temperature dependence 
was desired. Table 8.3 tabulates the improved vapour pressure regression of 
2-methyl-2-butene and TAME respectively. The a(T) function proposed by 
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Twu et al. (1991) was used in the pure component experimental vapour pres­
sure regressions. This a(T) function of Twu et al. (1991) has the following 
form: 

a = TN(M-l)exp L(\ ^NM 

Where, L, M and N are adjustable parameters. The L, M and N parame­
ters were calculated for each component and are tabulated in table 8.3. 

Table 8.3: The pure component L, M and N values for the Twu 
et al. (1991), a{T) function 

COMPONENT 

n-Petane 
Ethanol 
2-Methyl-2-Butene 
TAME 

L 

0.3327 
0.9272 
0.0564 
0.1616 

M 

0.3327 
0.9371 
0.8506 
0.8506 

N 

1.9891 
1.4008 
0.6742 
2.8720 

Absolute Pressure Error,% 

0.562 
0.652 
1.832 
0.525 
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8.2.2 Regress ion Analys is Of T h e Binary Sys tems Measured 

The 1-fluid parameter van der Waals mixing model was used as the base 
case mixing rule for comparison. A second mixing rule (Wong and San­
dler, 19926) was used in the regression of the binary mixtures and compared 
with the 1-fluid van der Waals mixing rule performance. 

The GE{T,P,Xi) models that are coupled with the Wong and Sandler mix­
ing rules were the NRTL and Wilson models. The modified a(T) function 
of Twu et al. (1991) was substituted into the cubic equations of state used in 
this study. The a(T) of Twu et al. (1991) was used because the pure com­
ponent vapour pressure predictions with this a(T) function were accurate 
to ±0.896 kPa. 

n-Pentane(l) + Ethanol(2) system 

Figures 8.1 and 8.2 indicate graphically the extent of deviation between the 
experimental data and PRSV-EOS-1 fluid van der Waals bubble-point calcu­
lations (regression). The results with the PRSV-EOS were not significantly 
different from the calculation with the SRK. This was not expected as the 
original Peng-Robinson-EOS was an improvement of the SRK-with respect 
to vapour pressure prediction. The absolute relative errors in the calculated 
system pressure and calculated vapour phase composition (with respect to 
n-pentane) are tabulated in Table 8.4. The vapour phase compositions and 
system pressures determined with the PRSV and SRK are given on page 81 
together with the calculated 1-fluid van der Waals mixing rule interaction 
parameter. 

Table 8.4: The percentage relative error in bubble pressure and 
n-pentane vapour composition with PRSV and SRK 

EOS | %Error y± | %Error P 

PRSV 7.4760 8.3018 
SRK 3.5946 8.6245 



8.2 Regression Analysis 80 

xl.yl 

Figure 8.1: The n-pentane(l) + ethanol(2) isothermal regression at 
100.41°C with the PRSV-EOS and the van der Waals 1-fluid mixing rule. 

Figure 8.2: The n-pentane(l) -I- ethanol(2) Xijji diagram at 100.41°C against 
PRSV-CEOS with the 1-fluid van der Waals mixing rule prediction 
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Table 8.5: The pentane(l) + ethanol(2) experimental data at 
100.14°C compared to the PRSV-EOS-lfluid van der Waals re­
gression , yhere x* 

x\ 

0 
0.0802 

0.2049 

0.2953 

0.4564 

0.5199 

0.8253 

0.9516 

1 

P*, anc 
Vl 
0 
0.4983 

0.6390 

0.6800 

0.7258 

0.7386 

0.7983 

0.8526 

1 

y * are measured 
P(bar)* 

2.26 

4.14 

5.59 

6.21 

6.48 

6.77 

6.82 

6.52 

5.89 

„.cal 

0 
0.5409 

0.6187 

0.6292 

0.6496 

0.6641 

0.8174 

0.9392 

1 

, 

P(bar)cal 

2.19 

4.71 

5.53 

5.64 

5.79 

5.86 

6.07 

5.94 

5.84 

Table 8.6: The pentane( l ) + ethanol(2) experimental data at 
100.14°C compared to the SRK-EOS-lfluid van der Waals regres­
sion, where x*,P*, and y* are measured. 

x\ 

0 
0.0802 

0.2049 

0.2953 

0.4564 

0.5199 

0.8253 

0.9516 

1 

Vl 
0 
0.4983 

0.6390 

0.6800 

0.7258 

0.7386 

0.7983 

0.8526 

1 

P(bar)* 

2.26 

4.14 

5.59 

6.21 

6.48 

6.77 

6.82 

6.52 

5.89 

„.cal 

0 
0.4902 

0.5798 

0.5967 

0.6262 

0.6439 

0.8104 

0.9373 

1 

P{bar)cal 

2.73 

5.28 

6.23 

6.40 

6.61 

6.70 

6.88 

6.69 

6.56 

Table 8.7: The 1-fluid van Der Waals mixing rule interaction pa­
rameter for pentane( l ) + ethanol(2) at 100.14°C computed with 
PRSV-EOS and SRK-EOS 

parameter I PRSV-EOS I SRK-EOS 

fcl2 0.1008 0.0998 
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The regression results with the PRSV-WSMR(NRTL) and the SRK-
WSMR(WILSON) models are given in tables (8.8)-(8.10). The graphical 
representation of the bubble-point calculations with the two models are given 
on pages (84) and (85) respectively. The calculation results with the SRK-
EOS-WSMR(NRTL) were not tabulated as these did not differ significantly 
from those obtained with the PRSV-EOS-WSMR(NRTL). This can be at­
tributed to the fact that both EOS used the a(T) of Twu et al. (1991) i.e. 
with the same improved temperature dependency. In general it would be 
expected that SRK would predict the vapour pressures less accurately than 
the PRSV. The SRK is adequate but not sufficiently accurate for the vapour 
pressure prediction of small to medium size hydrocarbons above their nor­
mal boiling points. 

The bubble point calculation with the WSMR was expected to yield a sig­
nificant improvement over the 1-fluid van der Waals mixing rule. However 
Table 8.8 indicates that the relative error in calculated vapour phase compo­
sition and calculated pressure is still significantly large with the WSMR i.e. 
not a significant improvement over the results with the 1-fluid van Der Waals 
mixing rule. This would suggest an inconsistency with the vapour phase 
compositions in the regression with the mixing rules. The best-fit for the n-
pentane + ethanol data was achieved with the SRK-EOS-WSMR(WILSON) 
model-see Figure 8.5 and Table 8.8. Although the relative error in bubble 
pressure was lower with the SRK-EOS-WSMR(WILSON), the pure compo­
nent vapour pressures were over predicted. 

Table 8.8: The percentage relative error in bubble pressure and 
n-pentane vapour composition for the WSMR regression 

MODEL | %Error yi | %Error P 

PRSV-WSMR-NRTL 5.8987 I 7.0407 
SRK-WSMR-WILSON 5.6158 4.0872 

Table 8.9: The PRSV-WSMR-NRTL interaction parameters calcu­
lated for pentane( l ) + ethanol(2)at 100.14°C 

parameter 

&12 

1"12 

T21 

a 

Value 

0.669 
3.75 
3 
0.115 
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Table 8.10: The SRK-WSMR-WILSON interaction parameters cal­
culated for pentane( l ) + ethanol(2)at 100.14°C 

parameter 

&12 

Tl2 

T21 

Value 

0.58 
1.25 
1.33 

Table 8.11: The pentane(l) + ethanol(2) experimental data at 
100.14°C compared with the PRSV-EOS-WSMR(NRTL) regres­
sion, where x*,P*, and y* are measured. 

x\ 

0 
0.0802 
0.2049 
0.2953 
0.4564 
0.5199 
0.8253 
0.9516 
1 

I/I 
0 
0.4983 
0.6390 
0.6800 
0.7258 
0.7386 
0.7983 
0.8526 
1 

P(bar)* 

2.26 
4.14 
5.59 
6.21 
6.48 
6.77 
6.82 
6.52 
5.89 

„.cal 
Vl 

0 
0.2289 
0.4357 
0.5328 
0.6583 
0.6995 
0.8854 
0.9671 
1 

P(bar)cal 

2.73 
3.31 
4.02 
4.44 
5.04 
5.25 
6.11 
6.44 
6.56 

Table 8.12: The pentane( l ) + ethanol(2) experimental data at 
100.14°C compared with the SRK-EOS-WSMR(WILSON) regres­
sion, where x*,P*, and y* are measured. 

x\ 

0 
0.0802 
0.2049 
0.2953 
0.4564 
0.5199 
0.8253 
0.9516 
1 

* 
Vl 

0 
0.4983 
0.6390 
0.6800 
0.7258 
0.7386 
0.7983 
0.8526 
1 

P(bar)* 

2.26 
4.14 
5.59 
6.21 
6.48 
6.77 
6.82 
6.52 
5.89 

0 
0.385 
0.58757 
0.6413 
0.6768 
0.6864 
0.8234 
0.9449 
1 

P(bar)cal 

2.73 
4.18 
5.62 
6.12 
6.43 
6.83 
6.70 
6.62 
6.56 
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x1,y1 

Figure 8.3: The n-pentane(l) + ethanol(2) isothermal P-x-y regression at 
100.41°C with the PRSV-EOS and WSMR-NRTL mixing rules 

Figure 8.4: The n-pentane(l) + ethanol(2) Xj - yi diagram at 100.41°C with 
PRSV-EOS and WSMR-NRTL mixing rules 
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x1,y1 

Figure 8.5: The n-pentane(l) + ethanol(2) isothermal P-x-y regression at 
100.41°C with the SRK-EOS and WSMR-WILSON mixing rules 

Figure 8.6: The n-pentane(l) + ethanol(2) x; - y; diagram at 100.41°C with 
SRK-EOS and WSMR-WILSON mixing rules 

2-Methyl-2-Butene(l) + TAME(2) system 

The regression of the isothermal data for the 2-methyl-2-butene(l) + TAME(2) 
system was poor in general similar to the test system. An improvement in 
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the results with the WSMR was neither achieved. Errors in the vapour phase 
composition and bubble pressure were as large as 35% and 60% respectively. 
Tables (8.13)-(8.15) tabulate the calculated 2-methyl-2-butene vapour com­
positions and bubble pressures against the experimentally measured values 
for each isotherm. The P-x-y and x-y diagrams for the respective PRSV-
EOS-1 fluid van Der Waals mixing rule isotherms are given on pages: (87), 
(88) and (90). 

Table 8.13: The 2-methyl-2-butene(l) + TAME(2) experimental 
measurements at 70°C against the calculated values with PRSV-1 
fluid van der Waals mixing rule, where x*,P*, and y* are mea­
sured. 

x\ 

0 
0.379 

0.556 

0.728 

1 

l/i 
0 
0.622 

0.772 

0.888 

1 

P(bar)* 

0.6 
1.22 

1.58 

1.95 

2.54 

ycal 

0 
0.609 

0.7241 

0.8285 

1 

P{bar)cal 

1.22 

2.22 

2.49 

2.72 

3.05 

Table 8.14: The 2-methyl-2-butene(l) + TAME(2) experimental 
measurements at 94.6°C against the calculated values with PRSV-
1 fluid van der Waals mixing rule, where x*,P*, and y* are mea­
sured. 

* 
xl 
0 
0.2391 

0.4099 

0.5093 

0.6207 

1 

y\ 
0 
0.6958 

0.7954 

0.8106 

0.8434 

1 

P(bar)* 

1.29 

1.88 

2.43 

2.90 

3.29 

4.92 

„.cal 

0 
0.4451 

0.5917 

0.6638 

0.7402 

1 

P(bar)cal 

2.58 

3.81 

4.34 

4.60 

4.87 

5.67 
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Table 8.15: The 2-methyl-2-butene(l) + TAME(2) experimental 
measurements at 104.5°C against the calculated values with PRSV-
1 fluid van der Waals mixing rule, where x*,P*, and y* are mea­
sured. 

x\ 
0 
0.1708 
0.3918 
0.6065 
1 

l/i 
0 
0.5580 
0.7740 
0.8986 
1 

P(bar)* 

1.73 
2.93 
3.42 
4.18 
6.50 

„.cal 
Vl 

0 
0.3474 
0.5624 
0.7200 
1 

P(bar)cal 

3.47 
4.62 
5.53 
6.21 
7.22 
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Figure 8.7: The 2-methyl-2-butene(l) + TAME(2) isothermal P-x-y regres­
sion at 70°C with the PRSV-EOS-lfluid van Der Waals mixing rules 
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Figure 8.8: The 2-methyl-2-butene(l) + TAME(2) isothermal P-x-y regres­
sion at 94.6°C with the PRSV-EOS-lfluid van Der Waals mixing rules 

Figure 8.9: The 2-methyl-2-butene(l) + TAME(2) isothermal P-x-y regres­
sion at 105.4°C with the PRSV-EOS-lfluid van Der Waals mixing rules 
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Figure 8.10: The 2-methyl-2-butene(l) + TAME(2) isothermal x-y diagram 
at 70°C with the PRSV-EOS-lfluid van Der Waals mixing rules regression 

Figure 8.11: The 2-methyl-2-butene(l) + TAME(2) isothermal x-y diagram 
at 94.6°C with the PRSV-EOS-lfluid van Der Waals mixing rules regression 
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Figure 8.12: The 2-methyl-2-butene(l) + TAME(2) isothermal x-y diagram 
at 105.4°C with the PRSV-EOS-1 fluid van Der Waals mixing rules regres­
sion 

The regressed parameters for the PRSV-EOS-1 fluid van Der Waals 
mixing rule and SRK-EOS-1 fluid van Der Waals mixing rule are tabulated 
in table 8.16 below. The calculated 2-methyl-2-butene vapour composi­
tion and the calculated binary system bubble pressures determined with the 
SRK-EOS-1 fluid van Der Waals mixing rule model did not differ from that 
determined with the PRSV-EOS substituted. The relative error in the 2-
methyl-2-butene vapour composition and calculated bubble pressure for the 
respective isotherms is given in table 8.17. 

Table 8.16: The 2-methyl-2-butene(l) + TAME(2) ku parameter 
for PRSV-EOS-1 fluid van Der Waals mixing rule and SRK-EOS-
1 fluid van Der Waals mixing rule 

MODEL 

PRSV-1 fluid vdW 
SRK-1 fluid vdW 

70°C 

1.21E"04 

1.1 IE" 0 4 

94.6°C 

1.10E"04 

1.00E"04 

104.4°C 

8.90E"05 

9.25E"05 

The regression with the WSMR did not yield a significant improve­
ment in the results compared to the 1-fluid van Der Waals mixing rule 
results. The error in vapour composition and bubble pressures calculated 
were slightly lower i.e. 10% in the vapour and 12% in the pressure. Fur-
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Table 8.17: The relative errors in 2-methyl-2-butene(l) vapour com­
position and in the calculated bubble pressures for the respective 
isotherms 

TEMPERATURE (°C) 

70 
94.6 
104.5 

% Error y\ 

3.75 
18.39 
21.24 

% Error P 

60.47 
67.17 
56.00 

thermore it was noticed that the choice of equation of state or GE model 
did not produce any significant change in the results either, ± 1 % in the 
vapour compositions and ±1.2% in the bubble pressure. The model that 
yielded the lowest relative error with regard to vapour composition and 
bubble pressure was the PRSV-WSMR-NRTL. Tables (8.18)-(8.20), tabu­
late the calculated 2-methyl-2-butene vapour compositions and calculated 
bubble pressures against the experimental measurements. Table 8.21 tabu­
lates the relative errors for the PRSV-WSMR-NRTL model of the respective 
isotherms. The P-x-y and x-y diagrams were not attached as these did not 
differ from visual inspection to those obtained with the 1-fluid van Der 
Waals mixing rule. The regressed parameters for the PRSV-WSMR-NRTL 
model are given in table 8.22. 



8.2 Regression Analysis 92 

Table 8.18: The 2-methyl-2-butene(l) + TAME(2) experimental 
measurements at 70°C against the calculated values with PRSV-
WSMR-NRTL, where x*,P*, and y* are measured. 

x\ 

0 
0.379 
0.556 
0.728 
1 

Vi 

0 
0.622 
0.772 
0.888 
1 

P(bar)* 

0.6 
1.22 
1.58 
1.95 
2.54 

ycal 

0 
0.595 
0.7474 
0.8609 
1 

P(bar)cal 

1.22 
1.92 
2.24 
2.255 
3.05 

Table 8.19: The 2-methyl-2-butene(l) + TAME(2) experimental 
measurements at 94.6°C against the calculated values with PRSV-
WSMR-NRTL, where x*,P*, and y* are measured. 

x\ 

0 
0.2391 
0.4099 
0.5093 
0.6207 
1 

Vt 
0 
0.6958 
0.7954 
0.8106 
0.8434 
1 

P(bar)* 

1.29 
1.88 
2.43 
2.90 
3.29 
4.92 

ycal 

0 
0.3968 
0.5876 
0.6785 
0.7668 
1 

P(bar)cal 

2.58 
3.32 
3.85 
4.15 
4.49 
5.67 

Table 8.20: The 2-methyl-2-butene(l) + TAME(2) experimental 
measurements at 104.5°C against the calculated values with PRSV-
WSMR-NRTL, where x*,P*, and y* are measured. 

x; 
0 
0.1708 
0.3918 
0.6065 
1 

vl 
0 
0.5580 
0.7740 
0.8986 
1 

P(bar)* 

1.73 
2.93 
3.42 
4.18 
6.50 

q.cal 

0 
0.2898 
0.5553 
0.7445 
1 

P{bar)cal 

3.47 
4.11 
4.93 
5.73 
7.22 
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Table 8.21: The relative errors in 2-methyl-2-butene(l) vapour com­
position and in the calculated bubble pressures with the PRSV-
WSMR-NRTL model 

TEMPERATURE (°C) 

70 
94.6 
104.5 

% Error yj 

2.64 
18.89 
23.27 

% Error P 

50.73 
55.05 
46.71 

Table 8.22: The PRSV-WSMR-NRTL interaction parameters de­
termined for 2-methyl-2-butene(l) + ethanol(2) for the respective 
isotherms 

parameter 

ki2 

T\2 

T21 

a 

70°C 

IE" 0 4 

2.3 
0.98 
0.23 

94.6°C 

1.1E~U& 

4.3 
1.5 
0.23 

104.4°C 

1.2E~U5 

2 
1.89 
0.23 

In summary, the poor VLE thermodynamic computation results may 
be attributed to the experimental equipment design and the experimen­
tal methods. Specifically the design of the isothermal bath, the sampling 
method and the few data points obtained for regression analysis (2-methyl-2 
butene + TAME system). 

It was found that during experimentation the equilibrium cell was in fact 
not isothermal. Temperature gradients across the cell would cause the liq­
uid and vapour phases to be at different temperatures. Baffles were placed 
into the air-bath to distribute air flow. This improved the isothermal envi­
ronment and reduced the temperature gradient across the equilibrium cell 
to 1.5 — 2.35°C. Ramjugernath (2000) states that a maximum temperature 
difference across the cell of 0.2°C is acceptable. Therefore the vapour phase 
and liquid phase compositions in this study were not in equilibrium. 

The concern around the sampling method can be attributed to the length of 
tubing from the vapour sample point on the cell to the GC and the numerous 
fittings along the length of tubing (such as valves). Partial condensation of 
the sample along the line or at the fittings was the major concern. If con­
densation of the sample did occur, the measured composition (liquid phase) 
would be incorrect. Recall that the respective sample is vapourised at the 
jet-mixers. 

As a general rule of thumb, a minimum of five data points should be mea­
sured (excluding the pure component vapour pressures). The number of 
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data points obtained for the 2-methyl-2 butene + TAME system were less 
than five for the respective isotherms. A number of points were excluded 
due to inaccuracy with the composition measurement. These points were 
not repeated because of time constraints. The low number of data points 
therefore also contributed to the poor regression. 



Chapter 9 

CONCLUSION 

A high pressure vapour liquid equilibrium (HPVLE) study was undertaken 
on a static apparatus. The apparatus was designed by Professor J. D. Raal 
and has a history of HPVLE studies-(Muhlbauer, 1990); (Ramjugernath, 
2000); (Kissun, 2001) and (Naidoo, 2004). The study entailed isothermal 
measurements on sub-critical binary systems and subsequently regression 
analysis of the data with thermodynamic models. The systems investigated 
were n-Pentane + ethanol and 2-methyl-2-butene + TAME or tert-amyl-
methyl ether. The operating conditions of the study were 50° C — 106°C and 
pressures were measured up to 7 bar. 

The experimental procedure used in this VLE study was similar to the 
methods of Naidoo (2004). The main difference in the procedure was the 
use of the degassing apparatus and injection of the second component into 
the equilibrium cell since the respective components were subcritical. The 
injection apparatus was fabricated from stainless steel in the laboratory 
workshop. Problems with the syringe sealing ("0"-ring) were encountered 
during numerous runs. This is attributed to air being introduced into the 
equilibrium cell-consequently affecting the system vapour pressure. 
The equilibrium cell was housed within an insulated air-bath. It was found 
that the air-bath was not isothermal, heat gradients existed within the bath 
and therefore caused temperature gradients on the equilibrium cell. Baffles 
were inserted into the bath to minimize these gradients, however the tem­
perature probes on the equilibrium cell differed by more than \°C (across 
the equilibrium cell). 

n-Pentane + Ethanol 

This system was used as the test system of the study i.e. as a first ex­
perimental run to determine the equipment integrity. The respective pure 
component vapour pressure measurements were accurate to 1.38% and 1.64% 
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for n-pentane and ethanol respectively. The binary system was measured 
at a single isotherm and the results compared with reference data from the 
literature survey, (Campbell et al., 1987). The P — x — y data of the test 
system was measured at 99.55°C and did not yield significant deviation from 
literature with respect to pressure. It is well known that in general static 
cells provide vapour mole fractions that are difficult to measure and there­
fore less reliable. 

2-Methyl-2-butene + TAME 

This system was measured at three isotherms not previously measured, 
70°C, 94.6°C and 105.6°C respectively. The pure component vapour pres­
sure measurements at these temperatures did not yield significant deviation 
compared with the Antoine vapour pressure correlation. Due to the high 
volatility of the olefin 2-methyl-2-butene, considerable problems were en­
countered with the binary system VLE measurements. 
As a general rule of thumb, a minimum of five data points should be mea­
sured (excluding the pure component vapour pressures). Due to the signifi­
cant inaccuracy with a large number of the data points measured, where the 
inaccurate points were determined by being inconsistent with the general 
P — x — y trend. A maximum of four data points was obtained for this 
system (the 94.5°C isotherm). 

Data Regression 

The binary HPVLE data measured were modeled using the direct method. 
The combination of the thermodynamic models used were: PRSV-EOS-
1 fluid van der Waals; SRK-EOS-1 fluid van der Waals; PRSV-WSMR(NRTL); 
SRK-WSMR(NRTL); PRSV-WSMR(WILSON) and SRK-WSMR(WILSON). 

There was no significant difference in the correlation results employing either 
of the two cubic equations of state, PRSV and SRK. This finding was not 
expected since the PRSV was designed to improve the accuracy of the liquid 
volumes and vapour pressures over that obtained with the SRK. The modi­
fied a(T) function of Twu et al. (1991) was substituted into both EOS and 
yield an improvement in the pure component vapour pressure predictions 
using the respective EOS. The WILSON model was expected to be suffi­
cient since niether binary system resulted in two liquid phases. The NRTL 
model is in general sufficient for most polar systems as well as partially 
miscible systems. The regression analysis in general yielded poor results 
with the model combinations mentioned above i.e. absolute relative errors 
in the pressure and vapour compositions were as much as 60% and 23% 
respectively. 
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Appendix A 

Phase Equilibrium Theory 

A.l Criteria for phase equilibria 

The Gibbs free energy in any closed system is related to temperature and 
pressure by: 

d{nG) = (nV)dP - (nS)dT (A.l) 

Smith et al. (2001) state that equation (A.l) may be applied to a single-
phase fluid in a closed system wherein no chemical reactions occur. A more 
general equation may be written for the case where the system can interact 
with its surroundings- interaction between vapour and liquid. 

d(G) = (V)dP - (S)dT + Y^ Vidxi (A.2) 
i 

~d(nG)~ 
Vi = 

. d(ni) \T,P,U 

(A.3) 

The chemical potential, m, is defined by equation (A.3). The individual 
phases of a closed system can be described by equation (A.2). For a two 
phase system the governing property relations are: 

d(nG)a = (nV)adP - (nS)adT + ^ tfdn? 
i 

d(nG)0 = (nVfdP - {nSfdT + ^ ^dn1 
i 

The change in the total Gibbs energy of the system can be expressed as the 
summation of these relations. Therefore the sum of the respective phase 
relations or the total Gibbs energy of the system is: 

d(nG) = (nV)dT - (nS)dT + J ^ fifdnf + ] T nfdn? 
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The comparison of the equation above with equation (A.l), shows that the 
equilibrium condition for a two phase system is: 

i i 

Recall that, at equilibrium, there is no change in the overall macroscopic 
properties of the system. Therefore, the changes in dnf and dnf between 
the phases resulting from mass transfer requires: 

dnf = -dn® 

]>>? - rf)dn? = 0 
i 

Therefore, the equilibrium the criterion for the two phases considered is: 

tf = A (A.4) 

This fundamental relation given by equation (A.4) represents the condition 
for a two-phase system. This condition can be generalized for a heteroge­
neous closed system consisting of two or more phases(7r) and N components: 

^ = ^ = ... = t4(i = l,2,...,N) (A.5) 

Smith et al. (2001) described the criterion for phase equilibria simply as: 
"Multiple phases at the same T and P are in equilibrium when the chemical 
potential of each of the species is the same in all phases." 
The relations described in this section have been written for pure compo­
nents only. These fundamental relations can be applied to mixtures by 
considering partial molar properties. 

A. 1.1 Partial Molar Propert ies 

The general thermodynamic property M of a homogeneous phase can be 
expressed as a function of temperature, pressure and the number of moles 
of the respective species constituting the phase. Equation (A.6) below illus­
trates such a function. 

nM = m(T,P ,n 1 , n2 ,n 3 , . . . , n j , . . . ) (A.6) 

The definition of a partial molar property Mi of a species(i) in solution(mixture) 
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is defined as: 

Mi = 
djnMj) 

drii 
(A.7) 

P,T,i 

This relationship in equation (A.7) is defined as a response function, (Smith 
et al., 2001). The function represents the change of the total property M 
from addition addition at constant T and P of a differential amount of 
species i to a finite quantity of solution. The total differential of nM is: 

d(nM) = 
'8{nM)' 

dP 
+ 

T,rii 

~d(nM)~ 

or 
+ 

P,Ui 

~d(nM)~ 
drii 

(A-8) 
J p,T,m 

Smith et al. (2001) state that the definition of the partial molar property 
provides an equation for the calculation of partial properties from solution-
property data and the determination of solution properties from partial 
properties. 

A. 1.2 Fugacity 

It was shown earlier that the definition of the chemical potential (/Zj) pro­
vides the fundamental criterion (equation (A.5)) for phase equilibria. This 
criterion extends to the case of chemical reaction equilibria. However, chem­
ical potential is a difficult property to measure and therefore its use is not 
common. This can be attributed to the fact that fi, an abstract concept, is 
not easily related to measurable quantities. The Gibbs energy is related to 
the internal energy(U) and entropy(S), which are primitive quantities for 
which the absolute values are unknown-hence m. 

Therefore it is more desirable to express the chemical potential in terms 
of an auxiliary function, which can be more easily expressed as a physical 
quantity. The concept of fugacity was introduced, which is a physical quan­
tity with units of pressure. The relation between the chemical potential of a 
species and its fugacity, begin with the definition of the chemical potential 
as given in equation (A.3): 

Mi = 
d(nG) 
d(ni) lT,P,nj 

H = /j,(P,T,ni,ri2,... ,nN) 

The chemical potential is related to temperature and pressure, for an ideal 
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gas in solution, by the differential equation (A.9). 

dM = -X9dT + TfdP (A.9) 

Therefore, at constant temperature {dT = 0): 

d/x = VfdP 

-<f*p (A10) 

Integrating equation (A. 10) from an arbitrary reference state to pressure(P) 
gives: 

dv = dn° + RT\n~ ( A l l ) 

The ratio P/P° in equation (A.11) is replaced by fugacity(f) with the units 
of pressure. Hence for a species in solution at isothermal conditions in any 
system (ideal or nonideal): 

fi-H° = RTln^ (A.12) 

Pugacity may be considered as a corrected pressure, where the corrections 
account for the non-idealities between the state of interest and the standard 
state. The equilibrium criterion below can be imposed on the fugacities of 
species («) in phases, a, (3,... ,ir: 

/? = /? = •.. = /f (A-13) 

Hence for vapour-liquid equilibrium of a mixture: 

ft = fl (A.14) 

Where fi is not a partial molar property. Smith et al. (2001) derive the 
equilibrium condition (equation (A.14)) from the pure species relations: 

G\ = Ti(T) + RT'In ft 

Gi^Ti^ + RTlnfl 

**f? = fl 

The relationship between component fugacities (equation (A. 13)) does not 
give a quantitative description of VLE equilibrium, the problem is relating 
these fugacities to measurable properties e.g. temperature, pressure and 
composition. This problem of relating fugacity to measurable quantities is 
overcome in vapour-liquid equilibria by the use of thermodynamic auxiliary 
functions i.e. activity coefficient 7* and fugacity coefficient <fo. 
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A.2 Fugacity Coefficient and activity coefficient 

There are three auxiliary functions, the fugacity coefficient <f>, the activity 
coefficient 7 and the liquid phase standard-state fugacity fOL. Fugacity can 
be related to functions of measurable quantities as follows: 

fy=9(T,P,yi...yn) 

iL = g(T,P,Xl...xn) 

The fugacity coefficient <fr is defined as a dimensionless number: 

r 
p 

For, a component in solution, in the vapour and liquid phase, respectively: 

r fv 

IV . Ji 
ViP 

(A.15) 

1L 
XiP 

(A.16) 

The definitions of the fugacity coefficient in solution above can be related 
to measurable quantities by considering the residual Gibbs free energy {Gi ) 
(Smith et al., 2001). Assuming isothermal conditions, for the vapour phase: 

m = Gi = Ti(T) + RT\n ft (A.17) 

$ = G'f = Ti(T) + RTlnyiP (A.18) 

G? IH - Mi' 

= RT In 1L 
ViP 

= RT In $ 

(A.19) 

(A.20) 

(A.21) 

The fugacity coefficient in solution is related to temperature, pressure and 

composition through the identification of the fugacity coefficient with •—-: 
RT 

ln< 
Jo 

dP 
(const T) (A.22) 

Where Zi refers to the liquid or vapour compressibility of the system.For 
the vapour phase, Zi is based on the liquid volume Vj. 
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The activity coefficient ,(7), relates the liquid phase fugacity ff1 to the 
liquid mole fraction Xi and to the standard-state fugacity f?L. The activity 
coefficient is defined by: 

-» = -JJOL (A-23) 
O 7i is a partial molar property (A.24) 

The activity coefficient is related to Gi by the concept of excess molar prop­
erties (ME) where for a general property M: 

ME = M- Mid (A.25) 

where, Mld is the ideal solution property. 

The ideal solution property has been defined such that the concept facil­
itates the description of nonideal solution behavior. It serves as the ref­
erence standard for the liquid phase. Raal and Miihlbauer (1998) derive 
the relationship between the activity coefficient(ji) and the excess Gibbs 
energy(Gj ) for gas mixtures from statistical mechanics. The relationship 
between 7; and Gi is analogous to the relationship between the residual 
Gibbs energy (Gj ) and the fugacity coefficient in solution (fa): 

% = 1 ^ (A.26) 

The relationship between the auxiliary functions^ and fa) and their respec­
tive Gibbs energy functions (excess and residual) allow the vapour-liquid 
equilibrium constraint, equation (A. 14), to be rewritten in the form of mea­
surable quantities: 

fj = $ViP 

= fiL 

— lixiti 

= 4>fxiP 

Where, 

jfL = standard state fugacity 

The fugacity (//") of component i in the liquid phase, can be determined 
by equation (A.27). A rigorous derivation is given in Raal and Miihlbauer 
(1998). 

rP 

ft = fiL = <t>iPiW - I 
RT JP; 

VfdP (A.27) 



Appendix B 

Auxiliary Equipment 

B.l Degassing apparatus 

TO VACUUM 

A VI 

o/$ 
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lUUAb { p" FLUID OUT 

V 2 _ A CONDENSER 

1 1 " L COOLING 
/ . V H / - FLUID IN 

TO <" 
EQUILIBRIUM CELL HEAVY DUTY 

ERLENMEYER FLASK 

7*— MAGNETIC STIRRER 

STIRRER / HOT PLATE 

Figure B.l: Degassing apparatus layout (Naidoo, 2004) 

The degassing procedure was undertaken in a custom made heavy duty 
Elynmeyer flask. The degassing apparatus was connected to a cooling cir­
cuit. The cooling circuit circulated a cold mixture of ethylene gylcol and 
water through the degassing condenser. The circuit consisted of a water 
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bath, a water pump and a Julabo FT200 cold finger (refrigerator) 

• the Julabo cold finger was switched on and the temperature of the 
cooling medium was monitored until it reached 0°C. 

• The water pump was switched on and the cooling solution was circu­
lated through the condenser. 

• Approximately 150m/ of component was poured into the degassing 
apparatus via a 200ml volumetric cylinder. 

• The temperature on the hot-plate was set slightly above the boiling 
point of the component to be degassed. The hot-plate stirrer motor 
was also switched on and set to a moderate speed. 

• The vacuum was applied on the condenser side of the degassing appa­
ratus. 

• Degassing was allowed for approximately thirty minutes. 

B.2 Determination of Jet-Mixer operating tem­
perature 

The jet-mixer has been discussed as a phase homegenisation device. The 
withdrawn sample from the equilibrium cell must be homogeneous and 
vapourised for accurate composition analysis. Therefore the operating tem­
perature of the jet-mixer must be higher than the saturation temperature 
of the less volatile liquid component at the pressure within the jet-mixer. 

A few assumptions are made in the determination of the jet-mixer oper­
ating temperature: 

• the jet-mixer contains only the non-volatile component 

• the non-volatile component behaves as an ideal gas. 

As discussed in the experimental procedure chapter, the sampling lines are 
heated in increments sectionally. Therefore the jet-mixer(internal and exter­
nal) temperatures were determined by undertaking the calculations for the 
internal(large) liquid jet-mixer. With the dimensions of the internal liquid 
jet-mixer, a simple calculation with the non-volatile component properties 
(density) results in the jet-mixer operating range. The intersection between 
this operating line and the vapour pressure curve (vapour pressure correla­
tion) gives the jet-mixer operating temperature. 
The equations used were: 
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nRT 

Vjm 

where 

The dimensions of the sample loop, (Naidoo, 2004)are: 

$7£) = 0.1cm 

L = 21cm 

And 

y _ **WL 

4 
= 0.165cm3 

• P, vapour pressure [bar] 

• n, number of moles 

• T, temperature [K] 

• R, universal gas constant [cm3 .bar / mol .K] 

• Vjm, jet-mixer volume [cm3] 

• Vs, volume of the sample loop [cm3] 

• p, density [g/cm3] 

• M, molar volume [g/mol] 

• L, length of the sample loop 

• ®ID , the internal diameter of the sample loop tubing 

(B.l) 

(B.3) 
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Figure B.2 illustrates the operating point of the jet-mixer for the n-
pentane + ethanol system. The actual operating temperature set on the 
jet-mixer controller is determined as 10% of the intersection pressure from 
the plot. Hence the temperature is read from the plot by extrapolating the 
vapour pressure curve. 

Figure B.2: A plot of the jet-mixer pressure against the component 
saturation pressure. In this figure, the plot was done for ethanol. 
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B.3 Temperature and pressure calibration 

B.3.1 Tempera ture calibration 

y = 2.6099x-261.52 
R2 = 1 

100 105 115 120 125 130 135 140 U 5 

Ohms 

Figure B.3: PT-100 standard calibration chart 
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Figure B.4: Air-bath temperature sensor calibration, TB 
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O 
o 
2 
£ 
2 60 

y = 0.9887x-1.7108 
R2 = 0.9999 

20 30 40 50 60 70 80 

Cell Probe #1 °C 

100 110 

Figure B.5: Equilibrium temperature sensor calibration, T\ 
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Figure B.6: Equilibrium temperature sensor calibration, T% 
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y=1.0002x- 2.3479 
R! = 1 

20 30 40 50 60 70 80 90 100 

Cell Probe #3 °C 

Figure B.7: Equilibrium temperature sensor calibration, T3 

y = 1.0002x- 2.2142 
R2 = 0.9999 
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Figure B.8: Equilibrium temperature sensor calibration, T4 
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B.3 .2 Pressure calibration 

a so 
ID 

z 
2 40 
0. 

y = 0.9974X + 0.1937 
^ = 1 

Equilibrium cell transducer 

Figure B.9: Equilibrium cell pressure transducer calibration 

B.4 Gas Chromatograph Specifications 

B.4 .1 G C set t ings and calibration 

The samples made-up for GC calibration were injected with a l^ml SGE 
syringe. The syringe was first rinsed with the sample approximately seven 
times. A minimum of three injections were undertaken to determine average 
area ratios. The response factor charts for the two binary systems is given 
below. 

Table B.l: GC operating settings for the Chrompak CP9000 column 
Specifications 
Injector Temperature (°C) 

Oven Temperature (°C) 

Detector Temperature (°C) 

Reference Gas flow (ml/min) 

Carrier Gas flow (ml/min) 

n-pentane + ethanol 
220 

160 

240 

39 

39 

2-methyl-2-butene + TAME 
220 

180 

240 

39 

39 
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n-Pentane(l) + Ethanol(2) calibration 

y = 1.S355X 
R2 = 0.9994 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

xl/x2 

Figure B.IO: Response factor chart for the ethanol rich region 

Figure B.ll: Response factor chart for the pentane rich region 
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2-Methyl-2-butene(l) + TAME(2) calibration 

X1/X2 

Figure B.12: Response factor chart for the TAME rich region 

Figure B.13: Response factor chart for the 2-methyl-2-butene rich 
region 
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PHYSICAL PROPERTIES 
AND LITERATURE DATA 
OF SYSTEMS MEASURED 

C.l Physical Properties Of Components 

C.l . l General Physical Properties 

Table C.l: Physical properties of the pure components of the re­
spective binary systems 

Component 

n — Pentane 
Ethanol 
2 — methyl — 2 — Butene 
TAME 

Tc(K) 

469.7 
516.2 
0.6390 
0.6800 

Pcibar) 

33.69 
63.83 
5.59 
6.21 

u> 

0.2510 
0.6350 
0.5798 
0.5967 

Vci^) 
304 
167 
6.23 
6.40 

Critical properties from Reid et al. (1987) 

ZRA = 0.29056 — 0.08775w, where u is the accentric factor. 
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C.1.2 Vapour Pressures 

Table C.2: Vapour pressure parameters of the respective binary 
system components 

Component A B C D Equation 

n — Pentane 
Ethanol 
2methyl — 2Butene 
TAME 

-7.28936 
-851838 
-7.71438 
7.93490 

1.53679 
.34163 
1.95946 
2030.58 

-3.08367 
-5.73683 
-3.15710 
315.517 

-1.02456 
.32581 
-2.22515 

Where equation 1, is the Wagner correlation from Reid et al. (1987): 

lnl£ = ( ! - * , - i Ax + Bx15 + Cx3 + Dx6 
•(1) 

P = pressure [bar] 
Pc — critical pressure [bar] 
T = temperature [K] 
TQ = critical temperature [K] 

And, equation 2 is the Antione equation with parameters retrieved from 
DDB: 

/ o^ ioP-A- (r_273.i5)+C • •(2) 


