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CHAPTER 0

This chapter reviews known results and preliminaries. It revolves around the basic

theory of cofinality, ordinals and cardinality as described in set theory and introduces

certain results from general lattice theory that are relevant to this thesis. Most of

the results and terminology discussed in this chapter form part of mathematical

folk-lore and will probably be well-known to the reader. However, in this case, the

identification of the concepts and the notation to be used in the later chapters is

eased.

DEFINITION 0.1.

Let rand s be binary relations on a nonempty set M. The relational product of

rand s is defined as

r 0 s = {(x, y); there exists z with xrz and zsy}.

Note that this notation clashes with functional composition which is written in re

verse order, but this notation is widely used and so no confusion will result.

REMARK 0.2.

Of particular importance are the equivalence relations which are reflexive, sym

metric and transitive binary relations. These relations will generally be denoted by

a or T. We shall denote the set of all equivalences on a set M by E(M). Further it

is noted that E(M) is naturally ordered by inclusion.

DEFINITION 0.3.

If a is an equivalence relation on a nonempty set M, and if x E M, then the

equivalence class of x modulo a is defined as

x/a = {y E M; xO"Y}.
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Further, the quotient set of M modulo (J is defined as

M/(J = {x/(J; x EM}.

Elements of M/(J are also known as the blocks of M modulo (J. There exists a

natural one-to-one correspondence between equivalence relations on a nonempty set

and partitions of the set. The identity relation on a set M is:

idM = {(x, x); x EM}.

For an equivalence relation (J on nonempty set M, the natural projection map n" :

M -+ M/(J is defined in the usual way by n,,(x) = x/(J for all x E M.

DEFINITION 0.4.

Let p be a binary relation on a set P. Then p is called a partial ordering (relation)

if it is reflexive, antisymmetric and transitive.

REMARK 0.5.

The set P together with the partial ordering p is called a (partially) ordered set

denoted by (P; p) or sometimes by the symbol P if the ordering p is understood.

The set theory used is the usual Zermelo-Fraenkel set theory with the Axiom of

Choice. Our concept of ordinals and cardinals follows that of von Neumann where

an ordinal is the set of all preceding ordinals, and an ordinal is well-ordered by the

element relation E, which on an ordinal is also the proper inclusion relation c. A

cardinal is an initial ordinal. Ordinals will generally be denoted by the greek letters

(, TJ and ~, and cardinals will generally be denoted by m, nand k. We use w to

denote the least infinite cardinal. The ordinal successor of ordinal ~ is written eEt) 1

and the cardinal successor of cardinal m is written m+. The cardinality of a set M

is denoted by IMI. Elementary remarks of cardinal arithmetic are assumed known

(see [11]). We shall denote the set of all subsets of a set M by exp M.
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DEFINITION 0.6.

Let P be a partially ordered set. A subset A ~ P is called an order ideal of P if

A satisfies:

x E A and y :S; x implies yEA.

A is sometimes termed as a hereditary subset of P. Dually we define an order filter

of P.

For an element x E P, the principal ideal in P generated by x is

(xJp = {y E P; y:S; x}.

If no confusion can result (xJp will be denoted (x J. Dually, we define the symbol

[x )p, to denote the principal filter generated by x.

DEFINITION 0.7.

If (P,:S;) is a partially ordered set and X ~ P, we say that X is cofinal in P if

for all pEP there exists x E X such that p :S; x.

DEFINITION 0.8.

The cofinalityof a partially ordered set (P,:S;) is the least cardinal m such that

P has a cofinal subset X with IXI = m.

We shall denote the cofinality of a partially ordered set P by cf(P) throughout the

text.

DEFINITION 0.9.

An infinite cardinal m is said to be a regular cardinal if cf(m) = m. If an infinite

cardinal is not regular we shall call it a singular cardinal. For singular cardinals

cf(m) < m. It is well known that an an infinite cardinal m is regular if and only if
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for any set {mi; i E I} of cardinals such that 111 < m and mi < m for all i E 1, we

have that L;iEI mi < m. Further for any infinite cardinal m, the cardinal successor

m+ is always a regular cardinal.

DEFINITION 0.10.

A partially ordered set (P, p) is called a chain if for all a, b E P we have a ~ b or

b ~ a.

REMARK 0.11.

If (P, p) is a partially ordered set and a, b E P, then a and b are comparable if

a ~ b or b ~ a. Otherwise, a and b are incomparable and this is indicated by allb.

A chain is, therefore, a partially ordered set in which there are no incomparable

elements. Also we shall make use of the cover relation denoted by b -< a read as a

covers bar b is covered by a iff a ~ b and for any x E P, a ~ x ~ b implies x = a or

x=b

If P has a least element Op, then x E P is an atom of P if Op -< x. We will generally

denote the least element of P by 0p and the greatest element of P by 1p if they

exist.

DEFINITION 0.12.

Let X ~ (P, p) and a E P. Then a is defined to be an upper bound of X if x S a

for all x EX. An upper bound a of X is called the least upper bound or supremum

of X iff, for any upper bound b of X, we have a S b. We shall, throughout this

thesis, denote the supremum of a set X by Vp X, or VX if no confusion results. We

shall also come across the dually defined greatest lower bound of a set Y which will

be denoted by Ap Y.
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REMARK 0.13.

We shall make use of the following result, the proof of which, appears in [2,p.16]:

Let M be a nonempty set) I; ~ E(M) and x, y EM. Then (x, y) E VE(M) I; if and

only if there exists a finite I;o ~ I; such that (x, y) E VE(M) I;o·

DEFINITION 0.14.

A partially ordered set (L,::;) is called a lattice if for all a, bEL, VL {a, b} and

/\L {a, b} exist in L.

A lattice (L,::;) is said to be complete if VL X exists in L for all X ~ L. We shall

henceforth, without the loss of generality, denote a complete lattice (L,::;) by L.

We shall make use of the following result for a lattice L (see [1] or [5]):

L is a complete lattice {:} for every X ~ L, VXEL
L

{:} for exery X ~ L, I\XEL
L

{:} for every X ~ L, V X ELand 1\ X E L.
L L



Chapter 1

CHAPTER 1

6

This chapter introduces the concepts of closure operators and closure systems on

complete lattices. For an infinite cardinal m, m-algebraic closure operators are de

fined using m-directed sets. This leads to the consideration of m-accessible elements

and m-accessible preserving closure operators. Those lattices for which every closure

operator is m-algebraic are characterised. Also of significance in the study of m

algebraic closure operators are the weak m-compact elements of a complete lattice L.

It is shown that every m-algebraic closure operator preserves weak m-compactness.

Lattices for which every closure operator preserves weak m-compactness are char

acterised as well as those lattices for which every closure operator preserving weak

m-compactness is m-algebraic. Finally weak m-algebraic lattices are introduced. On

such lattices the concepts of m-algebraic closure operator, and weak m-compact pre

serving closure operator coincide and further such lattices may be characterised as

complete lattices on which every closure operator is weak m-compact reflecting.

DEFINITION 1.1.

Let L be a complete lattice.

(a) A mapping u : L ~ L is a closure operator on L if u satisfies:

1. For all x E L, x :::; u(x) = u(u(x)), and

11. For all x, y E L, x :::; y implies u(x) :::; u(y).

(b) A subset 5 ~ L is called a closure system on L if 5 satisfies:

For every X ~ 5, 1\ X E 5, also.
L
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LEMMA 1.2.

7

Let L be a complete lattice. A mapping u : L -t L is a closure operator on L if

and only if u satisfies:

z. For all x E LJ x :::; u(x) = u(u(x))J and

n. For every X ~ LJ u(VLX) = Vu[L] u[X], where u[L] is a subposet of

(L; :::;).

PROOF

(:::}:) If u is a closure operator then the first condition holds by Definition 1.1.

For the second condition, we have for every x E X, u(x) :::; u(VLX) and so

u(VL X) E u[L] is an upper bound of u[X] in u[L]. Let for some y E L, u(y) be an

upper bound of u[X]. Then u(y) is also an upper bound of X, since for every x EX,

x:::; u(x):::; u(y). Therefore, VLX:::; u(y), which implies u(VLX):::; u(u(y)) = u(y).

Hence, u(VLX) is the least upper bound of u[X] in u[L].

(~:) The first condition of Definition 1.1 is satisfied. For the second condition

of this definition, let x, y ELand suppose that x :::; y. By condition (ii), let

ting X = {x,y} we have VLX = y and so u(VLX) = u(y). Hence Vu[L] u[X] =

VU[L]{U(X),u(y)} which implies that u(x):::; u(y).

LEMMA 1.3

Let L be a complete lattice. Let S be a closure system on L. Then (S; :::;L) zs a

complete lattice satisfying for each X ~ SJ /\s X = /\L X.

PROOF

Firstly, (S; :::;L) is an ordered set. We shall show that if X ~ S then /\L X = /\s X.

As S is a closure system on L, /\L X E Sand /\L X is evidently a lower bound of
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X. Now let yES be any lower bound of X. Then for each x EX, Y "S.L x and thus

y :::; I\L X. Consequently, I\L X = I\s X and (S, :::;L) is a complete lattice.

LEMMA 1.4.

Let L be a complete lattice and let u : L -+ L be a closure operator on L. Then

u[L] is a closure system on L. Further) given any closure system S on L define

Us : L -+ L by setting:

uS(x)=I\{yES; x:::;y}.
L

Then Us is a closure operator on L) and us[L] = S. Also) if S = u[LL then Us = u.

PROOF

To show that u[L] is a closure system on L we shall show that for every X ~ u[L],

I\LX E u[L]. Now for all x E X, I\LX:::; x and so u(I\LX):::; u(x) = x which in

turn implies that U(I\L X) :::; I\L X. But I\L X :::; U(I\L X), obviously. Therefore,

To show that Us is a closure operator, take x E L. Evidently x :::; us(x). Notice

from the definition of a closure system and of Us we have that for all x E L, us(x) E S.

Now us(us(x)) = I\L{Y E Sj us(x) :::; y} = us(x). So we have shown x :::; Us (x) =

us(us(x)). Finally let x :::; z. Then {y E S; z :::; y} ~ {y E Sj x :::; y}. Therefore

I\L{y E Sj x "S. y} "S.l\dy E S; z:::; y} and hence us(x) "S. us(z).

Now to show that us[L] = S. We have already noticed that for all x E L,

us(x) E S. Therefore us[L] ~ S. Conversely if x E S we show that x E us[L]. In fact

us(x) = I\dy E Sj x :::; y} = x. Therefore x = us(x) E us[L] and hence us[L] = S.

Suppose that S = u[L]. We show that Us = u. First us(x) = I\dy E u[L]; x:::;

y}. As x :::; u(x) E u[L] it follows that us(x) :::; u(x). Conversely: If y E u[L] and

x :::; y then u(x) :::; u(y) = y. Therefore u(x) is a lower bound of {y E u[L]; x :::; y},
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and hence u(x) :s us(x).

REMARK 1.5.

9

It follows from Lemmas 1.2, 1.3 and 1.4 above that a closure operator u : L --t L

satisfies for X ~ L:

1. u(VLX) = Vu[L) u[X], and

11. I\L u[X] = l\u[L) u[X].

This gives an explicit description of the supremum and infimum operators on the

complete lattice (U[L],:SL)' Notice that I\L = l\u[L) but in general VL -=1= Vu[L)' In

fact for X ~ L, VL u[X] :S Vu[L) u[X]. The behaviour of Vu[L) depends not only on

VL but also on the closure operator u. We say that S ~ L is a sub-complete lattice

of L if for every X ~ S, I\L X E S and VLX E S. It is readily verified that closure

operator u : L --t L satisfies VLu[X] = Vu[L) u[X] for each X ~ L if and only if u[L]

is a sub-complete lattice of L. A natural example arises: Let (A, :SA) be an ordered

set and define u : exp A --t exp A by setting

u(B) = {x E A; there exists y E B and x :s y}, for each B ~ A.

Perhaps the most important examples of closure operators and closure systems

in universal algebra arise when considering subalgebras and congruences. The lattice

of subalgebras of a universal algebra is a closure system on the lattice of all subsets

of the algebra. The lattice of congruences on an algebra is a closure system on the

lattice of all equivalence relations on the algebra. For these two cases we have that

VL u[X] = Vu[L) u[X] whenever X is a directed subset of L. We explore this further:

DEFINITION 1.6.

Let (X,:S) be a non-empty ordered set and m an infinite cardinal. Then X is
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m-directed, if for every Y ~ X with IYI < m, there exists x E X such that for all

y E Y, y :s: x.

An w-directed set is referred to merely as directed.

Generally we consider subsets of a complete lattice L which are m-directed under

the ordering of L.

LEMMA 1.7.

Let m be a regular infinite cardinal and 0 =I- X ~ L. Then

X* = {VY; Y ~ X and IYI < m}
L

is m-directed and VLX = VL X* .

PROOF

Take any subset T of X* with cardinality strictly smaller than m. For every t E T

there exists yt ~ X such that Iytl < m and VL yt = t E X. Let Z = U{yt; t ET}.

Since m is regular, IZI < m, which yields VL Z E X*. Hence, as VL Z is an upper

bound of T, X* is m-directed.

Now we show that VL X* = VLX. Trivially X ~ X*. Therefore VLX :s: VL X*

Conversely, take z E X*. Then z = VL Y, for some Y ~ X with IYI < m. This

implies that z :s: VLX. Therefore VL X is an upper bound of X* and hence VL X* :s:
VLX.

DEFINITION 1.8.

We shall frequently make use of m to denote the least regular cardinal 2: m:

_ _ {m if m is regular
m - m+ if m is singular
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LEMMA 1.9.

11·

Let L be a complete lattice and m and n infinite cardinals. The following results

hold:

l. If m ::; n then for every X C L) X is n-directed only if X zs m

directed.

n. For every X ~ L) X is m-directed if and only if X is m-directed.

m. For every X ~ L) X is directed if and only if for each x, y E X) there

exists z E X such that x ::; z and y ::; z.

PROOF

The proofs of (i) and (iii) are evident. For (ii), assume without loss of generality,

that m is singular. If X is m-directed, it is of course, m-directed too. Let us suppose

that X is m-directed and Y ~ X with IYI < m = m+. Hence, IYI ::; m. We show

that Y has an upper bound in X. If IYI < m, we are done. So, suppose that IYI = m.

Then there exists a family Pi; i E I} of subsets of Y such that III < m, Y = UiEI Yi

and for every i E I, IYiI = mi < m. Since X is m-directed, we can choose, for each

i E I, an element Xi E X such that Xi is an upper bound of Yi. Denote by Z the set

of all such Xi. Then IZ! ::; III < m. Thus Z has an upper bound x E X. But then,

x is evidently an upper bound of Y.

COROLLARY 1.10.

Let m be an infinite cardinal and X ~ L. Then

X* = {V Y; Y ~ X and IYI < m}
L

is m-directed and VLX = VL X* .
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PROOF

The proof follows from Definition 1.8, and Lemmas 1.7 and 1.9.

LEMMA 1.11.

12

Let u : L -t L be a closure operator. Then the following conditions are equivalent:

z. For every X ~ u[L], where X is m-directed, u(VLX) = VLX.

H. For every X ~ u[L], where X is m-directed, VLX = Vu[L] X.

m. For every X ~ L, where X is m-directed, u(VLX) = VLu[X].

zv. For every X ~ L, where X is m-directed, VLu[X] = Vu[L] u[X].

PROOF

Notice for X ~ u[L], u[X] = X. So,

u(v X)
L

vu[X]
u[L)

VX .
u[L)

(by Lemma 1.2(ii))

This proves that (i) and (ii) are equivalent.

Also, Lemma 1.2(ii) guarantees that (iii) and (iv) are equivalent.

We show that (i) implies (iv). Take X ~ L, X m-directed. This implies that

u[X] is also m-directed. Hence we have:

Vu[X]
L

u(V u[X])
L

vu(u[X])
u[L]

vu[X].
u[L]

(since the first condition holds)

(by Lemma 1.2(ii))
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Thus the fourth condition holds.

Finally we show that (iii) implies (i). Take X ~ u[L] where X m-directed. Then

we have:

vX. (since u[X] = X)
L

u(V X)
L

Vu[X]
L

(since the third condition holds)

So the third condition is true.

DEFINITION 1.12.

Let u : L --t L be a closure operator. Then u is an m-algebraic closure operator

ifu satisfies one (and hence all) of the conditions of Lemma 1.11.

A closure system S ~ L is an m-algebraic closure system if for every 0 i- X ~ S,

X m-directed, we have that Vs X = VLX.

REMARK 1.13.

It follows immediately from Lemma 1.11(ii) that a closure operator u : L --t L is

m-algebraic if and only if u[L] is an m-algebraic closure system on L.

COROLLARY 1.14.

z. Let m ::; n. Then u : L --t L is an m-algebraic closure operator only

if u : L --t L is an n-algebraic closure operator.

zz. Let u : L --t L be a closure operator. Then uis an m-algebraic closure

operator on L if and only if u is an m-algebraic closure operator on

L.
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PROOF

This follows easily from Lemma 1.9 and Definition 1.12.

REMARK 1.15.

14 .

Let us return to the third condition in Lemma 1.11. In order to decide on the m

algebraicity of the closure operator u : L -+ L we need to check that every m-directed

subset X ~ L satisfies u(VLX) = VLu[X]. Notice that any closure operator has the

following property:

Let X ~ L and X m-directed. Suppose that one of the following conditions holds:

z. VL X=l L ,

n. VLX EX.

Then U(VL X) = VL u[X].

Proof:

1. VLX ~ VLu[X]. Therefore, VLX = 1L implies VL u[X] = h. Also

it is clear that u(l L ) = 1L .

11. VLX E X if and only if VL X is the maximum element of X. More

over, if X has a maximum element VL X, then u[X] also has a maxi

mum element u(VL X). Hence VL u[X] = u(VL X) as required.

So to determine whether or not u is m-algebraic, we need to consider those elements

x E L for which there exists 0 =I- X ~ L, X m-directed and x = VLX (j. X, and

show that in this case u(x) = VL u[X]. Hence the following natural definition:

DEFINITION 1.16.

Let L be a complete lattice and A ~ L. An element x E L is m-accessible (in L)

via A, if there exists an m-directed X ~ A with x = VLX (j. X.
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If x E L is m-accessible in L via L then we merely say that that x is m-accessible

(in L). An element x E L is m-inaccessible (in L) if x is not m-accessible (in L).

COROLLARY 1.17.

z. Let m ~ n and A ~ L. If x E L is n-accessible in L via A then x is

m-accessible in L via A.

n. Let x E A ~ L. Then x is m-accessible in L via A iff x is m-accessible

in L via A.

PROOF

This follows easily from Lemma 1.9 and Definition 1.16.

REMARK 1.18.

a) Let u : L ~ L be a closure operator. To highlight the difference between the

concepts of m-accessibility in L via u[L] and m-accessibility in the complete lattice

u[L], we have:

For each x E L J x is m-accessible in L via u[L] only if u(x) is m-accessible in

u[L].

(Proof: Suppose that x is m-accessible in L via u[L]. Then x = VLX, where

X ~ u[L] is m-directed. But then, u(VLX) = u(x) and u(VLX) = Vu[L] X by

Lemma 1.2(ii), and so u(x) = Vu[L]X, which implies that u(x) is m-accessible in

u[L].)

The converse, however, does not hold for consider the diagram that follows. The
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shaded circles! in the diagram represent elements of u [L]. The set X is order iso

morphic to the cardinal rn. Now u(x) is m-accessible in u[L], as u(x) = Vu[L] X, X

m-directed, X ~ L. But u(x) i= VL Y for any subset Y ~ u[L]\{u(x)}.

So u(x) is not m-accessible in L via u[L] .

. u(x) r
1( 0

x

DIAGRAM 1.1.

b) If X ~ L is m-directed then VLX rt X holds if and only if X has no maximum

element. There is no guarantee that u[X] will have no maximum element. We have

the following counterexample:

EXAMPLE 1.19.

For every cardinal m there exists a complete lattice L with ILl rn, an m-

algebraic closure operator u : L ---+ L and an m-accessible element x E L with u(x)

not m-accessible in L or u[L].

Consider the ordinal L = in EB 2 (see diagram below). Define u L ---+ L by

setting:

u(x) = rn EEl 1, for each x E L.

lShaded circles in a diagram of a complete lattice will always be used to represent elements of
u[L].
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x
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DIAGRAM 1.2.

Then u is m-algebraic, m is m-accessible in L as m is evidently an m-directed

subset of 1. However u(m) = m Eel is not m-accessible in L for u[L] = {m EEl I}.

We also have:

EXAMPLE 1.20.

For every cardinal m there exists a complete lattice L with ILl = m J a closure

operator u : L ~ L satisfying: for every x E L J X is m-accessible in L only if u(x)

is m-accessible in u[LL but the closure operator u is not m-algebraic.

If we consider L of Diagram 1.1 (Remark 1.18(a)), then x is the only m-accessible

element of Land u(x) = 1£ is m-accessible in u[L). But u is not m-algebraic as

REMARK 1.21.

Going back to Remark 1.15, to determine whether or not a closure operator is m

algebraic we need to consider the m-accessible elements of L. The following theorem

is therefore not surprising:

THEOREM 1.22.

Let L be a complete lattice and m an infinite cardinal. The following conditions
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are equivalent

z. Every closure operator on L is an m-algebraic closure operator.

zz. For every x E L\{IL}J x is m-inaccessible in L.

PROOF
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Suppose (i) holds and to the contrary assume that x < l L is m-accessible in L.

Hence there exists 0 =I X ~ L, X m-directed such that x = VLX rt. X. Define

u : L -+ L as follows:

{
z, if z < x

u(z) = 1L , otherwise

We claim that u is an m-algebraic closure operator. Evidently z ::; u(z) = u(u(z)).

Also for Zl ::; Zz we have Zz ::; x or Zz 1: x. In the first case Zl ::; x also. There

fore U(Zl) = u(zz). In the second case u(zz) = l L and hence U(Zl) ::; u(zz). But

U(VL X) =I VL u[X) and so u is not m-algebraic by Lemma l.11(iii).

(~:) Let u : L -+ L be a closure operator. We use the third condition of Lemma

1.11 to show that u is m-algebraic. Let 0 =I X ~ L with X m-directed.

Case 1: Suppose that VLX rt. X. In this case VLX is m-accessible and the only

possibility then is VLX = l L. But any closure operator satisfies VLX ::; VLU[X].

SO we conclude that VL u[X) = l L. Also U(1L) = 1L for any closure operator and so

U(VL X) = VL u[X).

Case 2: Suppose that VLX EX. Then VL X is the maximum element of X. There

fore, u(VLX) is the maximum element of u[X] and so u(VLX) = VL u[X].

THEOREM 1.23.

Let L be a complete lattice and A ~ L. The following conditions are equivalent:

i. Every closure operator u on L satisfies (x E A implies u(x) E A).



Chapter 1 19

ii. Every m-algebraic closure operator u on L satisfies (x E A implies

u(x) EA).

m. Let x E A J y ELand x ::; y. Then YEA.

PROOF

(i) :::} (ii): Evident.

(ii) :::} (iii): Suppose that the second condition holds and let x E A, y ELand

x ::; y. Define u : L -+ L as follows:

u(z) = {
y, if z ::; y
1£, otherwise

Evidently u is a closure operator. Suppose that X ~ L is m-directed. Either V£ X ::;

y or V£X i y. In the former case u(V£X) = y. Also X ~ (y] and so u[X] = {y}

implying V£ u[X] = y = u(V£ X). In the latter case y is not an upperbound of X

and so there exists w E X with w i y. This means that u[X] ;2 {Id. Therefore,

V£ u[X] = 1£ and u(V£ X) = 1£. Hence u is m-algebraic. Now the second condition

above immediately yields u(x) E A as x E A. But u(x) = y, and so the third

condition is true.

(iii) :::} (i): Suppose now that third condition holds and let u be a closure operator

on L. Let x E A. Then x ::; u(x) and so u(x) E A, also.

DEFINITION 1.24.

(a) A closure operator u : L -+ L preserves m-accessibility if and only if for every

x E L, x m-accessible in L implies u(x) m-accessible in u[L].

(b) A closure operator u : L -+ L has m-accessible elements if and only if there

exists an element y E u[L] such that y is m-accessible in u[L].
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REMARK 1.25.
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Theorem 1.23 cannot be extended to incorporate Definition 1.24. A special case

of Theorem 1.23 is:

Let L be a complete lattice. The following conditions are equivalent:

t. Every closure operator u on L satisfies x m-accessible in L only if

u(x) is m-accessible in L.

n. Every m-algebraic closure operator u on L satisfies x m-accessible in

L only if u(x) is m-accessible in L.

m. Let x be m-accessible in L and x < y, then y is m-accessible in L

also.

On any complete lattice L with an m-accessible element there is a closure operator

which does not preserve m-accessibility: merely set u(z) = 1£ for all z E L. In fact if

u[L] has no elements which are m-accessible in u[L] (for example if lu[L]1 < m) and

L has an element which is m-accessible in L then u obviously does not preserve m

accessibility. However, even if we restrict our attention to closure operators u : L --t L

for which u[L] has an element which is m-accessible in u[L], we still find the condition

of preserving m-accessibility to be restrictive.

THEOREM 1.26.
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PROOF
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Suppose that the first condition holds but not the second. Then there exist

x,y E L\{1d such that l{x,y,ldl = 3 and x and y are both m-accessible in L.

Without loss of generality assume x 1:. y. Now define u : L ---7 L by setting for each

z E L,

{
z, if z ::; y

u(z) = lL, otherwise

It is readily verified that u is a closure operator. Now y is m-accessible and so there

exists m-directed Y ~ L with no maximum element such that y = VL Y. Evidently

y = u(y) = VU[L]U[Y] = Vu[L]Y' So y is m-accessible in u[L], i.e. u: L ---7 L has

m-accessible elements. Also u[L] = (y] U {Id and so lL is not m-accessible in u[L].

Moreover u(x) = lL and so we have contradicted the first condition.

Suppose now that the second condition holds and let u : L ---7 L be a closure

operator having m-accessible elements. Let x be m-accessible in L. So x =j:. l L . There

exists y E u[L] and Y ~ u[L], Y m-directed with no maximum element such that

y = Vu[L] Y. As Y has no maximum element, VL Y is m-accessible in L (VL Y =j:. lL)

and so we have that x = VLY. But then u(x) = u(VL Y) = Vu[L] Y = y, and so u

preserves m-accessibility.

REMARK 1.27.

Consider the third condition of Lemma 1.11 yet again. In Remark 1.15 it was

motivated that m-algebraic closure operators differ from closure operators that are

not m-algebraic, in that an m-algebraic closure operator u determines the image of

an m-accessible element in terms of the u-images of certain elements strictly below

x. In Remark 1.18 we saw that an m-algebraic closure operator only satisfies x m

accessible in L implies u(x) m-accessible in L or u[L] in very restricted situations.

Continuing with the notation of Lemma 1.11(iii), if y ELand y ::; VL X then
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u(y) :s u(VLX) = VLu[X]. Thus an m-algebraic closure operator u restricts the

values of u(y) where y :s VLX in that u(y) :s VLu[X] must be satisfied. Under

what conditions will this definitely hold? Well certainly if y :s w E X (stronger

than y ~ VLX) then any closure operator u will satisfy u(y) :s u(w) ~ VLu[X].

For an m-algebraic closure operator V Lu[X] = Vu[L] u[X] by the fourth condition of

Lemma 1.11. Thus for such an operator we have shown: If y :s w E X (a stronger

condition than y :s VL X) we have u(y) :s u(w) E u[X] (a stronger condition than

u(y) :s Vu[L] u[X]). The following definition has now been motivated:

DEFINITION 1.28.

a) An element y of a complete lattice L is weak m-compact if for every m-directed

X ~ L such that y :s VL X there exists w E X such that y :s w.

b) A closure operator u : L ~ L preserves weak m-compactness iff y weak m

compact in L implies that u(y) weak m-compact in u[L].

LEMMA 1.29.

Let L be a complete lattice and m and n infinite cardinals.

z. If m :s n then x zs weak m-compact in L implies that x zs weak

n-compact in L.

n. Element x is weak m-compact in L if and only if x is weak m-compact

in L.

PROOF

(i) Suppose m :s n and x is weak m-compact in L. Let X ~ L, X n-directed and

x :s VLX. But then X n-directed implies that X is m-directed and since x is weak

m-compact there exists y E X such that x :s y and so, x is weak n-compact.
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(ii) Clearly m ::; mand so the forward implication is true by (i). For the converse

we need only consider m singular. But then X is m+-directed if and only if X is

m-directed and the result follows.

REMARK 1.30.

Notice that we did not specify that y = VL X in Definition 1.28 is m-accessible.

However, if y E X then let y = wand the condition is satisfied. So effectively we

only need to consider the case y tf. X. Also the reason for using the term weak

m-compact is only due to the fact that compact elements of complete lattices were

studied before m-algebraic closure operators and the immediate generalization to m

compactness differs slightly from the weak m-compactness defined here. The concept

of m-compactness is defined later (in Chapter 2) and we first formalise the discussion

of Remark 1.27 in the following theorem:

THEOREM 1.31.

Let m and n be infinite cardinals such that m ::; n. If u : L ~ L is an m-algebraic

closure operator) then u preserves weak n-compactness.

PROOF

Let x E L be weak n-compact in L and suppose u(x) ::; Vu[L] X where X ~ u[L]

and X is n-directed. By Lemma 1.9(ii), X is n-directed and as m ::; n, X is m

directed by Lemma 1.9(i). As u is m-algebraic we have:

x::;u(x)::; VX=VX.
u[L] L

As x is weak n-compact in L, there exists y E X such that x ::; y. Hence u(x) ::;

u(y) = y, and so u(x) is weak n-compact in u[L].
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REMARK 1.32.

We show that the restriction m ~ n in the above theorem cannot be dropped:

24

Let m and n be infinite cardinals such that n < m. Then there exists a complete

lattice L and an m-algebraic closure operator u : L --t L which does not preserve

weak n-compactness.

Consider the following diagram of L where we define u : L --t L by:

{
z, if z < y

u z =( ) lL, otherwise

Now ILl = n < m and hence u is trivially m-algebraic. Also it is readily verified that

x is weak n-compaet in L, but u(x) is not weak n-compaet in u[L] ={OdUXU{ld

as u(x) = 1L = Vu[L] X. So u does not preserve weak n-compaetness.

I\.

x

o

DIAGRAM 1.3.

REMARK 1.33.

Theorem 1.31 can evidently be stated as :

Let m and n be infinite cardinals such that m ~ n. For any complete lattice Land

any m-algebraic closure operator u : L -. L, and x E L such that x is weak n-compact

in L we have u(x) is weak n-compaet in u[L].

This format motivates:
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DEFINITION 1.34.
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Let m, nand k be infinite cardinals. Then cI>(m, n, k) denotes the following state-

ment:

For any complete lattice L and any m-algebraic closure operator u : L ---+ L, if x

is weak n-compaet in L then u(x) is weak k-compaet in u[L].

THEOREM 1.35.

The statement cI>(m, n, k) is true if and only if m ::; le and n ::; le.

PROOF

(=:}:) Suppose le < n and consider the complete lattice L described by the follow

ing diagram and define u : L ---+ L by

u(z) = { z, if z < y
y, otherwise

DIAGRAM 1.4.

Then u is evidently an (w- )algebraic closure operator and y is not weak k-compact

in u[L] as y = Vu[L] X. But ILl = le and so as le < n we have x is weak n-compact in

L. (In fact every element of L is weak n-compact in L). So we have shown cI>(w, n, k)

is false for le < n. By Corollary 1.14(i) any w-algebraic closure operator is also m

algebraic for any infinite cardinal m. Hence cI>(m, n, k) is false whenever le < n. So
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the truth of cI>(m, n, k) implies n ~ k. We need to show that the truth of cI>(m, n, k)

also implies m ~ k. Suppose k < m and consider the example of Remark 1.32 where

we replace n by k. The element x of lattice L is easily seen to be weak (w- )compact.

Hence this example shows cI>(m,w, k) is false whenever k < m. But Lemma 1.30(i)

shows that x is weak n-compact for any infinite cardinal n. Thus this example shows

cI>(m, n, k) is false whenever k < m. So cI>(m, n, k) true implies m ~ k and n ~ k.

({:::::) For the converse suppose that m, nand k are infinite cardinals with m ~ k

and n ~ k. Theorem 1.31 shows that cI>(m, k, k) is true. Hence by Lemma 1.29(ii) we

have cI>(m, k, k) is true. Suppose u : L --+ L is an m-algebraic closure operator and

x is weak n-compact in 1. Then x is weak k-compact as n ~ k and Lemma 1.29(i)

holds. As cI>(m,k,k) is true, this implies u(x) is weak k-compact. Hence cI>(m,n,k)

is true.

DEFINITION 1.36.

Let L be a complete lattice, u : L --+ L a closure operator and m an infinite

cardinal. We extend Definition 1.28:

An element y E L is weak m-compact in u[L] if for every m-directed subset

X ~ u[L], y ~ Vu[Lj X implies that there exists w E X with y ~ w.

(This extends Definition 1.28 as we allow elements of L \ u[L] to be weak m

compact in u[L]). Further we define:

Also define for x E L:

W(m,x,L)

W(m, x, u[L])

{y E L; y is weak m-compact in L},

{y E L; y is weak m-compact in u[L]}

{y; y ~ x and y E Wm(L)}, and

{y; y ~ x and yE Wm(u[L])}.
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(Note that Wm(u[L]) is not necessarily a subset of u[L].)

LEMMA 1.37.

27

Let u : L ~ L be a closure operator and x E L. Then x is weak m-compact in

u[L] if and only ifu(x) is weak m-compact in u[L].

PROOF

(=}:) Suppose that u(x) ~ Vu[L] X where X ~ u[L] and X is m-directed. Then

x ~ Vu[L] X and hence for some y E X, x ~ y. But Y E u[L] and so u(x) ~ y.

(~:) Suppose x ~ Vu[L] X where X ~ u[L] and X is m-directed. Then u(x) ~

Vu[L] X and hence for some y E X, u(x) ~ y. But then x ~ y also.

THEOREM 1.38.

Let L be a complete lattice and u : L ~ L a closure operator. The following

conditions are equivalent:

z. u preserves weak m-compactness.

n. For all x E L) x weak m-compact in L implies that x is weak m

compact in u[L].

m. For all x E L) W(m,x,L) ~ W(m,x,u[L]).

lv. For all x E L) x m-accessible in L implies that W(m,u(x),L) C

W(m, u(x), u[L]).

v. For all x E L) x m-accessible in u[L] implies that W(m,x,L) C

W(m, x, u[L]).

vz. For all x E L) x m-accessible in L via u[L] implies W( m, x, L)

W(m,u(x),L).
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PROOF

(i) <=> (ii): Direct from Lemma 1.37.

(i) ~ (iii): Let y E W(m, x, L), that is y :S x and y is weak m-compact in L.

Hence u(y) is weak m-compact in u[L]. So by Lemma 1.37 this implies that y is

weak m-compact in u[L], that is yE W(m,x,u[L]) and so the third condition holds.

(iii) ~ (iv): Evident.

(iv) ~ (v): Let x be m-accessible in u[L). Then x = Vu[L] X where X ~ u[L), X

is m-directed and x rt X. Then VLX rt X also and hence VL X is m-accessible in

L. Further U(VL X) = Vu[Lj X = x and so by (iv) W(m, x, L) ~ W(m, x, u[L]) and

so the fifth condition is true.

(v) ~ (i): Let x be weak m-compact in L. Further suppose that u(x) :S Vu[L] X

where X is m-directed, X ~ u[L]. If X has a maximum element, then evidently

u(x) :S Vu[L] X EX. On the other hand, suppose that X has no maximum el

ement. Then Vu[LjX is m-accessible in u[L], and x E W(m,Vu[L]X,L) and so

x E W(m, Vu[L] X, u[L]). Hence x is weak m-compact in u[L). Therefore by Lemma

1.37, u(x) is weak m-compact in u[L) and so the first condition is true.

(vi) ~ (i): Let x E Wm(L). We need to show u(x) E Wm(u[L]). So let

X ~ u[L], X m-directed such that u(x) :SL Vu[L] X. IT X has a maximum ele

ment then u(x) :SL Vu[L] X EX. Else X has no maximum element and so VL X is

m-accessible in L via u[L). Therefore W(m, VLX,L) = W(m, Vu[L] X,L). Moreover

as x:S u(x), x E W(m,Vu[L]X,L) Hence x:S VLX. Therefore there exists w E X

such that x :S w implying u(x) :S w also.

(i)~ (vi): TriviallyW(m,x,L) ~ W(m,u(x),L). Conversely,lety E W(m,u(x),L),

where x is m-accessible in L via u[L). Therefore y E Wm(L) and y :S u(x). By (i)

u(y) is weak m-compact in u[L). Further x = VL X where X ~ u[L], X m-directed.

Now u(y) :S u(x) = Vu[L] X. Hence there exists w E X such that u(y) :S w. Further
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w:S VLX = x. Therefore y:S u(Y):S x and y E W(m,x,L).

THEOREM 1.39.

29

Let L be a complete lattice where 1L is m-inaccessible. Then y is weak m-compact

in L if and only if for every closure operator u : L -t L and X ~ L) X m-directed

in L, y :S VL X implies that u(y) :S VLu[X].

PROOF

(=>:) Let u : L -t L be a closure operator and y :S VLX. Then for some x EX,

Y :S x. Hence u(y) :S u(x) :S VL u[X].

(~:) Conversely suppose y is not weak m-compact in L. Then y :S VL X for

some X ~ L, X m-directed, but for each x EX, y 1. x. Define u : L -t L by setting:

u(z) = {z, if z :S ~, for some x E X
1L, otherwIse

It is readily verified that u : L -t L is a closure operator. However, u[X] = X and

so VL u[X] = VLX. As X has no maximum element, VLu[X] = VLX =I- 1L. But

u(y) = 1L. This contradiction shows that y is indeed weak m-compact in L.

THEOREM 1.40.

Let L be a complete lattice. The following conditions are equivalent:

z. Every closure operator u : L -t L preserves weak m-compactness.

n. For all x, y E L \ {Id where x is weak m-compact in Land y is m

accessible in L, we have that x :S y.

m. For all x,y E L) x :S y) x m-accessible in L, we have W(m,x,L) =

W(m,y,L).



Chapter 1

PROOF
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(i) =} (ii): Suppose that the first condition holds but the second does not. Then

there exists x,y E L\{ld where x is weak m-compact in Land y is m-accessible

in L, but x i y. Obviously, the m-accessibility of y means that there exists X,

m-directed, X ~ Land y = VLX rt X. Define u : L -t L by setting for each z E L,

( )
_ { z, if z ::; w, for some w E X

u z - h'l L , ot erWlse

Then u : L -t L is evidently a closure operator. However X m-directed implies that

(X]L = {y E L; there exists x E X and y ::; x} is m-directed. Further from the

definition of u, u[L] = (X]L U {Id and hence Vu[L](X] = l L and so l L is not weak

m-compact in u[L]. However,u(x) = l L and so u is not weak m-compact preserving.

(ii) =} (i): To show that the second condition implies the first let u : L -t L be

a closure operator and let x be weak m-compact in L. Let u(x) ::; Vu[L] Y where Y

is m-directed, Y ~ u[L]. If Y has a maximum element then u(x) ::; Vu[L] Y E Y.

Otherwise Y has no maximum element and thus VL Y is m-accessible in L. By the

second condition x ::; VLY and the weak m-compactness of x yields x ::; z for some

z E Y. Hence u(x) ::; z also. Thus u(x) is weak m-compact in u[L].

(ii) {:} (iii): Suppose that the second condition holds and x m-accessible in L.

Let y EL, x ::; y. Then W (m, x, L) is the set of all weak m-compact elements.

Therefore Wm(L) = W(m,x,L) ~ W(m,y,L) ~ Wm(L). Hence we have that

W (m, x, L) = W (m, y, L) and the third condition is satisfied. Suppose now that

the third condition holds, x weak m-compact and y m-accessible in L. As y ::; l L ,

W(m,y,L) = W(m,IL,L) = Wm(L) and x E Wm(L) implies x::; y.
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REMARK 1.41.

It follows from Theorem 1.31 that for any infinite cardinal m, every m-algebraic

closure operator is also a weak m-compact preserving closure operator. We proceed

with an investigation of the converse situation.

LEMMA 1.42.

Let u : L ~ L be a closure operator preserving weak m-compactness. Then

u : L ~ L is an m-algebraic closure operator if and only if for every x E L if x zs

m-accessible in L via u[L] and x < u(x) then W(m,x,L) C W(m,u(x),L).

PROOF

(=>:) If u is m-algebraic then for any x E L, x m-accessible in L via u[L], we have

x = u(x) by Lemma 1.11 (i). The result follows trivially.

(~:) Let X ~ u[L]. We show VLX = u(VLX) (Lemma 1.11(i)). If VLX E X

then the result is trivial. Else x = VLX is m-accessible in L via u[L]. If x < u(x),

then W(m,x,L) C W(m,u(x),L) contrary to Theorem 1.38(vi). Hence x = u(x).

THEOREM 1.43.

Let m be an infinite cardinal and L a complete lattice. The following conditions

are equivalent:

z. Every closure operator u : L ~ L which is weak m-compact preserving

is also m-algebraic.

zz. For everyx,y E L, x m-accessible in L, x < y we have W(m,x,L) C

W(m,y,L).
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PROOF
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(i) :::::} (ii): Assume (i) but not (ii). Hence, there exists x, y E L, x m-accessible in

L, x < y and W(m,x,L) = W(m,y,L). Define u: L ~ L by setting for each z E L:

{
z, if z < x

u z =( ) z V y, otherwise

Then u is a closure operator. We show that u is weak m-compact preserving. Firstly

notice that

u [L] = ((x] L \ { x }) U [y) L·

Let (X]L \ {x} be denoted by A. By Theorem 1.38(vi), we need to sh?w that if a is m

accessible in L via u[L] then W(m,a,L) = W(m,u(a),L). So there exists Y ~ u[L],

Y m-directed such that a = VLY rt Y.

Case 1. yeA: Implies that for all z E Y, u(z) = z and a ~ VLA = x.

If a < x then u(a) = a.

If a = x then u(a) = y.

Case 2. Y n [Y)L =1= 0: Then y ~ VLY = a and so a 1- x. Hence u(a) = a Vy = a.

Hence we have shown that u is weak m-compact preserving. However, u is not m

algebraic, for x = VL X for some m-directed X ~ A ~ u[L] and x < u(x) which

contradicts Lemma 1.11(i) and hence also condition (i).

(ii) :::::} (i): Let (ii) hold and u : L ~ L be weak m-compact preserving. By

Lemma l.11(i), let X ~ u[L] be m-directed such that x = VLX rt X. Suppose

VLX < u[VLX]. Since X ~ u[L] we have that x is m-accessible in L via u[L].

By (ii) W(m, x, L) C W(m, u(x), L). But this contradicts Theorem 1.38(vi). Hence

VLX = u(VLX) and so u is an m-algebraic closure operator.

REMARK 1.44.

It was shown in Theorem 1.38 and Lemma 1.42 that the set W(m,x,L) is sig-
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nificant in the study of closure operators which preserve weak m-compactness. The

next two lemmas explore this set further.

LEMMA 1.45.

Let L be a complete lattice and x E L. Then

z. W( m, x, L) is m-directed.

zz. Let x be m-inaccessible. Then x is weak m-compact if and only if

x = VL W(m,x,L).

PROOF

(i) Let Y ~ W(m,x,L) where IYI < m. We show VL Y E W(m,x,L) also

and hence as VLY is an upperbound of Y the m-directedness of W(m,x,L) fol

lows: Suppose VL Y S VL X where X is m-directed. Then for each y E Y we have

y S VL X and so for each y E Y there exists f(y) E X satisfying y S f(y). Now

I{f(y); y E Y}I s IYI < m and hence there exists w E X such that w is an upper

bound of {f(y); yE V}. Consequently w is an upper bound of Y and so VL Y S w.

This shows that VL YE W(m,x,L) as required.

(ii) Supposexisweakm-compact. Then x E W(m,x,L) andsox = VL W(m,x,L).

Conversely suppose x = VLW(m, x, L) As x is m-inaccessible we must have x E

W (m, x, L) and so x is weak m-compact in L.

LEMMA 1.46.

Let L be a complete lattice. The following conditions are equivalent:

z. Every m-inaccessible element of L is weak m-compact.

n. For each x E L J ifVL W(m,x,L) < x then x is m-accessible in L.
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PROOF

(i) => (ii): Let x E L with VL W(m,x,L) < x. If x is m-inaccessible then

condition (i) implies x is weak m-compact and so x E W(m, x, L) which is impossible.

Thus x is m-accessible in L.

(ii) => (i): Suppose (ii) holds. Let x be m-inaccessible in L. By (ii) we conclude

VL W(m,x,L) = x. But as x is m-inaccessible, we must have x EW(m,x,L), i.e. x

is weak m-compact in L.

DEFINITION 1.47.

Let L be a complete lattice. Then L is a weak m-algebraic lattice if for every

x E L, x = VL W(m,x,L).

COROLLARY 1.48.

Let L be a weak m-algebraic lattice. Then a closure operator u L ---+ L zs

m-algebraic if and only if u : L ---+ L is weak m-compact preserving.

PROOF

By Theorem 1.31 the forward implication holds.

Conversely we use Theorem 1.43. Let x be m-accessible in L and x < y. Then

x = VW(m,x,L) < VW(m,y,L) = y.
L L

Consequently W(m, x, L) c W (m, y, L). Hence every weak m-compact preserving

operator is m-algebraic.

REMARK 1.49.

Consider the complete lattice given in the following diagram:
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DIAGRAM 1.5.
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Then by Theorem 1.22 every closure operator on L is m-algebraic. Also by

Theorem 1.40 every closure operator on L is weak m-compact preserving. However

L is not weak m-algebraic as W m (L) = X and W (m, y, L) = {OL} . Consequently

VL W(m,y,L) < y.

The converse implication of Corollary 1.48 is investigated deeper in Chapter 3.

We now turn to considering weak m-compact reflecting closure operators.

DEFINITION 1.50.

Let u : L ~ L be a closure operator on complete lattice L. Then u reflects

weak m-compactness if for each x E u[L], x weak m-compact in u[L], there exists

yE Wm(L) such that u(y) = x.

THEOREM 1.51.

Let L be a complete lattice, m an infinite cardinal and u L ~ L a closure

operator. The following conditions are equivalent:

z. u : L ~ L reflects weak m-compactness.

n. For each x E u[L], x weak m-compact in u[L], U(VL W(m,x,L)) = x.
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PROOF
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(i) =} (ii): As x E Wm(u[L]) ~ u[Wm(L)], there exists z E Wm(L) such that

x = u(z). Then z::; VL W(m,x,L)::; x and so

x = u(z) ::; u(V W(m, x, L)) ::; u(x) = X.

L

Thus x = U(VL W(m,x,L)) as required.

(ii) =} (i): Let x E u[L] n Wm(u[L]). Then u(VL W(m, x, L)) = x.

Consequently x = Vu[L] u[W(m,x,L)]. As x E Wm(u[L]) there exists yE u[W(m,x,L)]

such that x::; y. But Y = u(z) for some z E W(m, x, L). So we have

x ::; y = u(z) ::; u(x) = x.

Hence x = u(z) as required.

THEOREM 1.52.

Let m, n be infinite cardinals where m ::; n. Then every closure operator u : L ----+

L, where L is a weak m-algebraic lattice, reflects weak n-compactness.

PROOF

Let L be a weak m-algebraic lattice. Then for any x E u[L], x = VL W(m, x, L).

However by Lemma 1.29(i) and (ii)

W(m,x,L) ~ W(n,x,L) ~ (X]L

and so x = VL W(n,x,L). Consequently

x = u(x) = u(VW(n,x,L))
L

and by Theorem 1.51, u : L ----+ L reflects weak n-compactness.
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REMARK 1.53.

We showed in Corollary 1.48 that on a weak m-algebraic lattice the m-algebraic

closure operators are precisely the weak m-compact preserving operators. In Remark

1.49 we showed that this condition does not imply the weak m-algebraicity of L. In

contrast we have:

THEOREM 1.54.

Let m be an infinite cardinal and L a complete lattice. The following conditions

are equivalent :

z. L is a weak m-algebraic lattice.

H. Every closure operator is weak m-compact reflecting.

zzz. Every weak m-compact preserving closure operator is weak m-compact

reflecting.

w. Every m-algebraic closure operator is weak m-compact reflecting.

PROOF

(i) =} (ii): Follows from Theorem 1.52.

(ii) =} (iii): Obvious.

(iii) =} (iv): Follows from Theorem 1.31.

(iv) ::::} (i): Suppose (iv) holds, but that L is not a weak m-algebraic lattice. Then

there exists x E L such that VL W (m, x, L) < x. Define closure operator u : L -+ L

by setting for each z E L:

u(z) = {
z, ifz~VLW(m,x,L)

x, if z ~ x but z 'i VL W(m,x,L)
1L, otherwise.

Then u is easily verified to be a closure operator. Now u[L] = (VLW( m, x, L )]L U
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{x, Id. Hence x is weak (w)-compact in u[L] and so x is weak m-compact in u[L].

Now let wE Wm(L). We show u(w) =I- x. If w:::; VL W(m,x,L) then u(w) = w =I- x.

If w:::; x then automatically w::; VL W(m,x,L). Consequently u(w) =I- x. The only

other possibility is u(w) = l L . Now x =I- l L for if u(w) = x = l L then w ::; x and

w:::; VL W(m,x,L), which would yield u(w) = w. But this contradicts the fact that

w E Wm(L) and x rt Wm(L). Thus we have shown that u is not a weak m-compact

reflecting closure operator.

However u is m-algebraic. Take X ~ u[L]. By Lemma 1.11(i) we show VL X =

U(VL X). If X has a maximum element there is nothing to prove. Else z = VL X

is m-accessible in L via u[L]. From the structure of u[L], z :::; VL W(m, x, L) and

so u(z) = z as required. Thus this operator contradicts (iv) and we conclude that

condition (iv) implies that L must be a weak m-algebraic lattice.
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This chapter develops a slightly different generalisation of the well-known concept

of compactness in complete lattices. For an infinite cardinal m, m-compactness is

defined and is shown to agree with weak m-compactness for regular m. Analogues of

theorems developed in Chapter 1 are presented for the case of m-compactness. It is

shown that only for regular m is an m-algebraic closure operator always m-compact

preserving. Weak m-accessible elements of a closure operator are introduced in order

to characterise the m-compact preserving closure operators. Corresponding to the

concept of weak m-algebraic lattices in Chapter 1, the concept of m-algebraic lattices

is defined. These lattices are characterised in terms of m-compact reflecting closure

operator only for regular m.

DEFINITION 2.1.

Let L be a complete lattice. Then x E L is m-compact in L if whenever x ~ VLX

there exists Y ~ X with IYI < m and x ~ VL Y.

LEMMA 2.2

Let L be a complete lattice and m an infinite cardinal.

z. If x E L is m-compact in L then x is weak m-compact in L.

tt. If x E L is weak m-compact in L then x is m-compact in L.

zzz. If m is regular then x E L is m-compact in L if and only if x is weak

m-compact in L.

PROOF

(i): Let x be m-compact III L and X C L, such that X IS m-directed and
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x ::; VL X. Then there exists Y ~ X such that IYI < m and x ::; VL Y. But, X is

m-directed implies there exists w E X such that y ::; w for all y E Y. Thus VL Y ::; w

and so x :::; w.

(ii): We will show that for regular m, x weak m-compact implies x m-compact.

Once this has been demonstrated, suppose that m is singular. If x is weak m-compact

then x is weak m-compact by Lemma 1.29. By the result for regular m, this implies

that x is m-compact.

So let m be regular, and x weak m-compact in L. Suppose x ::; VLX, X ~ L.

We show that there exists Y ~ X, IYI < m such that x :::; VL Y. If IXI < m, let

Y = X. Else IXI ;::: m. Then consider:

X* = {V Y; Y C X and IYI < m}
L

Since m is regular, X* is m-directed in Land VL X = VL X*, by Lemma 1.7. Hence

there exists Y ~ X, such that IYI < m with x ::; VL Y as required.

(iii) follows from (i) and (ii).

REMARK 2.3.

For every singular cardinal m there exists a complete lattice L with ILl = 2m such

that 1L is weak m-compact in L but not m-compact in L:

Consider a set A with IAI = m, m singular. Let L = exp A ordered by ~ and

let X be an m-directed subset of exp A. So each element of X is a subset of A (see

diagram that follows). Suppose that VLX = A, that is UX = A. We have that for

each a E A there exists Sa E X such that a E Sa' Therefore, by the axiom of choice,

But, X is also m+-directed, by Lemma 1.9(ii). Hence there exists B E X such that

UaEA Sa ~ B. But then, A ~ UaEA Sa ~ B ~ A. Therefore, A = B which implies
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that A E X. So if A = VL X where X is an m-directed subset of exp A then A E X.

Therefore, A is weak m-compact. But also, let C = {{a}; a EA}. Then A = UC

and for D ~ C with IDI < ICI = m, IUDI = IDI < m implying that UD ;f A.

Hence A is not m-compact.

A

00---

0-----

DIAGRAM 2.1.

DEFINITION 2.4.

Let L be a complete lattice and u : L -+ L a closure operator.

(a) Closure operator u preserves m-compactness if and only if x m-compact in L

implies u(x) m-compact in u[L].

(b) An element y E L is m-compact in u[L] if whenever y < Vu[L] X where

X ~ u[L], there exists Y ~ X with IYI < m and y ::; Vu[L] Y.

(c) Let x E L. We define the following subsets:
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Cm(L)

Cm (u[L])

C(m,x,L)

C(m, x, u[L])

LEMMA 2.5.

{y E L; y is m-compact in L},

{y E L; y is m-compact in u[L]}

{y; y ~ x and y E Cm(L)},

{y; y ~ x and y E Cm(u[L])},

42·

For infinite cardinals m and n with m ~ n we have Cm(L) ~ Cn(L).

PROOF

The proof follows directly from Definition 2.4.

LEMMA 2.6.

Let u : L - L be a closure operator and x E L. Then x is m-compact in u[L] if

and only ifu(x) is m-compact in u[L].

PROOF

The proof follows from Definition 2.1 and Definition 2.4.

REMARK 2.7.

The aim of this chapter is to give results involving the concept of m-compactness

analogous to those obtained for weak m-compactness in Chapter 1. One noteworthy

difference between these two concepts is that Lemma 1.29(ii) does not transfer to

the m-compactness case: By Remark 2.3 and Lemma 2.2(ii) there exists for every

singular cardinal m a complete lattice L such that 1£ is m-compact in L but 1£ is
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not m-compact in L. We discuss the following results in the m-compact case. The

results have been re-stated here for ease of reference:

2.7.1. Let m and n be infinite cardinals such that m ::; n. If u : L ~ L is an

m-algebraic closure operator then u preserves weak n-compactness. (Theorem 1.31)

2.7.2. The statement <l>(m, n, k) is true if and only if m ::; k and n ::; k. (Theorem

1.35)

2.7.3. Let L be a complete lattice and u : L ~ L a closure operator. The following

conditions are equivalent:

(i) u preserves weak m-compactness.

(ii) For all x E L J x weak m-compact in L implies that x is weak m-compact in

u[L].

(iii) For all x E L J W(m,x,L) ~ W(m,x,u[L]).

(iv) For all x ELand x m-accessible in L implies that W(m, u(x), L) ~ W(m, u(x), u[L]).

(v) For all x ELand x m-accessible in u[L] implies that W( m, x, L) ~ W( m, x, u[L]).

(vi) For all x ELand x m-accessible in L via u[L] implies W( m, x, L) =

W(m, u(x), L). (Theorem 1.38)

2.7.4. Let L be a complete lattice where lL is m-inaccessible. Then y E L is weak

m-compact in L if and only if for every closure operator u : L ~ L and X ~ L J X

m-directed in L J y ::; VLX implies that u(y) ::; VL u[X]. (Theorem 1.39)

2.7.5. Let L be a complete lattice. The following conditions are equivalent:

(i) Every closure operator u : L ~ L preserves weak m-compactness.

(ii) For all x, y E L \ {Id where x is weak m-compact in Land y is m-accessible

in L J we have that x::; y.

(iii) For all x,y E L J x < YJ x m-accessible zn L J we have W(m,x,L)
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W( m, y, L). (Theorem 1.40)

44

2.7.6. Let u : L ~ L) be a closure operator preserving weak m-compactness. Then

u : L ~ L is an m-algebraic closure operator if and oniy if for every x E L if x is

m-accessible in L via u[L] and x < u(x) then W(m,x,L) c W(m,u(x),L). (Lemma

1.42)

2.7.7. Let m be an infinite cardinal and L a complete lattice. The following

conditions are equivalent:

(i). Every closure operator u : L ~ L which is weak m-compact preserving is

also m-algebraic.

(ii) For every x,y E L) x m-accessible in L) x < y we have W(m,x,L) c

W(m, y, L). (Theorem 1.43)

2.7.8. Let L be a complete lattice and x E L. Then:

(i) W(m, x, L) is m-directed.

(ii) Let x be m-inaccessible. Then x zs weak m-compact if and only if x

VL W(m,x,L). (Lemma 1.45)

2.7.9. Let L be a weak m-algebraic lattice. Then a closure operator u : L ~ L is

m-algebraic if and only if u : L ~ L is weak m-compact preserving. (Corollary 1.48)

2.7.10. Let L be a complete lattice) m an infinite cardinal and u : L ~ L a closure

operator. The following conditions are equivalent:

(i) u : L ~ L reflects weak m-compactness.
-

(ii) For each x E u[L], x weak m-compact in u[L], U(VL W(m,x,L)) = x. (The-

orem 1.51)

2.7.11. Let m, n be infinite cardinals where m ::; n. Then every closure operator

u : L ~ L) where L is a weak m-algebraic lattice) reflects weak n-compactness.
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(Theorem 1.52)

45

2.7.12. Let m be an infinite cardinal and L a complete lattice. The following

conditions are equivalent:

(i) L is a weak m-algebraic lattice.

(ii) Every closure operator is weak m-compact reflecting.

(iii) Every weak m-compact preserving operator is weak m-compact reflecting.

(iv) Every m-algebraic closure operator is weak m-compact reflecting. (Theorem

1.54)

THEOREM 2.8.

Let m and n be infinite cardinals such that m ::; n. If u : L --t L is an m-algebraic

closure operator then u preserves n-compactness.

PROOF

Let x E L be n-compact in L. Suppose u(x) ::; Vu[L) X where X ~ u[L]. Define

X* = {V Y; IYI < m, Y ~ X}.
L

By Corollary 1.10, X* is m-directed and VLX = VLX*. Thus u(VLX) = u(VLX*)

l.e. Vu[L] X = Vu[L] u[X*]. So:

x::; u(x)::; V X = V u[X*] = Vu[X*].
u[L) u[L) L·

The last equality follows as u[X*] is m-directed and u is an m-algebraic closure

operator. Now x is n-compact and so there exists Y ~ u[X*] with IYI < nand

x ::; VL Y. Thus u(x) ::; u(VL Y) = Vu[L) Y. Further, by the axiom of choice, for

each y E Y there exists Zy ~ X with IZyl < m such that y = u(VL Zy) = Vu[L] Zy.
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So

u(x) ~ V{V Zy; Y E Y} = V(U Zy).
ulL] ulL] ulL] yEY

It is sufficient to show IUyEY Zyl < n. To this end notice

I U Zyl ~ 2:YE YI ZYI ~ (supYEyIZyl)·IYI ~ max{supYEYIZYI, IYI,w}.
yEY

46

We consider two cases:

Case 1: m regular. Then m = m and m ~ n.

If m = n then IYI < m and IZyl < m for all y E Y and hence IUyEY Zyl < m = n.

If m < n then supYEylZyl ~ m < nand IY/ < n and hence IUyEY Zyl < n.

Case 2: m singular. Then m < m= m+ and m+ ~ n.

If m+ = n then IYI < m+ and IZyl < m+ for all y E Y and hence IUyEY Zyl <

m+ = n by the regularity of m+.

If m+ < n then sup YEylZyl ~ m+ < nand IYI < n and hence IUyEY Zyl < n.

REMARK 2.9.

We show that the restriction m ~ n in the previous theorem cannot be dropped:

Let m and n be infinite cardinals such that n < m. Then there exists a complete

lattice L and an m-algebraic closure operator u : L ~ L which does not preserve

n-compactness.

To show this suppose first that n < m. By Remark 1.32 there exists a complete

lattice L, an m-algebraic closure operator u : L ~ L and an element x E L such that

x is weak n-compact in L but u(x) is not weak n-compact in u[L]. In fact in the

example given, x is weak w-compact. Hence by Lemma 2.2 x is w-compaet and hence

n-compact in 1. Further u(x) is not n-compact in u[L] for otherwise Lemma 2.2 (i)

implies that u(x) is weak n-compact in u[L]. Thus we have our counter example for
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the case n < m.

Now suppose n < in but n 1- m. We claim that n is singular and (m = n or

m = n): Suppose first that n is regular. Then n = n < in. If m is regular then

n < in = m contradicting n 1- m. If m is singular then m < m+ = in and so n < m+

which implies n :::; m. But n = m is impossible as n is supposed regular and m is

singular. Thus n = n < m, a contradiction again. So n is indeed singular. There are

now two possibilities: m regular or m singular. If m is regular then n < in = m and

thus n :::; m. As n 1- m it follows that m = n. If m is singular then n < in = m+

and so n :::; m. However n < m implies that n < m and so we conclude m = n.

So let n < in where n is singular and m = n or m = n. Consider the complete

lattice L with the diagram that follows. Define u : L ---+ L by setting:

{
z, if z < n

u z =( ) l L , otherwise

Then x is w-compact and hence n-compact in Land u(x) = 1L is not n-compact in

u[L] = L \ {x, n} by Remark 2.3.

0L.

DIAGRAM 2.2.

It is now necessary only to show that u is m-algebraic. By Corollary 1.14 u is

n-algebraic if and only if u is n-algebraic, so we only consider the case m = n. Let

X ~ u[L], X n-directed. We show VLX = Vu[L) X. Suppose this is not the case.

Then VLX = x or VLX = n. Evidently if VLX = x then x E X contradicting
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x ~ u[L]! If VLX = n then as n is weak n-compact in L, n E X again contradicting

X ~ u[L]! So u is indeed m-algebraic for m = n and m = n.

DEFINITION 2.10.

Let m, nand k be infinite cardinals. Then \l1 (m, n, k) denotes the following state-

ment:

For any complete lattice L and any m-algebraic closure operator u : L --+ L, if x

is. n-compact in L, then u(x) is k-compaet in u[L].

THEOREM 2.11.

The statement \l1(m,n,k) is true if and only if m :s; k and n:S; k.

PROOF

(=*:) We first show m :s; k. For suppose not. Then k < m and by Remark 2.9

there exists a complete lattice L, an m-algebraic closure operator u : L --+ L, an w-

compact element x E L such that u(x) is not k-compact in u[L]. Hence \l1(m,w,k) is

false. But x, being w-compact in L, is also n-compact in L for any infinite cardinal n.

Thus \l1 (m, n, k) is false contrary to our assumptions. Hence \l1 (m, n, k) true implies

m :s; k.

Consider now the complete lattice L described by Diagram 2.3. Define u : L --+ L

by:

u (z) = { z, if z E :xp k
k, otherwIse

Then u is evidently an (w- )algebraic closure operator and k is not k-compaet in

L or in u[L] by the argument used in Remark 2.3. (Note that it is irrelevant here

whether k is regular or singular). However x is k+-compaet in L: Suppose x:S; VLX

where X ~ L. We may evidently assume x rt X. Then VLX = x or VLX = k.
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If VLX = k, then X ~ exp k and hence VLX = UX = k and thus for each

y E k there exists ay E X with y E ay' Thus k = UyEk ay = VL {ay; y E k} and

I{ay; yE k}1 ~ k < k+. Thus x is n-compact for each n > k. This shows \lJ(w,n,k)

is false for n > k and hence \lJ(m, n, k) is false for any cardinal m and cardinals

n > k. Thus \lJ(m, n, k) true implies n ~ k.

(~:) Theorem 2.8 shows that for in ~ k, \lJ(m, k, k) is true. But if n ~ k then x

n-compact in L implies x k-compact in L. Hence \lJ (m, n, k) is true.

REMARK 2.12.

x

DIAGRAM 2.3.

1
J

(a) Note that for m singular 4>(m,m,m) is true whereas \lJ(m,m,m) is false.

Moreover \lJ(m, m, m+) is true and m+ is the least value k such that \l1(m, m, k) is

true. In general we can say that for m singular and m ~ n, \l1(m,n,m+.n) is true.

(b) To generalise 2.7.3 we need to consider elements more general than m

accessible elements.

DEFINITION 2.13.

Let L be a complete lattice and u : L --+ L a closure operator. Let A E {L, u[L]}
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and x E L.

(a) x is weak m-accessible in A if there exists X ~ A such that x = VA X and

for each Y ~ X with IVI < m, VA Y < x.

(b) x is weak m-accessible in L via u[L] if there exists X C u[L] such that

x = VLX and for each Y ~ X with IVI < m, Vu[L] Y < x.

COROLLARY 2.14.

For complete lattice L) closure operator u L -+ L) cardinals m and n with

m:::; n:

z. If x E L is weak n-accessible in A then x is weak m-accessible in A

where A E {L,u[L]}

zz. If x E L is weak n-accessible in L via u[LL then x is weak m-accessible

in L via u[L].

zzz. For each x E L) if x is weak m-accessible in L via u[L] then u(x) is

weak m-accessible in u[L].

PROOF

(i) and (ii) are trivial consequences of Definition 2.13.

(iii) For some X ~ u[L], x = VL X where for each Y C X with IYI < m,

Vu[L] Y < x. But u(x) = u(VLX) = Vu[L]X,

LEMMA 2.15.

Let L be a complete lattice u : L -+ L a closure operator) m an infinite cardinal

and A E {L, u[L]}.

i. If x E L is m-accessible in A then x is weak m-accessible in A.
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u. If m is regular then x is m-accessible in A if and only if x is weak

m-accessible in A.

m. If x E L is m-accessible in L via u[L] then x is weak m-accessible in

L via u[L].

zv. If m is regular then x is m-accessible in L via u[L] if and only if x is

weak m-accessible in L via u[L].

PROOF

(i) Let x be m-accessible in A. Then there exists X ~ A where X is m-directed

and x = VAX f/. X. Suppose Y ~ X with IYI < m and VA Y I- x. As VA Y ~ VAX

we conclude VA Y = x. But X is m-directed and so there exists w E X such that

for each y E Y, y ~ w. Hence

x = VY ~ w ~ VX = x,
A A

and so x = w E X! Thus no such Y exists and x is weak m-accessible in A.

(ii) Let m be regular. As (i) holds for any cardinal m we show that x weak m

accessible in A implies x m-accessible in A. There exists X ~ A such that x = VA X

and for each Y ~ X with IYI < m, VA Y < x. Define:

X* = {VY; Y ~ X and IYI < m}.
A

Then X*is m-directed by Lemma 1.7 and VA X* = VA X. Evidently x f/. X* and

thus x is m-accessible in A.

(iii) Let x be m-accessible in L via u[L]. Then there exists m-directed X ~ u[L]

such that x = VL X f/. X. Let Y ~ X with /YI < m. Then there exists w E X

such that for each y E Y, y ::; w. Hence Vu[L] Y ~ wand w < VL X = x yielding

Vu[L] Y < x as required.
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(iv) Let m be regular. As (iii) holds for cardinal m we show that x weak m

accessible in L via u[L] implies x m-accessible in L via u[L]. There exists X ~ u[L]

such that x = VL X and for each Y ~ X with IYI < m, Vu[L] Y < x. Define

X* = {V Y; Y ~ X and IYI < m}.
u[L]

Then X* is evidently m-directed and VL X* :::; x. However we then have:

x = VX = V{VY; Y ~ X and IYI < m}:::; V X*:::; X

L L L L

and so VL X* = x. Evidently x rt. X* and thus x is m-accessible in L via u[L].

THEOREM 2.16.

Let L be a complete lattice and u : L -7 L a closure operator. The following

conditions are equivalent:

z. u preserves m-compactness.

zz. For each x E L, x m-compact in L implies x m-compact in u[L].

m. For each x E L, C(m,x,L) ~ C(m,x,u[L]).

zv. For each x E L, x weak m-accessible in L implies that C(m, u(x), L) ~

C(m,u(x),u[L]).

v. For each x E L, x weak m-accessible in u[L] implies that C(m, x, L) ~

C(m, x, u[L]).

PROOF

(i) {:} (ii): Follows directly from Lemma 2.6.

(i) => (iii): Let y E C(m,x,L). Then y :::; x and y is m-compact in 1. Hence

u(y) is m-compact in u[L) and by Lemma 2.6, y is m-compact in u[L] and so y E
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C(m, x, u[L)).

(iii) => (iv): Evident.

(iv) => (v): Let x be weak m-accessible in u[L]. Then x = Vu[L] X where X ~ u[L]

and for each Y ~ X with IYI < m, Vu[L] Y < x. Consider w = VLX. Let Y ~ X

with IYI < m. Then VL Y S-w. If VL Y = w then u(w) = Vu[L] Y = Vu[L] X = x

which contradicts the choice of X. Hence VL Y < wand so w is weak m-accessible

in L. By (iv) we have C(m, u(w), L) ~ C(m, u(w), u[L]) and as u(w) = x we have

proved (v).

(v) => (i): Let x be m-compact in L. Suppose u(x) S- Vu[L] X where X ~ u[L].

We show that for some Y ~ X with !YI < m, u(x) S- Vu[L] Y. Suppose that this

is not so. Then Vu[L] X is weak m-accessible in u[L]. Hence C(m,Vu[L]X,L) ~

C(m, Vu[L]X,u[L]) and so x S- u(x) S- Vu[L] X we see that x is m-compact in u[L]

and so by Lemma 2.6, u(x) is m-compact in u[L].

THEOREM 2.17.

Let L be a complete lattice, u L -+ L a closure operator and m an infinite

cardinal.

l. If u preserves m-compactness then for every x E L, x weak m

accessible in L via u[L] we have C(m,x,L) = C(m,u(x),L).

ll. If m is regular and for every x E L, x weak m-accessible in L via u[L]

we have C(m, x, L) = C(m, u(x), L), then u preserves m-compactness.

PROOF

(i) Evidently C(m, x, L) ~ C(m, u(x), L). For the converse let y E C(m, u(x), L).

Then y is m-compact in Land y S- u(x) where for some X ~ u[L], x = VLXand for

each Y ~ X with IYI < m we have Vu[L] Y < x. Thus u(y) S- u(x) = Vu[L] X and as
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u(y) is m-compact in u[L] there exists Y ~ X with IYI < m such that u(y) ::; Vu[L] Y.

But then y ::; u(y) < x and so y E C(m, x, L) as required.

(ii) Let x be m-compact in L and suppose u(x) ::; Vu[L] X where X ~ u[L]. Define

X* = {V Y; Y ~ X and IY! < m}.
u[L]

Then for each Y ~ X with IYI < m we have

VY::; VX*.
u[L] L

Case 1: There exists Y ~ X with IY I< m such that Vu[L] Y = VL X*. Then

VX ::; VX* = VY
L L u[L]

and thus

u(V X) ::; u(V X*) = u( VY),
L L u[L]

and hence,

VX ::; VX* = VY ::; VX.
u[L] u[L] u[L] u[L]

Thus u(x) ::; Vu[L] Y.

Case 2: For each Y ~ X with IYI < m we have V u[L] Y < V L X*. Then V L X* is

weak m-accessible in L via u[L]: As X* ~ u[L] we need to show that for Z ~ X*,

IZI < m, Vu[L] Z < V L X*. But for any w E Z, there exists Yw ~ X, IYwl < m such

that w = Vu[L] Yw ' Thus

VZ = V{V Yw ; w E Z} = V(UYw ).

u[L] u[L] u[L] u[L] wEZ
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Now UWEZYw ~ X and as m is regular, IUwEZ Ywl < m. Thus Vu[L] Z E X* and

so Vu[L] Z < V L X* by the assumption leading Case 2. So V L X* is indeed weak

m-accessible in L via u[L]. Thus C(m, VLX*,L) = C(m,u(VLX*),L). Further

u(V X*) = VX* = VX.
L u[L] u[L]

As x is m-compact in Land

x :S u(x) :S VX = u(V X*)
u[L] L

we conclude that x :S VL X*. Then the m-compactness of x implies the existence

of Z ~ X* with IZ! < m such that x :S VL Z. Further for each w E Z there exists

Yw~ X with IYwl < m such that w = Vu[L] Yw. Hence

x :S VZ = V{VYw ; w E Z}
L L u[L]

and so

u(x) :S V{V Yw ; wE Z} = V(U Yw ).

u[L] u[L] u[L] wEZ

As IUWEZ Ywl < m by the regularity of m we have shown in either case that u(x) is

m-compact in u[L).

REMARK 2.18.

Lemma 2.15 and Theorem 2.16 yield that for the case where m is regular, Theorem

2.16 reduces to 2.7.3 parts (i) to (v). Considering parts (iii) and (iv) of Lemma 2.15

in the case of m regular Theorem 2.17 reduces to the equivalence of parts (i) and

(vi) of 2.7.3. This of course yields a proof of Theorem 2.17 part (ii) but the given

proof eliminates the use of the concept of weak m-compactness and so makes this

chapter somewhat more self-contained. The proof given for Theorem 2.17 part(ii)
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seems to rely on the regularity of m. At this stage it is not known whether or not

the regularity of m may be dropped as a condition of Theorem 2.17 part(ii).

We now turn to the analogues of 2.7.4 and 2.7.5.

THEOREM 2.19.

Let L be a complete lattice such that l L is not weak m-accessible and y E L. Then

y is m-compact in L if and only if for any closure operator u : L ~ L, whenever

y :S x where x = VLX and for each Y ~ X, IYI < m, Vu[L] u[Y] :S VL u[X], then

u(y) :S VL u[X].

PROOF

(=?:) If y is m-compact then y :S x implies there exists Y ~ X, IYI < m such

that y :S VL Y. Thus

u(y) :S Vu[Y] :S Vu[X]
u[L] L

as required.

(~:) Conversely, suppose y is not m-compact in L. Then there exists x E L such

that y :S x where x = VL X but for no Y ~ X with IYI < m do we have y :S VL Y.

Thus for each Y ~ X with IYI < m we have VL Y < VL X and thus x is weak

m-accessible in L. Hence x < lL. Define.u : L ~ L by setting for each z E L:

u(z) = {z, if Z :S yL Y for some Y ~ X, IY/ < m
lL, otherwIse

Then u is a closure operator (see Diagram 2.4). Also for each Y ~ X, IYI < m

u(VY) = V u[Y] = VY
L u[L] L
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and thus

vu[Y] ::; Vu[x] = Vx.
u[L] L L

But u(y) = 1L and so u(y) i VL u[X] = VL X.

x::\{X

x

DIAGRAM 2.4.

REMARK 2.20.

By Lemma 2.15(iii), Theorem 2.17(i) implies the following result:

57

Let m be a singular cardinal and u : L -+ L a closure operator. If u preserves the

m-compactness of L) then for all x E L) x m-accessible in L via u[L] ::} C(m, x, L) =

C(m,u(x),L).

The following theorem is the analogue of 2.7.5.

THEOREM 2.21.

Let L be a complete lattice and m an infinite cardinal. If every closure operator

u : L -+ L preserves m-compactness then for every x, y E L) x ::; y and x weak

m-accessible in L we have C(m,x,L) = C(m,y,L). Further) if m is regular the

converse holds.
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PROOF
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(::::}:) Let m be any infinite cardinal. Suppose to the contrary that there exist

x,y E L, x:::; y, x weak m-accessible in Land C(m,x,L) C C(m,y,L). Then there

exists X ~ L such that x = VL X and for each Y ~ X, IYI < m, VL Y < x. Define

u : L -7 L by setting for each z E L:

u(z) = {
z, if z < x
z V y, otherwise

Then u : L -7 L is readily seen to be a closure operator on L. Further X ~ u[L) and

for each Y ~ X with IYI < m we have U(VL Y) = VL Y i.e. VL Y = Vu[L) Y. Conse

q~ently x is weak m-accessible in L via u[L). However u(x) = y and C(m,x,L) C

C(m,u(x),L). By Theorem 2.17(i), u does not preserve m-compactness. This con

tradicts the stated condition on L.

(<=::) Suppose now that m is regular. We show the converse using Theorem

2.17(ii). Let u : L -7 L be any closure operator, and let x be weak m-accessible

in L via u[L]. Then x is evidently weak m-accessible in L. As x :::; u(x) we have

C(m,x,L) = C(m,u(x),L). Consequently u preserves m-compactness.

LEMMA 2.22.

Let u : L -7 L be an m-compact preserving closure operator. Then u is m-

algebraic if and only if for every x E L J if x is m-accessible in L via u[L) and

x < u(x) then C(m,x,L) C C(m,u(x),L).

PROOF

(::::}:) Suppose u is m-algebraic. Let x be m-accessible in L via u[L). Then

x = u(x) and the result holds trivially.

(<=::) To show that u is m-algebraic, let X ~ u[L), X m-directed. By Lemma
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1.11 (i) we need to show VLX = U(VLX). If VLX E X there is nothing to prove.

Hence assume VLX rt X. It follows that x = VL X is m-accessible in L via u[L] and

by Lemma 2.15(iii) x is weak m-accessible in L via u[L]. If x < u(x) then we have

C(m, x, L) C C(m, u(x), L). However this contradicts Theorem 2.17(i). So x = u(x)

as required.

THEOREM 2.23.

Let m be an infinite cardinal and L a complete lattice. The following conditions

are equivalent:

z. Every closure operator u : L -t L which is m-compact preserving is

also m-algebraic.

n. For every x, y E L J X m-accessible in L and x < y we have C(m, x, L) C

C(m,y,L).

PROOF

Assume (i) holds but (ii) is false. Then there exist x, y E L, x m-accessible in

L and x < y with C(m, x, L) = C(m, y, L). Define u : L -t L by setting for each

z E L:

{
z, if z < x

u z =( ) z V y, otherwise

Then u is a closure operator. We show that u is an m-compact preserving operator:

First we show that if Y ~ u[L] with VL Y # x then VL Y = Vu[L] Y. For suppose

VLY < x. Then

vY = u(V Y) = V y.
L L u[L]

Otherwise VL Y 1:. x. Consequently x is not an upper bound of Y and so there exists
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z E Y with z i x. As

u[L] = ((x1£\ {x}) U [y) L

it follows that y ::; z ::; VL Y. So

vY = u(V Y) = (V Y) V Y = Vy.
tilL] L L L

60

Now let c E Cm (L), Z ~ u[L] such that u(c) ::; V tilL] Z. We show that there exists

T ~ Z, ITI < m such that u(c) ::; Vti[L] T. If VL Z =I- x then VL Z = Vu[L] Z and so

c::; u(c) ::; VZ = VZ.
u[L] L

As c E Cm(L) there exists T ~ Z with ITI < m such that c ::; VLT. Consequently

u(c) ::; Vu[L] T. The other possibility is that VL Z = x. Then u(x) = Vu[L] Z = y.

Since c::; u(c)::; y and C(m,x,L) = C(m,y,L) we have c::; x = VLZ. Thus there

exists T ~ Z, ITI < m such that c::; VLT. Hence u(c)::; VU[L]T.

Further u is not m-algebraic as there exists m-directed X ~ L such that x =

VLX rt X. But u(x) = y =I- x. By definition of u, X ~ u[L] and so

VX =I- u(V X) = V X.
L L tilL]

So u is an m-compact preserving closure operator which is not m-algebraic. This

contradiction shows (i) only if (ii).

Assume now that (ii) holds. Let u : L --t L be an m-compact preserving closure

operator. Let X ~ u[L] be m-directed. By Lemma 1.11(i), we need to show x =

VLX = u(VL X). If x E X this is trivial. Suppose x rt X. Then x is m-accessible

in L (via u[LD and hence weak m-accessible in L via u[L] by Lemma 2.15(iii). If

x < u(x) then C(m,x,L) C C(m,u(x),L). But u is m-compact preserving and so

this contradicts Theorem 2.17(i). Consequently we must have x = u(x) as required.
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REMARK 2.24.

We now turn to the study of the set C(m,x,L).

LEMMA 2.25.

Let L be a complete lattice, m an infinite cardinal and x E L. Then:

z. C(m, x, L) is cj{m)-directed.

61

n. Let m be regular and x be m-inaccessible in L. Then x is m-compact

if and only if x = VL C(m,x,L).

PROOF

(i) Let Y ~ C(m,x,L), IY/ < cf(m). We show VLY E C(m,x,L) also. So

suppose VL Y :::; VL X where X ~ L. Then for each y E Y there exists X y ~ X with

IXy I < m such that y :::; VL X y . Consequently

VY ~ V{V X y ; yE Y} = v( UX y )

L L L L yEY

Further IUyEY Xyl < m as required.

(ii) If x is m-compact then x E C(m,x,L) and so x = VL C(m,x,L). Conversely,

suppose x = VLC(m,x,L). As m is regular C(m,x,L) is m-directed. As x is

m-inaccessible, we must have x E C(m,x,L), i.e. x is m-compact in L.

DEFINITION 2.26.

Let L be a complete lattice. Then L is an m-algebraic lattice if for every x E L,

x = VL C(m, x, L).
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COROLLARY 2.27.

Let L be an m-algebraic lattice.

62

z. Every m-compact preserving closure operator is m-algebraic.

n. If m is regular} every m-algebraic closure operator is m-compact pre

sermng.

PROOF

(i) follows from Theorem 2.23 as x < y implies VL C(m, x, L) < VL C(m, y, L)

and consequently C(m,x,L) C C(m,y,L).

(ii) This holds generally by Theorem 2.8.

DEFINITION 2.28.

Let u : L --+ L be a closure operator on a complete lattice L. Then u reflects

m-compactness if for each x E u[L], x m-compact in u[L], there exists y E Cm(L)

such that u(y) = x.

THEOREM 2.29.

Let L be a complete lattice} m an infinite cardinal and u : L --+ L a clo

sure operator. If u reflects m-compactness then for each x E u[L] n Cm(u[L])}

x = u(VLC(m,x,L)). Ifm is regular the converse holds.

PROOF

Suppose u reflects m-compactness. As x E Cm(u[L]) ~ u[Cm(L)] there exists

z E Cm(L) such that u(z) = x. But z :s: x and so z :s: VLC(m,x,L) :s: x. Thus

x = u(VL C(m, x, L)) as required.
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Suppose now that m is regular. We show the converse. Let x E u[L], x E

Cm(u[L]). Then

x = u(V C(m,x,L)) = V u[C(m,x,L)].
L u[L]

As x E Cm(u[L]) there exists Y ~ u[C(m, x, L)] such that IYI < m and x :::; Vu[L] Y.

For each yE Y there exists Zy E C(m,x,L) such that y = u(Zy). Further I{zy; y E

Y}I :::; IYI < m and as m is regular C(m,x,L) is m-directed which implies that there

exists z E C(m,x,L) such that for each yE Y, y:::; Zy :::; z. Thus

u(x)=x:::; VY:::; V{u(Zy); YEY}:::;u(z):::;u(x).
u[L] u[L]

Consequently x = u(z) as required.

THEOREM 2.30.

Let m, n be infinite cardinals where m :::; nand n is regular. Then every closure

operator u : L -+ L) where L is an m-algebraic lattice) reflects n-compactness.

PROOF

For any x E u[L], x = VLC(m,x,L). Further C(m,x,L) ~ C(n,x,L) ~ (X]L.

Thus x = VLC(n,x,L). Consequently x = u(x) = u(VLC(n,x,L)). As n is regular,

Theorem 2.29 yields the result.

THEOREM 2.31.

Let m be a regular infinite cardinal and L a complete lattice. The following

conditions are equivalent:

z. L is an m-algebraic lattice.

n. Every closure operator is m-compact reflecting.
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zzz. Every m-compact preserving closure operator is m-compact reflecting.

w. Every m-algebraic closure operator is m-compact reflecting.

PROOF

(i) =} (ii) Follows from Theorem 2.30.

(ii) =} (iii) Trivial.

(iii) =} (lv) Follows from Corollary 2.27(i)

(iv) =} (i) Analogous to the proof of Theorem 1.54.
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CHAPTER 3

In Chapter 1 the significance of weak m-algebraic lattices in the study of clo

sure operators is shown. Weak m-algebraic lattices may be characterised as those

lattices for which every closure operator is weak m-compact reflecting. On a weak m

algebraic lattice the concepts of m-algebraic closure operator and weak m-compact

preserving closure operator coincide. This does not however characterise weak m

algebraic lattices. This chapter explores weak m-Tulipani closure operators. It

is shown that these operators are weak m-compact preserving and that weak m

algebraic lattices are precisely those complete lattices on which the weak m-Tulipani

and m-algebraic closure operators coincide.

THEOREM 3.1.

Let L be a weak m-algebraic lattice and u L ~ L a closure operator. The

following conditions are equivalent:

2. U is m-algebraic.

22. u is weak m-compact preserving.

m. For each x E L, W(m, VL u[W(m,x,L)],L) = W(m,u(x),L).

PROOF

The equivalence of (i) and (ii) is Corollary 1.48. Thus assume u is m-algebraic

(and so also weak m-compact preserving). As L is weak m-algebraic, x = VL W( m, x, L)

and so u(x) = VL u[W(m,x,L)]. (This follows as W(m,x,L) is m-directed by

Lemma 1.45.) Consequently W(m,u(x),L) = W(m,VLu[W(m,x,L)],L) as re

quired.

Conversely, suppose (iii) holds. We show that u is weak m-compact preserving.
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Let w E Wm(L) and suppose u(w) ::; Vu[L] X where X ~ u[L] and X is m-directed.

Now Vu[L] X = u(VL X) and so

w ::; u(w) ::; u(V X).
L

Thus by (iii) wehavew E W(m, VL u[W(m, VLX,L)],L). Hencew::; VL u[W(m, VLX,L)]

and so as w is weak m-compact, w ::; u(z) where z ::; VLX, z E Wm(L). Conse

quently for some x EX, z ::; x. It follows that

u(w)::; u(u(z)) = u(z) ::; u(x) = x,

and so it has been shown that u is weak m-compact preserving.

DEFINITION 3.2.

Let L be a complete lattice and u : L ~ L a closure operator. Then u is a

weak m-Tulipani closure operator if for each x E L, W(m,VL u[W(m,x,L)],L) =

W(m,u(x),L).

LEMMA 3.3.

Let L be a complete lattice and u : L ~ L a closure operator. The following

conditions are equivalent:

2. U is weak m- Tulipani.

H. For every x E Wm (L), and for every y EL, if x ::; u(y) then there

exists z E W(m,y,L) such that x::; u(z).

PROOF

(i) => (ii): Let x E Wm(L) and y E L such that x ::; u(y). Then x ::;

VLu[W(m,y,L)]. Consequently, there exists z E W(m,y,L) such that x ~ u(z)
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as required.
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(ii):::} (i): Evidently W(m,VLu[W(m,x,L)],L) ~ W(m,u(x),L). Conversely,

let y E W(m,u(x),L). Then y::; u(x). Hence there exists z E W(m,x,L) such that

y::; u(z) ::; Vu[W(m,x,L)].
L

Hence yE W(m, VL u[W(m,x,L)],L).

REMARK 3.4.

Theorem 3.1 has a converse which completes the discussion of the example in

Remark 1.49. We show later in this chapter that the following result holds:

Let L be a complete lattice and m an infinite cardinal. Then L is a weak m

algebraic lattice if and only if for each closure operator u : L ~ L the following

conditions are equivalent:

z. u is m-algebraic.

n. u is weak m-compact preserving.

m. u is weak m-Tulipani.

In order to present this proof we first analyse weak m-Tulipani operators a little

further.

THEOREM 3.5.

Let L be a complete lattice and u : L ~ L a weak m- Tulipani closure operator.

Then u : L ~ L preserves weak m-compactness.

PROOF

This follows the same proof as given for Theorem 3.1, (iii) :::} (i). (Notice that

the weak m-algebraicity of lattice L is not used in this part of the proof.)
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REMARK 3.6.

68

Theorem 3.5 sh-ows that weak m-Tulipani closure operators, just like m-algebraic

closure operators, preserve weak m-compactness. In fact an m-algebraic closure

operator preserves weak n-compactness for m :::; n. (Theorem 1.31). We now show

that this aspect of m-algebraic closure operators is quite different in the case of weak

m-Tulipani closure operators.

EXAMPLE 3.7.

Let Q ~ 1 be an ordinal number such that Wo is regular. Let [-2,-1] be the interval

in the set of all real numbers ordered as usual and let a rJ. Wo U [-2, -1]. Consider

the diagram below:

Define u : L -+ L as follows

- 1

o
DIAGRAM 3.1.

-2

u(x) = {-I, if x E [-2, -1]
x, otherwise



Chapter 3 69

Then L is a complete lattice and u is a closure operator on L. Now, x E L is w

compact in L iff x E Wo and either x = 0 or y -< x for some y E wo' Also a is

wrcompact in L.

From the characterisation of w-compact elements in L and from the definition of u,

it follows that u is weak w-Tulipani. It is easily verified that:

Since Wo is regular, a = u(a) must be wOEll1-compact in u[L], but it is not m-compact

for any cardinal m ::; Wo' We have supposed that a 2:: 1 and hence Wl < WOE!ll which

shows that u does not preserve weak wl-compactness.

EXAMPLE 3.8.

In this example it shall be shown that there exists closure operator u : L _ L such

that u is w-compact preserving but u is neither w-algebraic nor an weak w- Tulipani

type one. Consider the lattice (L, ::;) represented in Diagram 3.2 that follows.

fL

QZ

c

,,

.,,,
,

,
: y

~.
: ,,'· ,· ": ,"
· "

o

DIAGRAM 3.2
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The intervals [0, x], [0, y], [y, z] are isomorphic to the naturally ordered interval

[0,1]; if -< is the relation of covering in L, then °-< c -< 1L , X -< y, z -< 1L . For

all s E L let u be defined as follows:

ut,) = {

y, if s = x

1L, if s E (y, z]
s, otherwise

Obviously, u is a closure operator on the complete lattice L.

(u[L],:::;) is described by Diagram 3.3 which follows hereafter.

ce
y • u( x)

o

DIAGRAM 3.3

Moreover, Cw(L) = {O, C, lL} = Cw(u[L]). Therefore, u is w-compact preserving.

But, u is not w-algebraic since [0, x) is w-directed and

V[O,x) = x -< Y = V [O,x).
L u[L)

u is also not weak w-Tulipani since c < 1L = u(z), and Cw(z) = {O}, c 1: u(O) = O.
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REMARK 3.9.

71

We turn to the characterisation of lattices on which every closure operator is weak

m-Tulipani and also of lattices where weak m-Tulipani and m-algebraic operators

coincide.

THEOREM 3.10.

Let L be a complete lattice and m an infinite cardinal. The following conditions

are equivalent:

z. Every closure operator u : L --+ L is weak m- Tulipani.

zz. For every x,y E L, x E Wm(L) and y f/. Wm(L), we have x ~ y.

zzz. L = (VL Wm(L)]L U [VL Wm(L))L and (VL Wm(L)]\{VL Wm(L)} C

Wm(L).

PROOF

(i) =} (ii): Suppose (ii) does not hold. Then there exist x, y E L, x E Wm(L),

y f/. Wm(L) with x i y. Define u : L --+ L by setting for each z E L:

{
z, if z < y

u(z) = l L , otherwise

Then u is evidently a closure operator. Further, if z E W (m, y, L) then z < y and

so u(z) = z. Hence W(m,VLu[W(m,y,L)],L) = W(m,y,L) and x f/. W(m,y,L).

However as u(y) = lL we have x E W(m,u(y),L). It follows that u is not weak

m-Tulipani.

(ii) =} (i): Let u : L --+ L be a closure operator. Suppose y E W(m,u(x),L).

Then y ~ u(x). If x f/. Wm(L) then we must have y ~ x and so y E W(m, x, L)

which implies yE W(m,VLu[W(m,x,L)],L) as required. If x E Wm(L) then x is
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the greatest element of W(m,x,L), and u(x) = VLu[W(m,x,L)]. Again we have

W(m,VLu[W(m,x,L)],L) = W(m,u(x),L) as required.

(ii) <=} (iii): Suppose (ii) holds. If x E L then either x E Wm(L) or x ~ Wm(L).

In the former case x :S VLWm (L). In the latter case we have for each yEWm (L),

y :S x and so VL Wm(L) :S x. Thus L = (VL Wm(L)]L U [VLWm(L))L. Now let

y < VL Wm(L). If y ~ Wm(L) then by (ii) we conclude VL Wm(L) :S y which is

impossible. Hence y E TiVm(L).

Conversely suppose (iii) holds. Take x,y E L with x E Wm(L) and y ~ Wm(L).

Then x :S VL Wm(L) and also y 2: VL Wm(L). So x :S y as required.

THEOREM 3.11.

Let L be a complete lattice and m an infinite cardinal. Then the following condi-

tions are equivalent:

z. Every m-algebraic closure operator is weak m- Tulipani.

zz. For every x EL, VL W(m,x,L) < x implies W(m,x,L) = Wm(L).

zzz. For every x, y E L, VL W(m, x, L) < x, Y E Wm(L) implies y :S x.

zv. The complete lattice (VL Wm(L)]L is a weak m-algebraic lattice, and

PROOF

(i) =?- (ii): Suppose (ii) does not hold. Then there exists x E L, VL W( m, x, L) <

x, but W(m,x,L) C Wm(L) = W(m,l L,L). Define u: L -+ L by setting for each

z E L:

if z:S VL W(m,x,L)
otherwise

Then u is evidently an m-algebraic closure operator on L. However, if y E W(m, x, L)



Chapter 3 73

then u(y) = y and so VL u[W(m,x,L)] = VLW(m,x,L). Further W(m,u(x),L) =

~V(m,lL,L). As W(m,VL W(m,x,L),L) = W(m,x,L) C W(m,l L,L) it follows

that u is not weak m-Tulipani. This contradicts (i).

(ii) ~ (i): Suppose that (ii) holds and that u : L -+ L is an m-algebraic clo

sure operator. Let x E L. If VL W(m,x,L) < x then, by (ii), W(m,x,L) =

Wm(L). Consequently, if y E W(m,u(x),L) then y E Wm(L) = W(m,x,L).

Hence y E W(m, VL u[W(m,x,L)],L), as required. The only other possibility is

that VL W(m,x,L) = x. Then

u(x) = u(VW(m,x,L)) = Vu[W(m,x,L)],
L L

as u is m-algebraic. Hence u is weak m-Tulipani.

(ii) {::} (iii): This is obvious.

(ii) ~ (iv): Let x E (VL Wm(L)]L. Then x ::; VL Wm(L). If VL W(m,x,L) <

x then by (ii) W(m,x,L) = Wm(L). Hence VL Wm(L) < x! This shows x =

VL W(m,x,L) and hence (VL Wm(L)lL is a weak m-algebraic lattice. Further take

x E L. Then either x = VL W(m,x,L) or VLW(m,x,L) < x. In the former case

x::; VL Wm(L). In the latter case, condition (ii) yields W(m,x,L) = Wm(L). Hence

VL Wm(L) < x. So L = (VL Wm(L)]L U [VL Wm(L))L.

(iv) ~ (ii): Let x E L such that VL W(m,x,L) < x. Then x i VL Wm(L) by

(iv). Thus VL Wm(L) ::; x and so W(m,x,L) = Wm(L).

THEOREM 3.12.

Let L be a complete lattice such that 1L is m-inaccessible in L and m an infinite

cardinal. Then the following conditions are equivalent:

i. L is weak m-algebraic.

ii. For every closure operator u : L -+ L} u is m-algebraic if and only if

u is weak m- Tulipani.
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PROOF

74

(i) =} (ii): This follows from Theorem 3.l.

(ii) =} (i): Suppose (ii) holds. By Theorem 3.11(iv), letting a = VL Wm(L) we

have L = (a] U [a) and (a] is a weak m-algebraic lattice. We show a = lL. For

suppose to the contrary that a < 1£.

Claim: For each x E [a), x is m-inaccessible in L.

Proof of the claim: Suppose to the contrary that such x is m-accessible in L.

Then x < lL. Define u : L -t L by setting for each z E L,

{
z, if z < x

u(z) = l L , otherwise

Evidently u is a closure operator on L which is not m-algebraic. However u is weak

m-Tulipani: Let yE 1. If y < x then u(y) = y and also u[W(m, y, L)] = W(m, y, L).

Since W(m,y,L) = W(m, VL W(m,y,L),L) it follows that

W(m, u(y), L) = W(m, Vu[W(m, y, L)], L).
L

The other possibility is that y -/. x. Now y < a implies y < a :S x. Hence we

conclude a :S y, i.e. W(m, y, L) = Wm(L). So

a = VWm(L) =VW(m, y, L) :S Vu[W(m, y, L)]
L L L

and so W(m,VLu[W(m,y,L)),L) = Wm(L). Also as y 1:- x we have u(y) = lL

and so W(m,u(y),L) = Wm(L) also. Hence u is indeed weak m-Tulipani. This

contradicts (ii) and so no such x exists. The claim is proved.

Now suppose that [a)L = {a, Id Then lL is weak w-compact and hence weak

m-compact in 1. But this contradicts a < l L . So there exists x E L with a < x < l L .

As a < x we conclude that x f/. Wm(L), and there exists X ~ L, X m-directed such

that x :S VL X but for each y EX, x 1:. y. Consequently X has no maximum element
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and so VL X is m-accessible in L. But VLX E [a) contrary to the claim. This shows

that a < 1L is false and so a = 1L. But (a]L is a weak m-algebraic lattice, hence L

is a weak m-algebraic lattice.

COROLLARY 3.13.

Let L be a complete lattice and m an infinite cardinal. Then L is a weak m

algebraic lattice if and only if for each closure operator u : L ~ L the following

conditions are equivalent:

z. u is m-algebraic.

n. u is weak m-compact preserving.

m. u is weak m- Tulipani.

PROOF

This follows from Theorem 3.1 and Theorem 3.12.

REMARK 3.14.

In a similar way to the approach of Chapter 2, we can consider the situation

of compact elements rather than weak compact elements in the context of Tulipani

operators. Below we give the relevant definition and results without proof as the

proofs are analogous to those given here.

DEFINITION 3.15.

Let L be a complete lattice and u : L ~ L a closure operator. Then u is an

m- Tulipani closure operator if for each x E L,

C(m, Vu[C(m,x,L)],L) = C(m,u(x),L).
L
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LEMMA 3.16.
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Let L be a complete lattice and u : L -t L a closure operator. Then the following

conditions are equivalent:

z. u is m- Tulipani.

H. For every x E Cm(L) and for every y E L) if x < u(y) then there

exists z E C(m,y,L) such that x ~ u(z).

THEOREM 3.17.

Let L be a complete lattice and u : L -t L an m- Tulipani closure operator. Then

u preserves m-compactness.

THEOREM 3.18.

Let L be a complete lattice and m an infinite cardinal. The following conditions

are equivalent:

z. Every closure operator u : L -t L is m- Tulipani.

H. For every x, y E L) x E Cm(L) and y rt. Cm(L)) we have x ~ y.

zzz. L = (VL Cm(L)]LU[VL Cm(L))L and (VL Cm(L)]\{VL Cm(L)} ~ Cm(L).

THEOREM 3.19.

Let L be a complete lattice and m an infinite cardinal. Then the following condi

tions are equivalent:

z. Every m-algebraic closure operator is m- Tulipani.

H: For every x EL) VLC(m,x,L) < x implies C(m,x,L) = Cm(L).

zzz. For every x, yE L) VL C(m, x, L) < x) Y E Cm(L) implies y ~ x.
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lV. The complete lattice (VL Cm (L)]L is m-algebraic, and L = (VL Cm (L) ]LU

[VLCm(L)h·

THEOREM 3.20.

Let L be a complete lattice such that 1L is m-inaccessible in L and m a regular

infinite cardinal. Then the following conditions are equivalent:

to L is an m-algebraic lattice.

H. For every closure operator u : L --t L, u is m-algebraic if and only if

u is m- Tulipani.
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CHAPTER 4

For a non-empty set M and a closure system 5, E(M) denotes the complete

lattice of all equivalences on M. To every closure system 5 on exp M there cor

responds a closure system e(5) on E(M). If 5 is m-algebraic so is e(5). Closure

systems of the form e(5) are characterised, and a recursive construction of the closure

operator corresponding to e(5) is given. Conditions on 5 which are necessary and

sufficient for e(5) to be a subcomplete lattice of E(M) are presented. For regular m

the m-compact elements of e(5), where 5 is m-algebraic, are characterised in some

situations. In fact this is done in a more general setting.

DEFINITION 4.1.

For a nonempty set M recall that we denote by E(M) the set of all equivalence

relations on M. Given closure system 5 on exp M, we shall call e(5) the set of all

equivalences on a set M, whose equivalence classes are 5-closed subsets of M:

e(5) = {O" E E(M); M/O" ~ 5}.

THEOREM 4.2.

Let 5 be any closure system on a nonempty set M. Then e(5) is a closure system

on E(M). If 5 is an m-algebraic closure system, then so is e(5).

PROOF

Since M E 5, we have M 2 = I\E(M) 0 E e(5). Take 0 # ~ ~ e(5) and let 0" = n~.

Let X E M/O". For any x E X, we have

X=x/O"=n x/ r .
TEE
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Now, for all T E ~, we have X/T E 5. Hence X E 5 also, and so (J" E e(5).

Suppose further that 5 is m-algebraic. Take 0 -I ~ ~ e(5) such that (~,~) IS

m-directed. Let (J = U~. Then (J" E E(M). Take X E M/(J". Then

X=X/(J=UX/T.
'TEE

However, (~,~) is m-directed and so ({X/T;T E ~},~) is also m-directed. Hence

X E 5, and so (J E e(5).

PROPOSITION 4.3.

Let m be any infinite cardinal. Then there exists a set M and a closure system

5 on exp M such that e(5) is m-algebraic, but 5 is not m-algebraic.

PROOF

Using Lemma 1.9(ii) we only need to prove this for m regular. Let

S = {X ~ m EB l;X is hereditary}\{m}.

Then S is a closure system on exp m EB 1 since the intersection of hereditary sets is

always hereditary and if X E S and m ~ X then X = m EB 1, and hence m cannot

be an intersection of sets from S. Let T = m ~ 5. Since m is regular, T must be m-

directed. However UT = m f/. S. Thus S is not m-algebraic, but e(S) = {(m EB 1)2}

is m-algebraic.

DEFINITION 4.4.

Let ~ ~ E(M). We say that E is closed under reconstruction iff E satisfies the

following property: If (J" E E(M) such that for every X E M/(J there exists TEE

with X E M / T, then (J" E E also.

The following proposition characterises closure systems of the form e(S).
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PROPOSITION 4.5.

Let T ~ E(M). Then T is a closure system on E(M), closed under reconstruc

tion iff there exists a closure system 5 on exp M such that T = e(5).

PROOF

(=}:) Define 5 = {X E exp M; there exists T E T and X E M / T} U {0}. It is

easily verified that 5 is a closure system on exp M. We show that T = e(5): Firstly,

let T E T. By definition of 5, we have that X E 5 for every X E M/T, and hence

T E e(5). Secondly, let (7 E e(5). Then for every X E M / (7 there exists T E T with

X E M / T. Hence by closure under reconstruction, we have (7 ET.

({=:) The converse of the proposition follows from the definitions.

REMARK 4.6.

We now present a construction of the closure operator U e on E(M) corresponding

to the closure system e(5).

Fix (7 E E(M). We define a sequence by recursion on the elements of the ordinal

IMI+, as follows: Set 10((7) = (7. Take 0 =I (E !MI+, and suppose that for all,,! with

"! < (E IMI+, an equivalence f,.,((7) E E(M) has been defined such that "!1 ::; "!2 < (

implies 1111 ((7) ~ 1"12((7). Then:

If ( is a limit ordinal, define

1(((7) = U111((7)·
11«

If ( = ~ EB 1, define

00

1(((7) = U{U(X1)2 0 ... 0 u(Xn )2; XI, ""Xn E M/h((7)} ,
n=1

where U is the closure operator on exp M corresponding to the closure system 8.
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OBSERVATION (1):

For all (E IMI+, we have f((a) E E(M), and also for all (1 ::; (2 E IMI+, we

have a ~ f(l(a) ~ f(2(a) ~ ue(a).

OBSERVATION (2):

Suppose there exists (E IMI+ such that f((a) E e(S). Then for all 1] E IMI+,

with ( ::; 1] we have f((a) = f1/(a).

PROOF

We proceed by induction. Take 1] E IMI+, and suppose that for all eE IMI+

with ( ::; e< 1] we have f((a) = fe(a). If 1] is a limit ordinal then

f1/(a) = U fe(a) = U fe(a) = f((a).
~<1/ (~~<1/

On the other hand, if 1] = p EB 1 then fp( a) = f( (a) E e(S) and thus for any

X E M/ fp(a) we have X = u(X). Thus

00

f1/(a) = U{X 2
; X E M/ fp(a)} = fp(a) = f((a).

n=l

OBSERVATION (3):

For any (E IM/+ we have: f((a) = f((en)(a) {:} for every 1] E IMI+ with ( ::; 1]

we have f1/(a) = f((a) = ue(a).

PROOF

Suppose X E M/ f((a). Then X E M/ f((JJ1(a) as f((a) = f((JJ1(a). But, by

definition of f((JJ1(a), we have that there exists Y E M/ f((JJ1(a) such that X ~
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u(X) S;;; Y. Hence, X = Y, and thus X = u(X). Hence, 1((0-) E e(S), and so by

Observation (2), we see that for all 1] E IMj+ with ( ::; 1], we have 11)(0-) = 1((0-). Now

by Observation (1),0- S;;; 1((0-) S;;; ue(o-). But 1((0-) E e(S) implies that ue(o-) S;;; 1((0-)·

Hence the result. The converse follows trivially.

OBSERVATION (4):

There exists (E IMI+ such that 1((0-) = 1((G)1) (0-). 11 M is finite) then we can

choose« IM/o-I ::; IMI·

PROOF

Firstly, suppose M is infinite. Take X E M/o- and let x E X. For all (E IMI+

define X( = x/l((o-). Then Cx = ({X(; (E jMI+}; <;;) is a chain. Suppose Cx

has no greatest element. By Zorn's Lemma, choose r <;; IMj+ to be maximal with

respect to the following property:

((,1] E rand ( < 1]) implies X( C X1)'

Thus r is cofinal with IMI+ and hence If! = IMI+. But then,

IMI ~ IUX(I ~ ifl = IMI+,
(Er

which is clearly impossible. Hence Cx has a greatest element and thus for every

X E M/o- there exists ((X) E IMI+ such that for all 'TJ E IMI+ with ((X) ::; 'TJ, we

have X1) = X((x). Now let ( = sup {((X); X E M/o-}. Since IMI+ is regular, we

have that (E IMI+, and by definition of (, we have that 1((0-) = I(G)1(o-).

Secondly, suppose that M is finite. Let m = IM/0-1 and suppose that 0- C 11 (0-) C

... C Im-1(0-). Thus we have that IMfl1(0-)1 ::; m-I, IM/h(o-)I ::; m - 2, etc.

Especially, IMf Im-l(o-)I ::; m - (m -1) = 1, that is Im-1(0-) = M 2 E e(S). Hence,

by Observation (2) Im-1(0-) = Im(o-).



REMARK 4.7.

By Observation (4) we can introduce the following ordinal:

((5,0") = min{( E IMI+; jc(O") = jC611(0")}'

By Observations (1) , (3) and (4) we have immediately that ((5,0") is the smallest

index ( such that jc (0") = U e ( 0"). Further for M infinite we have that ((5, 0") < IM I+,

and for M finite we have that ((5,0") < IM/O"I ::; IMI. A natural question arises:

Are the upperbounds on ((5,0") given here, the best possible? The answer is "yes",

and in fact something stronger may be proved.

PROPOSITION 4.8.

Let M be any infinite set) and let ebe any ordinal with e< IMI+. Then there

exists a closure system 5 on exp M and 0" E E(M) such that ((5,0") = e.

PROOF

The cases for ebeing a limit or nonlimit ordinal are slightly different. For all

( ::; edefine

AC= {O,l} x {(l, and Bc = (U A7)) U {(O,(EB 1)}.
7)~C

If eis a limit ordinal then define N = Uc« Ac, and if eis a nonlimit ordinal, then

define N = UC$< Ac· In either case we have that 1Nl ::; IMI, and so we regard N as

a subset of M .

• If eis a limit ordinal, then define:

S = {AC; °=/: « 0 U {{(O,()}j °=/: « 0 U {Bc; « 0 U {N,M\N,M,0}

• If ( is a nonlimit ordinal, then define:

5 = {ACi 0 =/: (::; 0 U {{(O,()}j °=/: (::; 0 U {Bc; « 0 U {N,M\N,M,0}



In either case 5 is easily seen to be a closure system on exp M (see diagram that

follows) .

1

o

...........................

• _ ••• 0 ••••••••••••••••••••••••••••••• :.

Ao

etc. I I I etc. etc.

DIAGRAM 4.1.

Further:

• If eis a limit ordinal, then define

• If eis a nonlimit ordinal, then define

Again, in either case we see that u E E(M) and it is easily verified that ((5, u) =(

REMARK 4.9.

A similar construction to that employed in Proposition 4.8, but transferred to

the case for M finite, will show that the upper bound on ((5, u) given for the finite

case is the lowest possible.

With additional assumptions on S it will be shown that it is possible to improve

on the upper bound given for M an infinite set:
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THEOREM 4.10.

If 5 is an m-algebraic closure system on exp M, then for every a E E(M),

e(5, a) :s; m.

PROOF

~,

We may obviously assume that m < IMI+· Take ~ E MI fm(a) and let 0=J Y ~
,':,i

.\\

X such that IYI < m. Now m is a limit ordinal and hence fm(a) = U«m f((a).

Take x E X. Then X = xl fm(a) = U«m xl f((a). Hence for every y E Y we have

that there exists (y < m such that y E xl f(y(a). Define ( = sup {(y; yE Y}. Since

IYI < m and in is regular, we have that ( < m, and Y ~ xl f((a). Hence there exists

Z E MI fm(a) so that u(Y) ~ Z. But then, 0 =J Y ~ X n Z and hence X = Z. So

we have shown that u(Y) ~ X.

Now, Remark 1.13 and Corollary 1.14 we have that 5 is m-algebraic if and only

if S is m-algebraic, and since m is regular we have:

u(X) = U{u(Y); 0 =J Y ~ X and IYI < m}

Thus u(X) = X and hence fmfJJ1(a) = fm(a).

REMARK 4.11.

Let M be an infinite set. Consider the closure system 5 defined in Proposition

4·8 where e= m is an infinite cardinal, m < IMI+. Then S is m-algebraic.

PROOF

Let 0 =J T ~ S such that (T,~) is m-directed. Trivially, we may assume that

N, M, 0, rt T. Notice that 151 = lel = m. Thus we have that ITI :s; m. If ITI < m,

then T must have a maximal element. Hence UT E 5. So suppose ITI = m.
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Then T = W U V, where W = {Bc; Bc E T} and V = {D E T; there exists ( <

m with D S;;; Ad, and:

• Either IWI = m, in which case let r = {(; Bc ET}. Then r is cofinal with

m and thus UT;;2 UcErBc = N and hence UT = N E S .

• Or IVI = m, in which case let L; = {(; there exists D S;;; AC with D ET}.

Then L; is cofinal with m. However, for (, p E L; with ( =I- p, by the m

directedness of T, we have that there exists TJ = TJ((' p) < m such that Hq E T

and AcUAp S;;; Hq. By the cofinality of L; with m we have UT ;;2 U(:;i:PE~ B l1 ((,p) =

N and hence UT = N E S.

So S is indeed m-algebraic, and thus for m regular we see that the upper bound

given in Theorem 4.10, is the best possible. However, using Remark 1.13 and Corol

lary 1.14 once again, we see that for singular m, we also cannot improve on the upper

bound for ((S, 0") given there.

We consider hereafter the complete lattice (e(S), S;;;). For ease of notation this

lattice has been denoted simply by e(S). The atoms of S are precisely the closed sets

u({x} ) where x EM. Also, the least element of e(S) is denoted by Ue (idM ). We find

conditions under which e(S) is a sublattice of E(M). We make use of the following

properties of S which have a strong and interesting influence on the structure of

e(S):

Tl {{ X }; x E M} S;;; S,

P {u({x}); x E M} is a partition on M.

We notice that Tl implies P, and that Tl is quite a strong property of S.
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DEFINITION 4.12.

Let X ~ M. Then define

LEMMA 4.13.

Let S be a closure system on exp M.

z. Suppose that S satisfies property P J and let X ~ M. Then X E S if

and only if Y ~ X for some YES and a(X) E e(S). In this case

X E M/a(X).

ii. S satisfies property P if and only if for every X E S there exists

a E e(S) such that X EM/a.

PROOF

For (i). (::::>:) Evidently a(X) is a reflexive and symmetric relation on M. Suppose

that (a, b),(b, c) E a(X). If (a, b), (b, c) E X 2 then (a, e) E a(X) also. If (a, b) E

u({x}? and (b,e) E u({y})2 then u({x}) n u({y}) =I- 0 and so by property P we

conclude u({x}) = u({y}), which again yields (a,e) E a(X). The last case to check

is (a,b) E X 2 and (b,c) E U({X})2. Then u({x}) = u({b}) = u({e}) ~ X by property

P and the fact that X E S. Hence (a, e) E a(X) and thus we have shown a(X) to

be transitive, i.e. a(X) E E(M). As X E S it follows that X = U{u({x}); x EX},

and thus by property P we have

M/a(X) = {X} U {u({x}); x E M\X}.

(~:) Evidently X 2 ~ a(X). If X E M/a(X) then X E S. So suppose that for

some y E M\X, there exists an x E X such that (x, y) E a(X). By the transitivity
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of o-(X), it follows that for every x EX, (x, y) E o-(X). Pick any x EX. Then

(x,y) E u({Z})2 for some z E M. Thus by property P, u({x}) = u({y}) = u({z}).

It now follows that

X ~ U u({x}) = u({y}).
xEX

However, X contains an element of 5 and so we must have X = u( {y}) E 5.

For (ii). (=?:) Take X E 5. By (i) above o-(X) E e(5) and X E M/o-(X).

(~:) For the reverse implication, let Tx E e(5), for every x E M, such that

u(x) E M/Tx . Define T = nXEMTx' Then T E e(5). Now let x,y E M. Since

x E X/Ty E 5, we have X/Tx = u(x) ~ X/Ty , and thus X/T = nyEMX/Ty = u(x) and

this completes the proof.

COROLLARY 4.14.

Let 5 be a closure system on exp M satisfying property P. Then U e(idM )

U{U(X)2 j xEM}.

COROLLARY 4.15.

Let 51 and 52 be closure systems on exp M satisfying property P. Then e(5d =

e(52 ) if and only if 51 =-52 .

THEOREM 4.16.

Let 5 be a closure system on exp M satisfying property P. Then 5 is m-algebraic

<=} e(5) is m-algebraic.

PROOF

(=?:) The forward implication follows from Theorem 4.2.
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({::::) For the reverse implication let T ~ S such that (T,~) is m-directed.

Then it is easily seen that (~,~), where ~ = {O"(X); X E T}, is also m-directed.

Since e(S) is assumed to be m-algebraic, we have that 0" = U~ E e(S). However,

0" = (U T)2 U ue ( idM ). Using a similar argument to that employed in the proof of

Lemma 4.13(i) we see that UT E M/O", and hence UT E S.

REMARK 4.17.

We introduce the following seemingly unnatural property of 5, but the results

that follow show that it is necessary:

Q : For every X, YES such that X n Y =I- 0 we have that X U YES.

Since the least element of e(S) is ue ( idM ) it follows that e(S) is contained in the

principal filter of lattice E(M) generated by ue ( idM ).

THEOREM 4.18.

Let S be a closure system on exp M satisfying property P. Denote by F the

principal filter of E(M) generated by ue(idM ).

z. If e( S) is a sublattice of E(M) then S satisfies property Q.

n. IfS is w-algebraic and satisfies property Q, then e(S) is a subcomplete

lattice of F.

PROOF

For (i). Take X, YES such that X n Y =I- 0, and let 0" = O"(X) Ve(S) O"(Y). Then

it is easily seen that 0" = O"(X) VE(M) O"(Y) = (XUy)2U ue (idM ) = O"(XUY). Thus,

by Lemma 4.13(i), we have that X U YES.
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For (iii). Take ~ ~ e(5) and let (J = VF~' If ~ = 0, then (J = ue ( idM ) E e(5).

So let ~ =1= 0. Then (J = VE(M)~' Take X E M/(J and a finite Y = {Yll ... ,Ym} ~ X.

Take Yi, Yj E Y where i =1= j. Since Yi(JYj there exists a sequence Yi = aO(Jlal .. ·(Jnan =

Yj where, for each k = 1, .. , n, we have (Jk E ~ and necessarily, ak E X, for all

k = 0, ... , n. However, for each k = 1, .. , n, we have ak-l E ak/(Jk E 5. Thus

we have that Uk=l(ak/(Jk) E 5. Hence we have shown that for i,j E {1, ... ,m}

where i =1= j, there exists Xi,j ~ X such that Yi, Yj E Xi,j E 5. Especially, Y ~

X 1.2 U ... U Xm-1,m E 5, and so u(Y) ~ X. However, since 5 is algebraic, we have

that u(X) = U{u(Y); 0 =1= Y ~ X and Y is finite}. Hence u(X) = X, that is X E 5.

Thus (J E e(S).

COROLLARY 4.19.

Let 5 be a closure system satisfying property p} and let F denote the principal

filter of E(M) generated by ue ( idM ).

z. e(S) is a subcomplete lattice of F if and only if S is w-algebraic and

satisfies property Q.

zz. If 5 is w-algebraic} then e(5) is a sublattice of E(M) if and only if

e(S) is a complete sublattice of F if and only if 5 satisfies property

Q.

PROOF

This follows directly from Theorem 4.18.

COROLLARY 4.20.

Let 5 be any closure system on exp M. Then (e(5)} ~) is a complete sublattice

of E(M) if and only if 5 is w-algebraic and satisfies both properties T1 and Q.
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PROOF

Notice that S satisfies property T1 if and only if idM E e(S) if and only if

ue(idM ) = idM if and only if the principal filter of E(M) generated by ue(idM )

is the whole of E(M).

(::::}-:) Since idM = VE(M) 0 = V(e(S),r;} 0, we have that idM E e(S) and thus S

satisfies T1 . Since T1 implies P we have by Corollary 4.19(i) the proof is complete.

({::::) For the reverse implication Corollary 4.19(i) implies that (e(S),~) IS a

subcomplete lattice of ([ue(idM )),~) = E(M).

REMARK 4.21.

We define a local property of closure systems on E(M) which allows us to work

quite freely with the equivalence classes. We will use T to denote an arbitrary closure

system on E(M). UT denotes the corresponding closure operator. The least element

of the complete lattice (T,~) is denoted by iJ. We define:

S(T) = U{Mja; a E T} U {0}.

It is easily verified that S(T) is a closure system on exp M with the property P.

Trivially, T ~ e(S(T)). For X E S(T) we define:

Obviously E(X) E E(M).

DEFINITION 4.22.

Let T be a closure system on exp M. T is said to be local if and only if the

following properties hold:

(a) For every X E S(T), we have E(X) E T, and
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(b) For all (7 E 7 and P E E(M), if P~ (7 then:

REMARK 4.23.

Suppose that 7 is a closure system on E(M) satisfying the property (i) of Defi

nition 4.22 above. Let a E 7 and pE E(M) with P ~ a. Define

(a). It is easily verified that P ~ T ~ UT(p) ~ a. It is also true that for every

X E 3(7), UT(p n E(X)) ~ E(X).

(b). Further, T E E(M): the reflexivity and symmetry of T is immediate. Suppose

that XTy and yTZ. Then there exist U, V E Mla such that (x,y) E UT(P n E(U))

and (y, z) E UT(p n E(V)). If x{)y, then, as {) ~ UT(p n E(V)), it follows that XTZ.

Similarly, if y{)z, then XTZ. Suppose then that (x,y) tt {) and (y,z) tt {). Then

(x, y) E E(U)\'19 = U2
, and (y, z) E E(V)(V)\'19 = V2 • Thus U = V and so xrz.

(c). We show that

Let X E Mlr. Since r ~ (7, there exists YE Mla such that X ~ Y. Let a, bE X.

As aTb, there exists Z E Mla such that (a, b) E UT(p n E(Z)) ~ E(Z). Then,

either a{)b or a, b E Z. The latter case yields Y = Z and so in either case we

must have (a, b) E UT(p n E(Y)). Hence, X 2 ~ UT(p n E(Y)). Thus there exists

WE MjuT(p n E(Y)) such that X ~ W. But UT(p n E(Y)) ~ r, and so there exists

X' EMIT such that X ~ W ~ X'. Since both X,X' E Mlr, it follows that X = X'
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and so X = W, i.e. we have shown that

and one inclusion follows. For the converse, let X E (M/UT(pnf(Y)))\(M/{}), where

Y E M/a. Since {} ~ UT(p n f(Y)), it follows that for each x E X there exists y E X

such that (x, y) et {}. Thus (x, y) E UT(p n f(Y)) ~ f(Y) = y 2 U {}. Hence x, y E Y,

i.e. X ~ Y.

Now it is immediate that X 2 ~ T, i.e. there exists Z E M / T such that X ~ Z.

Hence by the inclusion that has already been proved, there exists W E M/a such

that Z E M/UT(p n f(W)). Again, for every x E X there exists y E X such that

(x,y) et rJ. Hence, X ~ Wand so W = Y. It then follows that X = Z, and the

converse inclusion has been proved.

We now provide an example of a local closure system on E(M):

EXAMPLE 4.24.

Let 5 be a closure system on exp M satisfying property P. We show that T =

e(5) is a local closure system on E(M). Firstly, Lemma 4.13(ii) yields 5(T) = 5.

Also, f(X) = a(X), where a(X) is as defined in Definition 4.12. Hence, from Lemma

4.13(i), f(X) E T for each X E 5. Consider the second condition of Definition 4.23.

Again we use the notation of Remark 4.23. It is immediate from part 3 of Remark

4.24 that each T-equivalence class must be 5-closed, and thus T E e(5) = T. Hence

T = UT(p) and T is a local closure system on E(M).

LEMMA 4.25.

Let T be a local closure system on E(M). Then:

i. Let a, {3 E T, let 0 =I- 5 ~ M/a and suppose that (3 ~ U{f(X); X E
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(M/a)\S}. Then

Especially,

U{E(X); X E S} E T.

ii. Let p E E(M) and let X E (M/uy(p))\(M/{}). Then there exists

YE M/p such that 2:::; IYI and Y ~ X.

iii. For every p E E(M) we have

I(M/uy(p))\(M/{})I:::; I(M/ p)\(M/idM)I·

PROOF

(i) Let p = (3 u U{E(X); X E S}. Then p E E(M) and p ~ a E T. Hence by the

second property of Definition 4.22, we have:

Now, if X E S, then p n E(X) = E(X), and hence uy(p n E(X)) = E(X). If X E

(M/a)\S, then p n E(X) = (3 n E(X) ET. Thus uy(p n E(X)) = (3 n E(X). Hence we

have:

Uy(p) - U{(3 n E(X); X E (M/a)\S} UU{E(X); X E S}

- ((3 nU{E(X); XE(M/a)\S})UU{E(X); XES}

- (3 UU{E(X); X E S}

= p.

Thus pET. Now letting (3 = {} we have immediately that U{E(X); X E S} E T

also.
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(ii) Suppose that for every Y E Mj p with Y ~ X, we have IYj = 1. Let

a = U{E(Z); Z E (MjuT(p))\{X}}.

Then P ~ a and a E 7 by (i), above. However, then the choice of X yields a C UT(p)!

This is impossible, and hence the result.

(iii) This follows directly from (ii).

DEFINITION 4.26.

Let 7 be a local closure system on E(M). Then for each X E 5(7) we define:

REMARK 4.27.

If 5 is a closure system on exp M with property P, then for each X E 5 (e(5)) =

5, we have

de(s)(X) = min{IYli Y ~ X and us(Y) = X}.

LEMMA 4.28.

Let7 be a local closure system on E(M). Letp E E(M) andX E (MjuT(p))\(MjiJ).

Then:

dT(X) ~ L;{!ZI; Z E Mj p, Z ~ X, 2 ~ IZI}.

PROOF

Let W = U{Z E Mj Pi Z ~ X and 2 ~ IZI}. By the second condition of

Lemma 4.25, W =I 0. Now for some V ~ X we have UT(W2 U idM ) = E(V). Let

p = c(V) U U{E(Z); Z E (MjuT(p))\{X}}. Then p ~ p ~ UT(p) and from the
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first condition of Lemma 4.25, we have that pET. Hence p = UT(p), and we have

E(X) = E(V). Hence the result follows from the definition of dT(X).

REMARK 4.29.

The lattice E(M) is easily seen to be an w-algebraic lattice, and therefore also

n-algebraic for each infinite cardinal n. The following results characterise the m

compact elements of E(M).

LEMMA 4.30.

Let m be singular and p E E(M) be m-compact. Then there exists n regular)

n < m such that p is n-compaet.

PROOF

Since E(M) is w-algebraic, it implies that p = VE(Md cri; i E I} where cri are

w-compact in E(M). But p is m-compact in E(M) and hence we may, without loss

of generality, assume 111 < m.

Let n = (w.lll)+ < m as m is a limit cardinal. We show p is in fact n-compact. Let

p ~ VE(M) {Tj; j E J}. Then for each i E 1, cri ~ VE(M) {Tj; j E J} and as cri is

w-compaet we have

cri:::; V {Tj; j E Jd where Ji ~ J and IJil < w.
E(M)

Consequently,

p < V{V {Tj; j E Ji ; i E I}
E(M) E(M)

V (U{Tj; j E Jd)·
E(M) iEI
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Further,

IU{Tj; j E Jdl < w·lfl
iEI

n,

as required.

LEMMA 4.31.

Let m be a regular cardinal and p E E(M). Then p is m-compact if and only if

the following two conditions hold:

i. I(M/p)\(M/idM)1 < m,

ii. For all X E M/p, IXI < m.

PROOF

(=?:) Let p E E(M) and p m-compact. For all X E (M/p)\(M/idM), let (jx =

X2 U idM. Now we prove that p = U{(jx; X E (M/ p)\(M/idM)}. For let x =1=

y, (x,y) E p implies that {x,y} ~ X E (M/p)\(M/idM). Hence (x,y) E (jx

and so (x,y) E U(jx. Suppose that (x,y) E U(jx. This implies that (x,y) E

(jx, for some X E (M/p)\(M/idM). Thus {x,y} ~ X E M/p. Hence we have

(x,y) E p and we have thus shown that p = VE(M){(jX; X E (M/p)\(M/idM)}.

But by the m-compactness of p we have that p = VE(M) {(jx; X E A}, where

A ~ (M/p)\(M/idM) and IAI < m. But then it means that A = (M/p)\(M/idM)

and so I(M/ p)\(M/idM)1 < m and condition (i) holds.

For (ii) let X E (M/ p)\(M/idM). Take a, bE X, a =1= b. Define T{a,b} = (p\X 2 ) U

{a,bp U idx · But then we have that p = U{T{a,b}; {a,b} ~ X, a =1= b}. Thus we
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have:

!{T{a,b}; a, bE X, a i- b}1 < m

I{{a,b}; a,bEX, ai-b}1 < m,

and so IXI < m.

({=:) Suppose that p satisfies conditions (i) and (ii). Let p::; VE(MdO"i; i E I}.

This implies that for all X E (Mjp)\(MjidM), X 2 ~ p and so X 2 ~ VE(M){O"i; i E

I}. Take a,b E X, ai-b. Then (a,b) E VE(M)'E(a,b) where 'E(a,b) ~ {O"i; i E I}

and 1'E(a,b) I < w. Thus we have that IU{'E(a,b); a, b E X}I < m by (ii). Let 'Ex =

U{'E(a,b); a,b E X}. Then l'Exl < m and X 2 ~ VE(M) 'Ex. Thus we have that p ~

VE(M)(U{'E X ; X E (Mjp)\(MjidM)}) and IU{'Ex; X E (Mjp)\(MjidM)} I < m

(by the regularity of m) and so p is m-compact.

THEOREM 4.32.

Let m be an infinite cardinal and pE E(M). Then p is m-compact if and only if

for some regular n ::; m the following conditions hold:

i. I(Mjp)\(MjidM)1 < n J

ii. For all X E Mjp we have IXI < n.

PROOF

(=}:) Take p m-compact. If m is regular, by Lemma 4.31 we can take n = m.

If m is singular, then by Lemma 4.30 there exists a regular n < m such that p is

n-compact. Hence by Lemma 4.31(i) and (ii) hold for this n.

({=:) Suppose p satisfies (i) and (ii) for some regular n ::; m. Then by Lemma

4.31 p is n-compact and as n ::; m, p is m-compact also.
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LEMMA 4.33.

Let T be a local closure system on E(M) and let fJ ET. Then fJ is the T -closure

of an m-compact element of E(M) if and only if there is an infinite regular cardinal

n ::; m such that the following conditions hold:

z. I(M/fJ)\(M/19)1 < n,

n. For every X E (M/fJ) we have dT(X) < n.

PROOF

(::::}:) Let fJ = UT(p), where P is an m-compact element of E(M). Then, by The

orem 4.32, there exists an infinite regular cardinal n ::; m such that conditions (i)

and (ii) of Theorem 4.32 hold. Condition (i) above is a consequence of Lemma 4.25

(iii), and condition (ii) above follows from Lemma 4.29 and from the regularity of n.

({=:) Suppose fJ satisfies both conditions (i) and (ii) above. For each X E

(M/fJ)\(M/19) take Yx ~ X such that IYxl = dT(X) and such that f(X)

uT(Yl U idM ). Then by Theorem 4.32, and the conditions (i) and (ii) above we

have

P = idM U U{Y;; X E ((M/fJ)\(M/19))},

is an m-compact element of E(M). However, since T is a local closure system,

UT(p) U{UT(p n f(X))i X E M/fJ}

U{UT(Y; U idM)i X E M/fJ}

U{f(X); X E M/fJ}

fJ.
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THEOREM 4.34.

Let T be an m-algebraic local closure system on E(M)) and let n be a cardinal

such that in ::; n. Then 0" E T is an n-compact element of T if and only if there is

an infinite regular cardinal I ::; n such that the following conditions hold:

~. I(M/O")\(M/19)1 < l)

n. For every X E (M/O") we have dT(X) < l.

PROOF

(:::}): Let 0" E T be n-compact in T. Then as E(M) is an m-algebraic lattice it

follows from Theorem 2.31 that 0" is the T-closure of an n-compact element of E(M).

The result now follows from Lemma 4.33.

(~): It follows from Lemma 4.33 that 0" is the T-closure of an n-compact element

of E(M). But by Theorem 2.8, and the fact that T is m-algebraic we have that 0" is

n-compact in T.

REMARK 4.35.

We show that in general, the assumption of the m-algebraicity of T cannot be

omitted in Theorem 4.34: Let R be the real line and let S be the set of all closed

intervals of R. Then S is a closure system on exp R with property T1 and hence

property P. Thus e(S) is a local closure system on E(M), but it is easily verified

that S is not an w-algebraic closure system on R. Take 0" = idR U [0,1]2 E e(S). For

i = 2,3, ... define O"i = idR U [0, 1- i]2. Then for each i = 2,3, ... , we have O"i E e(S).

Now

0"= V{O"i; i=2,3, ... },
e(S)
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and for each finite nonempty F ~ {2, 3, ... } we have:

a # Uai = V{ai; i E F}.
iEF e(S)

Therefore a is not an w-compaet element of e(S). Nevertheless,

I(R/a)\(R/idR)1 = 1,

and also

for every X E R/a we have de(s)(X) ~ 2.

This shows that the assumption of the m-algebraicity of T in Theorem 4.34

cannot be made weaker.

COROLLARY 4.36.

Let m be regular and let S be an m-algebraic closure system on exp M satisfying

property P. Then a E e(S) is m-compact if and only if the following conditions hold:

z. I(M/a)\(M/O)1 < m

H. For every X E M/a we have de(s) < m.

PROOF

By Theorem 4.2, e(S) is m-algebraic and by Example 4.24, e(S) is a local closure

system on E(M). As m is regular we may now apply Theorem 4.34.



102

NOTES ON REFERENCES

It is the aim of these notes to explain the relevance of the following list of refer

ences. Papers [6], [7], [8], [9], [10], [14], [15], [16], [17], [18], [19], [20] and [21] have

been studied extensively to form the core of this thesis. However, almost all the

results in these papers have been revised and adjusted to present a new viewpoint of

this field. It is therefore unrealistic to acknowledge the authers of individual results

and for this reason this note has been appended.

Chapter 0 makes use of [2], [3], [4], [5] and [11] to provide the terminology,

notation and preliminary results required for the other chapters.

Chapter 1 looks at [21] from a different viewpoint in which the concept of m

compactness is replaced by the concept of weak m-compactness. The advantage

of this is that elegant results arise for which the regularity/singularity of infinite

cardinals do not have to be considered separately as in [21]. Preprint [7] is included

in this chapter.

Chapter 2 is the analogue of Chapter 1. This chapter looks at [17], [18], and

[21] presenting the counterexamples for the various results of Chapter 1 that do not

follow through for m-compactness where m is singular.

Chapter 3 summarises [16]. However, the definition of an m-Tulipani closure

operator has been adjusted to yield the definition of a weak m-Tulipani closure

operator. This coincides with the trend of Chapters 1 and 2. Theorem,3.12 is a

stronger version of Theorem 3.13 which is proved only for the regular case in [18].

Chapter 4 describes and summarises certain relevant results from [8] and [9].

All the other references listed in the table of references have been studied to



provide the background knowledge pertaining to this field of study.
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