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Abstract

“Scrence mus/t geyz'n with my/gs, and wilh the crilicism of my/fs 7
Sir Karl Popper

Consideration of almost any geomorphology textbook will show the
fundamental argument that in cold environments mechanical weathering
processes, usually freeze-thaw, will predominate and thatchemical weathering will
be temperature-limited, often to the point of non-occurrence. These basic
concepts have underpinned geomorphology for over a century and are the basis
for the development of many landforms in periglacial regions. With the
introduction of data loggers so field data became more readily available but, sadly,
those data were not of a quality to other than justify the existent assumptions and
thus did little more than reinforce, rather than test, the nature of our understanding
of cold region weathering. Factors such as rock properties were dealt with to a
limited extent but rock moisture was all but ignored, despite its centrality to most
weathering processes. Here the results of field studies into weathering in cold
regions, coupled with laboratory experiments based on the field data, are
presented. An attempt is made to overcome the shortcomings of earlier studies.
Temperature, moisture and rock properties have all been considered. Processes
were not assumed but rather the data were used to evaluate what processes were
operative. The resuits, both in terms of weathering process understanding per se

and of its application to landform development, significantly challenge our long-

held perceptions.
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Information is presented that shows that it is not temperature, but rather
water, that is the limiting factor in cold region weathering. Indeed, in the absence
of water, many cold environments have aftributes akin t0 a hot desert. The
relevance of this is that weathering processes other than freeze-thaw may play a
significant role and that in the presence of water chemical weathering can play a
far greater role than hitherto thought. Overall, the whole concept of zonality with
respect to weathering is questioned. Finally, the attributes of weathering are put
within the context of landform development and questions raised regarding the
origin of some forms and of their palaeoenvironmental significance. Attributes of
periglacial, glacial and zoogeomorphic processes and landforms in present and

past cold environments are also presented.
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Chapter 1

Introduction

“jir:!f gef your /acfd, L‘Iwn you can cJt'dtorf fAem. af your &fdure.

War!z jwczin

The work presented in this thesis is primarily aimed at a consideration of
mechanical weathering in cold regions, with a special emphasis on the role of
freeze-thaw, and on the Antarctic region in particular. The questions raised are
not new, others such as Grawe (1936) brought attention to the unquestioned
assumption of the role and efficacy of freeze-thaw weathering in cold regions,
whilst such as Warren (1914a) long ago discussed the meaning and validity of
laboratory undertakings. Yet, as will be shown by multiple quotations presented
below, the bulk of texts today still rely on freeze-thaw weathering as an
explanation for landforms and sediments in cold regions. In an attempt to ‘set the
scene’ a brief discussion will be presented regarding what is meant by the term
“weathering” and this is followed by a more focussed consideration of freeze-thaw
weathering in particular. As the whole of the thesis is in the context of ‘cold
regions’ a discussion is presented as to exactly what this may, or may not, mean.
In truth, once considered, it became apparent that it was very difficult indeed to
find any universally acceptable way of defining a ‘cold region’. Then, to create a
foundation against which the presented papers can be viewed, extensive
quotations from a wide range of literature are given. As noted above, it will be
seen that the overwhelming consensus is the assumed role of freeze-thaw
weathering in cold regions as the main cause of non-glacial landforms and

sediments.



1.1 Weathering

Weathering includes all those processes which cause disintegration and alteration
of rock in the upper part of the Earth’s crust (Ollier, 1984). Itis possible, however,
to distinguish those that require movement - abrasion and erosion - from those
that involve in situ chemical or physical changes. It should be noted that Chorley
et al. (1984) state that the break up of rock in situ is impossible in so far as some
movement must always take place. They assert that as weathering occurs within
a gravity field there has to be a component of mass movement involved. Patently
weathering must involve some movement; the springing apart of rock during
dilatation, the movement of molecules during solution, the propagation of a crack
due to salt or ice crystal growth all have movement implicit within them. However,
weathering does occur in place without the requirement of a moving medium (e.g.
ice, water, wind) to facilitate its operation. Yatsu (1988, p.2) concludes with a
working definition very similar to that employed here: "Weathering is the alteration
of rock or minerals in situ, at or near the surface of the earth under the conditions

that prevail there."

Weathering produces changes at a local level, altering or breaking rock. The
action of erosion and transport upon this modified material then produces actual
landforms.  The physical (or ‘mechanical’) weathering of rocks results in
progressive, but probably non-linear (Colman, 1981), fragmentation without
chemical alteration of the mineral components, whilst chemical weathering, on the
other hand, causes decomposition of the rock, culminating in new mineral forms
which have less free energy (Curtis, 1976). Biological (or 'biotic') weathering does
not really constitute a separate entity, but is rather a subset of the other two
groups and comprises biologically - induced mechanical or chemical weathering
processes. These three principal processes (chemical, mechanical, and

biologically-induced weathering) are inextricably linked together in a variety of



ways.

Weathering is a major factor in both the natural and the anthropogenic landscape,
and it exerts an influence in a number of ways. Whilst weathering does not itself
produce landforms, it has an intimate association with a number of specitic
features. For instance, small depressions on horizontal or vertical surfaces of
boulders and cliffs in many cold environments are variously referred to as
"weathering hollows" (Juckes, 1969) or "weathering pits" (Watts, 1983a & b;
Samuelsson and Werner, 1978; Fahey, 1986), with the term "cavernous
weathering" being used as both a verb and a noun (Calkin and Cailleux, 1962;
Mercer, 1963). For the formation of features such as these two stages are
necessary - firstly weathering to breakdown and/or transform the material in situ,
and secondly the removal of the debris to give the hollow. Recognition of this is
important, for the mechanism of debris removal, even by as straightforward a
process as gravity fall, is an intimate a part of the formation of that feature as is
the weathering. However, in the case of weathering pits or hollows much
emphasis has been placed upon the weathering processes (e.g. Mustoe, 1982)

but far less on the mechanism of debris removal.

A further result of transporting weathering products is that they must be deposited
elsewhere, which may result in the formation of landforms composed of weathered
material. Forinstance, Gordon and Birnie (1986), from a study on South Georgia,
show how talus and talus-related forms, gelifluction features, rock glaciers, and
supraglacial debris supply, together with the ensuing morainic landforms, are all
associated with the provision of material due to weathering of the available
bedrock. Itis shown that the rate of debris supply, which helps control the degree
of landform development, is related to the type and amount of weathering that has
taken place. Transportis required for, and is an intimate part of, landform creation

but the origin of the formative material is weathering, without which none of the
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listed features could have been produced.

1.2 Freeze-thaw Weathering

Here is considered weathering that takes place due to the freezing and thawing
of water. Water is central to the process and in its absence, although
temperatures may be conducive, this form of weathering cannot take place. Some
confusion often arises as a result of, so-called, freeze-thaw cycles being
monitored with respect to air temperatures and these being adjudged
representative of what is taking place in the rock. In fact, thawing of saline
solutions inside of rocks will occur at sub-zero temperatures, the exact value of
which is a function of the salt and the solution molarity. Equally, the freezing point
will also be depressed due to the presence of salts such that temperatures will
need to be below 0°C before freezing will occur. Pore size also exerts an
influence on freezing temperature, with lower temperatures required for freezing
to occur in smaller pores. In addition, as has already been mentioned, air
temperatures may bear little or no relationship to rock temperatures due to such
factors as the influence of incoming solar radiation. Thus, overall, in order to fully
justify the occurrence of freeze-thaw weathering, knowledge of the presence of
water within the rock is required as too is some manner of deducing whether

freezing and thawing of that water actually took place.

The terms "microgelivation" (small-scale frost weathering) and "macrogelivation”
(large-scale frost wedging) are also used by some authors following their initial
usage by Tricart (1856). The former operates independently of geological
structure and results in the breakdown of sound rock into particles that range in
size from silt to fine gravel. The latter exploits pre-existing structures such as

joints and bedding planes and results in the production of clastic debris of variable
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size. The actual manner whereby "freeze-thaw" causes rock breakdown is still far
from clear, but there are a number of major theories each of which may operate
at some time or in some rock with the same overall effect. The main ideas have
been summarised by McGreevy (1981) and Ugolini (1986). The actual application
of any one of the available mechanisms is largely constrained by our knowledge
of the controlling factors, e.g. rock temperature, rate of fall of temperature,
moisture content, solute chemistry, moisture distrib_ution within the rock, pore size,
tensile strength of the rock, and the synergistic operation of other processes.
Later it will be seen that it is our lack of these fundamental data which is a
stumbling block to our understanding of the operation of freeze-thaw in Nature; the
discussions regarding moisture content and rock temperatures by McGreevy and

Whalley (1985 and 1982 respectively) outline some of these basic problems.

The recent hypotheses of Hallet (1983), Walder and Hallet (1986) and Tharp
(1987) regarding the mechanism of frost wedging, as with the earlier idea of
Powers (1945), rely on the effects of unfrozen water. However, as the process is
'driven’ by the formation of ice during the freezing phase and the destructive
forces are relieved during ice melt in the thaw phase, these processes are still
considered as a function of "freeze-thaw". Various recent studies point out the
inter-connectivity of freeze-thaw with other mechanical (and chemical) processes,
namely salt weathering (e.g. Williams and Robinson, 1981; McGreevy, 1982) and
wetting and drying (e.g. Mugridge and Young, 1983). Thus it may be appreciated
that freeze-thaw is a complex process with many questions still unanswered, but
that its central theme is that of the freezing and thawing of water within rock, the
effects of which are, in some manner, to cause weakening and possible ultimate

failure of that rock.

A special type of frost weathering is that of "frost bursting" (Michaud, et al., 1989)

whereby rocks are said to fail in an explosive manner due to strains imposed by
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freezing.  Frost bursting (termed ‘'éclatement’ by Lautridou, 1985) was
mathematically justified by Bertouilie (1972) but has been little noted outside of the
study of Michaud et al (1989). This mechanism requires that the rock be
sufficiently strong such that the hydrostatic pressure developed in pores and
cracks under freezing conditions allows strain energy to be stored until the release
of this energy takes place in an explosive manner, thereby shattering the rock. A
rapid rate of freezing is thought to seal the rock to produce a closed system which,
as water cannot be extruded, can ultimately lead to a dramatic failure of the rock.
This explosive release of energy is said to disperse the gelifracts so producing a

'frost burst feature'.

1.3 What is a 'Cold Environment'?

Intuitively it would appear easy to decide if a particular environment is ‘cold’. In
the context of low temperature weathering, attention cannot be limited to polar and
high alpine regions. Many temperate areas have winter temperatures low enough
to have a marked effect on weathering processes and rates. Climatic
classifications (see Table 6.2 of Oliver, 1973) such as those of Képpen (1923),
Thornthwaite (1948), Miller {(1951) or Strahler (1969) are of limited use in
determining the distribution of cold climates for present purposes. For exampie,
in Képpen's classification there are "frost climates” with the warmest month
between 0°C and 10°C and "cold boreal forest climates" which experience a
coldest month below -3°C and the warmest below 10°C. Whilsta complex scheme
when fully applied (see Petterssen, 1958) it does, nevertheless, have somewhat
arbitrary temperature limits based upon a variety of criteria which are far from
precise (Barry and Chorley, 1971) and which are not related. in any direct manner,

to weathering. Later classifications are more rigorous but, based as they are on
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environmental features relevant to plant growth, have, despite the attempts by
such as Wilson (1969), limited use for the determination of geomorphic processes.
Climatic classifications such as those cited above do not readily account for
situations where cold-based processes can be expected for part of the year. In
such environments the climate is not characterised by cold but, in terms of

weathering, it constitutes a major element for part of the year.

Burdick, et al. (1978), in a consideration of cold region engineering in the Northern
Hemisphere, su-ggest that the southern limit of cold should be considered as 40°N.
They note that climatologists utilise the isotherm for the average temperature of
the warmest month being above 0°C but not above 10°C to identify the southern
boundary. Alternatively, some engineers in the U.S.A. use the 150-300 mm depth
of frost penetration or soil freezing to derive a southern boundary. However,
neither of these methods satisfies the problem of characterising areas where
cryogenic weathering operates. According to Burdick, et al. (1978, p.1) a more
‘practical definition' of a cold environment could be one based upon the design
and operation requirement essential to the maintenance of the industrial and
social economy. In other words, if a city or state needs to spend large sums of
money to facilitate snow removal then that place is situated in a 'cold region'. This
is clearly an approach suited to urban environment fiscal practice, but it could be
modified to shift the emphasis from snow removal to that of building codes
requiring frost protection as the distinguishing criteria. Even then, this is an
approach more applicable to buildings than landforms, and many marginal areas

may still not be recognised.

Engineers offer other methods, some elements of which are useful for the
evaluation of weathering. Forinstance, such factors as 'degree-days, ‘airfreezing
index’, 'surface freezing index’, ‘mean freezing index’, thawing index' (Oliver,

1973), 'frostindex' (Nelson and Outcalt, 1983), 'frost days', 'ice days', 'freeze-thaw
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days' (Wexler, 1982), and the 'frost number' (Nelson and Qutcalt, 1987) can all be
calculated for any given area or locality. The freezing index, a measure of the
combined duration and magnitude of below freezing temperatures, can be used
to calculate the depth of ground freezing and may be useful for estimating the
potential for weathering. Johnson and Hartman (1971) produced maps of the
Northern Hemisphere to show freezing indices and thawing indices, as too did
Corté (1969). Afurther refinement, the 'design-freezing-index’ (cumulative degree
days of air temperature below 0°C for the coldest yéar ina 10 yr cycle) is another
manner by which the possible frost hazard can be expressed. Conversely, the
length of the 'freeze-free season' (Schmidlin and Dethier, 1986) could be
calculated, and the shorter this season the greater is the potential for damage
from frost related processes. These sorts of indices are particularly useful for
highway design and can give a good estimate of probable damage to such as
roads (see Johnson, 1952 for a review of techniques and applications). However,
the above techniques give no information regarding the frequency, duration or

amplitude of freezing and thawing events.

Although not an expression of a cold climate, freeze-thaw is a component that is
of particular significance to weathering studies. Some areas, such as continental
Antarctica, may suffer prolonged low temperatures but few freeze-thaw cycles (but
see McKay and Friedmann, 1985). Conversely, other regions may not attain a
particularly low temperature but will experience substantial across-freezing
oscillations. Brochu (1986) even suggests that the "periglacial zone" should be
defined upon the basis of a minimum of 10 freeze-thaw cycles per year (averaged
over 10 years), However, as Washburn (1979, p.71) points out, a measure of how
many times air temperature crosses the freezing pointis not an adequate measure
of its effectiveness. What is required for weathering studies is a measure of the
amplitude, duration, rate of change of temperature and frequency of sub-zero

events actually on and in the material concerned (Russell, 1943), plus some
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evidence as to whether freezing actually took place. Surface temperatures are
often radically different from those of the air due to the effects of insolation
(Taylor, 1922; Souchez, 1967) and so normal meteorological screen data are of
but limited value. However, with only a few exceptions, it is this standard

meteorological data that is normally used to evaluate freezing and thawing.

Arndt (1943) monitored the number of freezing and thawing cycles in the air and
at the top and bottom of a concrete pavement over a period of five years. He
defined the cycle limits as -0.56°C (31°F) and +0.56°C (33°F) but did not assess
if freezing actually took place. In a like manner Swanberg (1945) also monitored
temperatures of the air, top and bottom of a slab and at various depths down to
1.52m (60 inches) and calculated the number of freeze-thaw cycles roads and

pavements might be subjected to.

The above studies were not however directly concerned with weathering
processes. More recently a number of geomorphological studies have attempted
to relate the number of freeze-thaw cycles to weathering or other geomorphic
processes (e.g. Herschfield, 1974). Amongst the more notable are those of Cook
and Raiche (1962) for Resolute (N.W.T., Canada) and Fraser (1959) for the whole
of Canada, and Russell (1943) and Visher (1945) for the U.S.A. In a similar
fashion, Hewitt (1968) investigated freeze-thaw frequencies for the Karakoram
Himalaya, Mathys (1974) for the Jungfrau in Switzerland, and Barsch (1 977) for
the Swiss Alps. More recently, Herschfield (1974, 1979) analysed the number of
freeze-thaw days for 1300 weather stations in the U.S.A. and related them to the
amount of road damage that took place. A freeze-thaw day was defined as one
within which air temperature crossed 0°C and then returned to the original side.
However, all of these studies relied upon air temperature records for the
determination of freeze-thaw frequency. In addition, a variety of criteria were used

for defining a freeze-thaw event. For example, Hewitt used three crossings of 0°C,



10

Fraser a rise to 1.1°C (34°F) following a drop to -2.2°C (28°F), Russell a freeze
at -2.2°C (28°F) following a thaw at 0°C (32°F), Visher the range -3.9°C (25°F) to
1.7°C (35°F), whilst Cook and Raiche analysed their data accerding to each of the
criteria of Russell, Fraser and Visher. The number of freeze-thaw cycles varies
enormously dependent upon the criteria adopted, with (for the same period) 15
according to the definition of Russell, nine for that of Fraser and only three when
following Visher. This problem of the band width of the cycle markedly influencing
the perceived number of freeze-thaw cycles was also noted by Walton (1982)
where an increase in band width from -0.5/+0.5°C to -1.0/+1.0°C for soil
temperatures roughly halved the number of cycles recorded. Based upon
available American studies, Schmidlin et al. (1987) undertook an analysis of
freeze-thaw days in the U.S.A. and recognised such complicating factors as
altitude, longevity of snow lay and the height of the shelter used for the recording
instruments. Despite the multiplicity of hazards they conclude that freeze-thaw
days should be determined by a minimum temperature of -2.2°C (or less) during
any given day and a maximum of 0°C {or greater) in an instrument shelter at 1.5m
above the ground. However, as important as the defining of cycle parameters is,
in the absence of actual monitoring of freeze and thaw in soil, rock or building
material, analyses of air temperatures provide at best only a poor guide to

temperatures on or in the medium under study.

Ground, rock or building material temperatures are influenced by their albedo,
incoming and outgoing radiation, and insulation by vegetation or snow. The
inadequacy of air temperature data has been shown by Hall (1980a) where
insulation provided by a snow cover inhibited any freeze-thaw cycles on
underlying rock surfaces during three months when the air experienced 48 cycles.
These results, associated with an investigation of nivation processes (Hall, 1974,
1980a, 1985; Thorn and Hall, 1980), suggested that earlier studies (e.g. Lewis,

1939) which had relied upon air temperature data may have misinterpreted the
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timing, nature and effectiveness of freeze-thaw weathering. Examples of
temperature variability between the air, soil, stone and various types of vegetation
are given by Mglgaard (1982) and clearly illustrate the enormous range that can
occur (e.g. air @ 2m = 6.5°C, exposed stone = 10°C and the apex of Dryas
integrifolia = 16.5°C). Equally, Molgaard shows that there is also a distinction
between sloping and level ground, and between slopes of different aspects. Thus,
not only is air temperature an ineffective indicator of ground or rock conditions, but
care must be taken in extrapolating from one microclimatic site to another as great
variability can occur over very short distances (Hall, 1980a). In another study,
Friedmann et al. (1987) found short-term peaks of +5°C on a northeast-facing
surface in the Ross Desert area of Antarctica during a time when air temperatures
fluctuated between -45°C and -10°C, clearly demonstrating the dangers of
presuming that temperature cycling does not occur in the cold Antarctic. It has
also been shown (e.q. McGreevy, 1985) that there can be considerable
temperature differences between different rock types as a function of their albedo,
whilst thermal conductivity differs not only between rock types but within rocks of

the same type due to differences of mineralogical structure.

Thus it can be seen that the definition, for weathering studies, of a ‘cold
environment'is far from simple. Certainly it goes beyond the description of Tricart
(1970) that states:

"Great frozen expanses of the ice sheets, the chaos of séracs on mountain glaciers, snow
and névé fields which last through the summer in sheltered holiows on slopes, ground
which is by turns soft, marshy, and hardened by the frost of the tundra, flows of sodden
earth, great unvegetated debris slopes, peculiar geometrical patterns of stones - these are
the pictures called to the geomorphologist's mind by the term ’cold environments'.”
Rather, a modified version of a later statement by Tricart (p.xii)

"...cold environments may be defined as those in which the conversion of water to the

solid state plays a predominant geomorphological role”
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would seem to better express the framework within which this study is undertaken.
However, even within this framework of a 'cold climate' further information is
required to characterise it in terms of weathering. Whilst recognising the
importance of actually knowing that freezing of water takes place, itis still required
to know how often and for how long freezing occurs. This temperature-based
information must come from the rock itself for not only does the air temperature
give no indication of rock conditions but the data has implications for other than
water-controlled weathering (see below). A component of the freezing of water
must be the origin, frequency, duration, chemistry and amount of moisture that is
made available. Whilst not a direct 'control' upon a cold climate it is, nevertheless,
an attribute of that climate that has an effect upon the resultant weathering.
However, the absence of moisture need not imply an absence of weathering.
Here again, detailed information regarding the range of temperatures, the rate of
change of temperature and frequency of change, all factors that can influence
freeze-thaw, will have an effect equally upon salt weathering and thermal fatigue.
Thus it is not enough, from the point of view of weathering, to simply state a
climate is ‘cold’ for information on its attributes with respect to the rock or building
material is also required. However, even without a uniform definition, as long as

all workers state their working criteria comparison will be possible.

1.4 Cold Region Weathering Information from General Textbooks

In most textbooks and publications, weathering in cold regions is perceived as
being dominated by mechanical processes and by the freeze-thaw mechanism (or
any of its synonyms - see below) in particular. To exemplify the situation, the
following are typical examples extracted from a number of representative

textbooks. It should be noted that many of the citations below are but part of an
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extensive discussion and some cover the subject extremely well. The aim is to
show a number of “typical” themes that become apparent from consideration of the
sort of basic text that any reader might first consider. The references provide a
selection from readily accessible texts. It is likely that a reader anywhere within
the English speaking world would use one or more of the cited texts if perusing a
library for general information on weathering. More process specific and region

specific texts are dealt with after this section.

Ahnert (1998, p. 65)
“Temperature fluctuations are particularly effective if they cross the freezing point and humidity is also
present. Water increases its volume by 10 per cent when it becomes ice. The pressure created in pores and

fissures near the surface that contain water causes frost shattering.”

Bland and Rolls (1998, p.87)
“This is the process of rock disintegration that takes place when water freezes and so expands within the

rock.”

Bloom (1998, p.127)
“...two popular concepts - (1) that expansion of confined water by freezing breaks rocks, and (2) that the
process is enhanced by frequent cycles through the freezing temperature - are both probably wrong.”
p-311 “Despite continued uncertainty about the exact process by which rocks are fractured by
freezing and thawing, there is no doubt that regions now in the periglacial environment

are characterized by great quantities of angular, fractured rock detritus.”

Clark and Small (1982, p. 17)
“Frost weathering: this is the most widespread type of pure physical weathering.”

p-17 “A wraditional view of frost weathering is that it results from ‘frost wedging’ or ‘splitting’,
which occurs when water penetrates joints and bedding planes, undergoes a phase change
from liquid to ice, and thus has the potential to expand by approximately 10% if
unconfined by the rigidity of the surrounding rock.”

p-17 “However, experiments indicate that frost processes do not produce very fine particles..”
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p.17 “The potential power of frost weathering is shown by the fact that theoretically freezing water
in a totally confined cavity can exert a maximum pressure of 2,100 kg/em® at -22°C

(betow -22°C the ice contracts, reducing stress).”

Clowes and Comfort (1982, p. 21}

“If temperatures fall below freezing point, the ice formed at 0°C expands about 9 per cent. Potentially this
can create great pressures against the confining walls and in theory a maximum of 2100 kg/cm?® is reached
at-22°C”

p.21%“There are very few rocks that could withstand such pressures.”

De Blij and Muller (1996, p.489)
“Frost wedging, the repeated freezing and thawing of water in rock cracks and joints, loosens pieces of
bedrock.”
p.493 “The presence of water in soil and rock, and its freezing and thawing, is the key
disintegrative combination in periglacial environments.”
p.493 “frost wedging is capable of dislodging boulders from cliffs, of splinterring boulders into
angular pebbles, of cracking pebbles into gravel-sized fragments, and of reducing gravel

to sand and even finer particles.”

Easterbrook (1993, p. 16)
“When water freezes, its volume is increased by about 9 per cent. The expansion of the ice being frozen
{sic) in a confined space thus exerts great pressure against the sides of the material enclosing the ice.”
pl8 “Optimum conditions for the wedging effect of freezing require a supply of water, many
alternations of freezing and thawing, and yet enough sustained freezing at temperatures
well below 0°C that masses of ice will grow.”
p-18 “Repeated freezing and thawing, with resulting shattering of rock, is especially commeon in

high mountains....a layer of angular rubble can be produced...”

Getis, et al. (1996, p. 76)
“If water that soaks into a rock.. freezes, ice crystals grow and exert pressure on the rock. When the process

i1s repeated - freezing, thawing, freezing, thawing and 5o on - the rock begins to disintegrate.”
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Monroe and Wicander{1995, p.100)
“Frost action involves the repeated freezing and thawing of water in cracks and crevices in rocks. When
water seeps into a crack and freezes, it expands by about 9% and exerts great force on the walls of the crack,
thereby widening and extending it by frost wedging.”
p.100 “Frost action is most effective in areas where temperatures commonly fluctuate above and
below freezing.”
p.100 “The debris produced by frost wedging in mountains...are simply angular pieces of rock from

a larger body..”

Ollier (1984, p. 13}
“Water expands about 9% on freezing at 0°C. The great change in volume has a potentially disruptive
effect, and frost shattering is one of the greatest mechanical agents in weathering.”

p.14 The formation of ice can itself prize rock fragments apart. This works along planes of fissility

in rocks, and produces angular rock debris.”

Press and Siever (1986, p. 114)
“One of the most efficient physical weathering mechanisms is freezing and thawing of ice. Water expands

as it freezes, and the expansive force exerted during freezing is enough to crack...rocks...”

Renton (1984, p. 156}
“During the spring, throughout the temperate, more hurmid parts of the world, roadways below road cuts and
the bases of cliffs are commonly littered with boulders and rock fragments, the end products of one of the
most common mechanical weathering processes, frost action.”
p- 156 A volume of water will expand about 9% as it freezes. This may not sound like much, but
water freezing within a completely filled, enclosed container could theoretically generate
a pressure of about 1,500 pounds per square inch (680 kg/cm?).” “Expanding ice will also

LIS

break the strongest rock™ “Most of the rock litter that frequently covers the ground in high
mountainous areas is produced by frost action.”
p. 243 “In both arid and humid temperate regions, frost action is a major mechanism of physical

weathering.”
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Rice (1988, p. 96)
“This phase change from water o ice thus involves a volumetric expansion of just over 9 per cent, bul the
temperature at which it occurs varies according to the confining pressure; for every increase of 10 MN m?,
the temperature at which ice forms declines by about 1°’cr

p.96 “Theoretically with a temperature of -22°C, a pressure of 216 MN m? could be exerted on the

confining walls of a rock joint...”

Ritter, et al. (1995, p. 95)

“The most significant processes of physical weathering involve forces generated by crystallization of ice
{frost action)..” “In a perfectly closed system, water experiences a 9 percent increase in volume upon
freezing and almost certainly produces hydrostatic pressures that exceed the tensile strength of common

"

rocks.

Scott (1996, p. 392)
“Frost wedging results from the growth of ice crystals within rock fractures or hollows. This process can
generate pressures of more than 100 kilograms per square centimeter (1,400 1b/in?) of rock surface.”
p.392 “Frost wedging can be highly effective in regions where daily freeze-thaw cycles occur
during a large part of the year...”
p-392 “Active frost wedging in mountainous regions can litter the surface with angular rock

fragments of all sizes...”

Selby (1982, p. 16)
*“Hydrofracturing and frost action are two of the most important and widely recognised processes of physical

weathering.”

Selby (1985, p. 396)
“Frost-wedging is the prying apart of materials, commonly rock, by the expansion of water upon freezing.”
p-396 “The result is that large accurnulations of angular rock debris are characteristic of alpine and

polar environments...”

Skinner and Porter (1995, p. 200)
“Wherever temperatures fluctuate about the freezing point for part of the year, water in the ground

periodically freezes and thaws. When water freezes to form ice, its volume increases by about 9 percent.

The high pressures resulting from this volume increase lead to disruption of rocks.”
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Small (1972, p. 25)

“Thus, frost weathering can occur only where there are atmospheric freeze-thaw cycles..”

p.27 ““Arctic climates. The dominant weathering process here is frost action...”

Sparks (19886, p.27)
“In cold regions the most effective action is caused by the crystalitsation of waler into ice, and the expansion

accompanying this.”

Summerfield (1991, p. 146)
“In arctic and alpine environments the surface is often seen to be composed of a layer of angular rock
fragments commonly described by the term felsenmeer and attributed to the operation of frost weathering.”
p-147 *...experimental work has failed both to clarify fully the exact mechanisms invo]ved in frost
weathering and to define precisely the climatic conditions under which the process is
likely to be most effective.”
p.147 “Uncertainties about the efficacy of volume expansion on freezing in rock shattering has

encouraged the examination of other possibilities.”

Thompson and Turk (1995, p. 247)
“Water collects in natural cracks and crevices in rocks. If the outside temperature drops below 0°C, the water
may freeze. Water expands when it freezes. Thus, water freezing in a crack pushes the rock apart in a
process called frost wedging.”
p. 248 “Anyone who has spent time in the mountains has noticed large piles of broken, angular
rock at the bases of the cliffs....broken from the cliffs, mainly by frost wedging.”
(Repeated (p. 195) in Thomson, ¢f al., 1995)

Thompson, et al., (1986, p. 147)
“The freezing of water in a confined space generates an outward force of about 1500 t m? and as this mainly
acts near the surface of the rocks, it sets up pressures between outer and inner layers which can lead o

exfoliation...The results of such breakdown can be seen in the rubble and talus slopes formed in mountain

areas subject to frequent freezinpg.”

Trenhaile (1997, p. 44)

“Itis generally assumed that rocks in cold regions are split or shattered by the alternate freezing and thawing

of water contained in crevices or in small voids and capillaries.”
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p.45 “Effective frost action can only occur in eavironments with a plentiful supply of water and
suitable fluctuations in temperature. Many sites appear to lack at least one of the essential

requirements.”

Weyman and Weyman (1981, p.21)

“If water is lodged in a crack in a rock and then freezes, it will expand and press against the walls of the

crack, causing the rock to break.”

White, et al., (1984, p. 231)
“Water freezing to form ice crystals undergoes a volume expansion of 9% and can develop pressures in a
confined space theoretically in excess of 200 MN m?”,

p.231 “Rock breakdown by this process...will tend to be most effective in conditions with frequent

alternatjons of temperature about 0°C.”

Yatsu (1988, p. 74)
“Leaving aside the question of the conditions under which the process of frost shattering takes place, the
most fundamental factor is the 9 per cent volume expansion upon freezing...and the occurrence of pressure

associated with this volume expansion.”

From the above itis clear that there are a number of dominant themes that, in one
way or another, are deemed part of, or associated with, the freeze-thaw

weathering process. Listed, those main themes are:

» the ¢.9% increase in volume as water changes to ice

> very large stresses can be exerted (although values seem to vary)

> rock breakdown can occur (Figs 1 & 2)

> the products of that breakdown are usually angular

> freeze-thaw weathering is a very common process in cold regions

> it is particularly common in cold, mountain regions

> temperature fluctuations need to cross either 0°C or some undefined

freezing point

> frequently it is atmospheric freeze-thaw cycles that are considered as

defining what is occurring in the rock
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some authors identify that the maximum (theoretical) pressures are only
attained at ternperatures close to -22°C, others do not identify this

water needs to be present, usually in some amount approaching saturation
that, in fairness, many of the authors do provide great detail regarding the
processes and controls, but

the above outlines the basic foundation of the freeze-thaw concept.
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Figs. 1& 2

Examples of the way freeze-thaw weathering is depicted in texts.
Fig1 is from Thompson and Turk (1995) and Fig 2 from Clowes and Comfont (1982)
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1.5 Weathering Information from Cold Region Texts

More specialised cold regions texts also cover the action of freeze-thaw. Even
here, the fundamentals remain much the same as outlined from more general texts.

Following are a some examples, for the period 1970 to 1996, from what might be

|Fl

recognized as the main “cold regions/periglacial” texts:
Ballantyne and Harris (1994, p.163)
“Traditionally, the breakdown of rock in periglacial environments has been atiributed to frost weathering,

the mechanical disintegration of well-lithified rock as a result of repeated freezing and thawing.”

Davies (1972, p.24)

“Frost achieves maximum significance as an agent of rock weathering in periglacial conditions.”

Embleton and King (1975, p.4)
“Freeze-thaw action is undoubtably the most important process of rock weathering in the periglacial zone;
it is the primary agent responsible for such features as talus accumulations and blockfields, and the

breakdown of debris into particles fine engugh to be handled by running water and wind.”

French (1976, p.37)

“The disintegration and mechanical breakdown of rock by the freezing of water present within pore spaces,
joints and bedding planes has long been thought of as a particularly potent geomorphic agent in the
periglacial environment. The presence of extensive upland surfaces of angular frost shattered rocks and
boulders in both present-day and Pleistocene periglacial environments is the most dramatic morphological

features formed by intense frost wedging.”

French {1996, p.31)
“Frost action is a collective term used 10 describe a number of distinct processes which resuit mainly from
altlernate freezing and thawing in soil, rock and other materials.”
p-41 “The disintegration and mechanical breakdown of rock by the freezing of water present within
pore spaces, joints and bedding planes is widely regarded as a particularly potent

geomorphic agent in periglacial environments. Extensive surfaces of angular rock

fragments....are the most dramatic features...”.
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Ryder (1998, p.4)
“Frost action.....contributes to shattering of bedrock...”

p.23 “Frost shattering of bedrock is ubiquitous in alpine areas. This weathering process widens

cracks in bedrock and liberates angular rock fragments.”

Tricart (1970, p.113)

“Rock Shattering: This is almost entirely the work of freeze-thaw; the role of other processes is negligible.”

p.112 “This morphogenetic system is marked by the dominance of mechanical weathering (frost

shattering)...”
p.112 “ The morphogenetic system acts on the slopes through the shattering of the bed rock, mainly

by freeze-thaw...”

Washburn {1973, p.62)

“Frost wedging characteristically produces angular fragrnents that can be of varying size...”

A number of points emerge from the above:

> freeze-thaw is perceived as the major weathering process in cold regions

> it is considered the prime cause of many landforms

» the presence of water is assumed (hence the ability to presume freeze-
thaw)

> spatial and temporal accessibility to water (by the rock} is not intrinsic to the
arguments

> angular rock fragments are the product of freeze-thaw weathering

> the finding of certain landforms (e.g. angular screes or felsenmeer) identify

the operation of freeze-thaw weathering.
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1.6 Information from Antarctic Bocoks

Books dealing with the periglacial geomorphology of the Antarctic are few; most
rather deal with specific areas or landforms. One book does deal with weathering,
in general, within the Antarctic (aithough, this is mostly restricted to the continent)
and another considers weathering within the framework of biological studies.

Comments from these are presented:

Campbell and Claridge (1987, p.97)

“Due to low temperatures and arid conditions, water-based processes are not very effective in Antarctica.
One of the main agencies of physical disintegration, freeze and thaw, which is the cause of features such as
talus or scree slopes, blockfields or felsenmeer, and of the breakdown of debris to fine particles, is
comparatively restricted in Antarctica, becanse temperatures are continuously below freezing in winter and,
in most places, are seldom above freezing in summer.”

p-102 “Even on old surfaces, at high elevations, there is often no evidence of significant bedrock
shattering by frostaction. Locally, however, bedrock shattering may be extensive, forming
areas of rubbly debris or felsenmeer.”

p.104 “Spalling is assumed to occur through freezing of moisture in thin fine cracks or fracture

planes within the rock...”

Fogg {1998, p. 65)
“Water, entering fine cracks, fracture planes, or pores, expands on freezing, breaking the rock.”
p-65 “In some situations freeze-thaw cycles can exceed 100 per year.”
p.70 “Under more moist but still cold conditions, as in the maritime Antarctic and northern Arctic

coasts, chemical weathering and frost action are more evident....”

Taylor' (1916, p. 136)

“I slid down the steep eastern face of the Riegel, where King Frost had gnawed away the cliff and built up

a steep ramp of talus...”.

p. 380 "It was obvious Lthat frost action was now leading to a great deal of erosion...”

1

Numerous anecdotal comments in the diaries of the early Antarctic explorers cite the role of frost action.
I give examples from just one such diary.
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P. 388 “...I think it is merely the result of frost cleavage..”

From the above a number of points are clear:

> that the above considers mainly the continent
> the role of freeze-thaw is spatially and temporally limited
» that landforms due to the action of freeze-thaw (e.qg. scree, felsenmeer, etc)

are present
> that the action of freeze-thaw is the cause of observed spalling

> the use of the process on the continent is much more limited than it is for

other cold regions.

1.7 Landforms Associated with Mechanical Weathering in Cold Regions

As is becoming obvious from the above, a number of landforms are intimately
associated with the freeze-thaw process. Not only is freeze-thaw frequently
argued as the process operative within the development of that landform but often
the landform is used to identify the former (or present) operation of freeze-thaw.
Comments and discussion regarding this are extensive and so a few typical

examples only are cited to exemplify the issue:

Bird (1969, p.347) _
“In dry arctic environments special landforms in limestone and other sedimentary rocks are primarily a

consequence of mechanical weathering believed to be associated with frost riving.”

Boch and Krasnov (1994 (translation of 1943 article), p.179)
“Altiplanation terraces...appear only as a result of combined action of solifluction and frost weathering...”
p- 180 “Under the conditions of frequent temperature fluctuations around the point of freezing, the

work of frost weathering is particularly active here.”

Boye (1994 (translation of 1952 article) p.214)
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re nivation: “As far as the attack on rocky relief is concerned, the majority of authors agree with us
concerning the power of rock shattering, or more exactly its cryoclastic activity.”
p-215 “The production of this debris is attributed to the reduction (comminution) by

gelivation (freeze-thaw processes) of material in contact with the snow.”

DeWolf (1988, p. 103)
re stratified slope deposits:- “There is now consensus of opinion that bedding and grading can only be
acquired by the action of selective processes working on material originally produced by frost action.”
p.106 “Since the grain sizes of the gelifracts thus identified are less than 2.5 ¢m, these are genuine
grézes and imply the existence of sufficient freeze-thaw cycles 10 effect the necessary rock

breakdown.”

Priesnitz (1988, p. 56)

re cryoplanation:- “Rock disintegration seems to result mainly from frost weathering.”

Taylor {1916, p. 175,)
“Pronounced erosion by “thaw and freeze” (= nivation)...”, and continued on p. 176 with *.. further erosion

by nivation will produce basins with level bottoms...”.

Waters (1978, p. 157)
“atypical periglacial landscape possessed not only of an abundance of features indicative of Pleistocene frost
action but also a morphology which was moulded by that frost action...”

p. 158 “Cryoplanation terraces and their relations with frost-riven cliffs and torsg...”

1.8 Synonyms

With respect to ‘freeze-thaw weathering’, numerous synonyms are used in the
lilerature on cold region weathering processes. Van Everdingen (1998, p.27), in

the recent "Multi-Language Glossary of Permafrost and Related Ground-Ice
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Terms”, notes the following terms as synonymous with freeze-thaw weathering:
frost shattering, frost wedging, congelifraction, frost bursting, frost prying, frost
riving, frost splitting, and gelifraction. Others terms found in the literature include
gelivation, microgelivation, macrogelivation, cryoclastis, and frost weathering whilst
Dylikowa and Olchowiak-Kolasiriska (1954) provide a list of comparable terms in
English, Polish, French, German and Russian. Although all of these terms
certainly “overlap” in meaning with respect to “freeze-thaw weathering” and are
frequently used solely in that context, some of the terms have additional
connotations. For example, ‘frost bursting’ is the explosive breakdown of rock as
a result of the pressures developed during freezing. Macrogelivation is where
‘freeze-thaw’ exploits the texture of the rock and fragments (e.g, along
stratification) whilst microgelivation is where breakdown occurs without any visible
link to the texture (Tricart, 1956 in Evans, 1994). In one way or another, all of
these terms do, however, identify the breakdown of rock (weathering) as being the

result of freezing and thawing of water within the rock system.

1.9 Discussion

This acceptance of freeze-thaw as the dominant weathering mechanism has led
to its use in almost any discussion regarding the origin of cold region landforms or
sediments. Thus, in the absence of any empirical testing, a number of criteria
have evolved that are now considered indicative of the past or present action of
freeze-thaw weathering. Such criteria include, for a cold region present or past,
the finding of angular clasts or attributes to a landform, the origin of any non-glacial
feature that requires weathering, and the causative mechanism for the breakdown
of rock (bedrock or transported).
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Thorn (1988, 1992) provides extensive, reasoned accounts regarding the definition
and historical context of the freeze-thaw concept and its application with regard
to a number of landforms. As much of what he writes underpins the rationale for
this thesis, an extensive presentation will be made of his thoughts. Thorn (1992,
p.10) synthesizes the perceived problem where he states, “From its inception,
periglacial geomorphology has been dominated by the concept of frost wedging,
a synonym for weathering by freezing and thawing. The story is one of casual
empiricism gathering respectability by repetition until it attained the stature of an
article of faith.” Historically, the concept that (Thorn, 1992, p.11) “...freeze-thaw
weathering dominates cold regions gained respectability long before there was the
ability to test it in the field.” As Thorn (1992, p.11) then explains, “..the most
common argument to substantiate the importance of freeze-thaw weathering is
both circumstantial and circular.” Thus, the angular rock fragments found in the
field “...were assumed to be the product of the dominant process, namely freeze-
thaw weathering. Today, it is common to assume that angular rock fragments are
definitive evidence of frost weathering.” As a brief aside, texts concerning
processes in hot deserts (e.g. Abrahams and Parsons, 1993) aiso show highly
angular rock and debate the relationship of process to landform. The discussions
in these texts are aimost identical to that found in cold region texts. Thus, if a
geomorphologist working in a hot desert is plagued by almost identical questions,
how can a periglacial geomorphologist simply assume that his/her angular clasts
must be the product of frost action when the desert geomorphologist may well be
considering clasts with an identical form the product of thermal stress fatigue or
salt weathering? The whole problem justifies Thorn's (1992, p.11) assertion that,
“...what periglacial geomorphologists need more than any other single item is a
way to determine in the field whether or not bedrock fragments have been frost

weathered.” To date, no such test exists. Everything is based on assumption.

The application of laboratory studies to the concept of freeze-thaw weathering is
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not without its problems. “Foremost among these problems has been uncertainty
concerning the thermal and moisture regimes which actually prevail within natural
bedrock and regolith fragments. Consequently, freeze-thaw cycles used in
laboratory samples may or may not reflect natural temperature ranges. A similar
problem has overshadowed the moisture issue, and most laboratory experiments
have embraced very crude approaches to moisture conditions and supply” (Thorn,
1992, p.10). This issue was outlined in papers by McGreevy and Whalley (1982)
regarding temperature, and McGreevy and Whalley (1985) dealing with moisture.
These authors observed that thermal conditions used in experiments rarely ever
reflect rock conditions but are usually related to temperature variability monitored
in the air (McGreevy and Whalley, 1982). As Thorn (1988, p. 13} states, “In this
context the entire range of published papers that use meteorological screen
temperatures as a surrogate for bedrock and/or regolith temperatures is irrelevant,
since the variables that intervene between air and surface temperatures are too
numerous and too complex in their interaction to permit reliable extrapolation. This
deficiency places all laboratory research in jeopardy, as the supply of field data
from bedrock sites is entirely inadequate to reliably validate laboratory results”.

With regard to moisture conditions McGreevy and Whalley (1985) make the point
that, at the time of writing, almost no data regarding rock moisture content or rock
moisture chemistry (which will affect the freezing point) were available. Thus,
given “..almost total ignorance of both field conditions and applicable theory, the
experiments have not even precluded the possibility of other mechanisms..”
(Thorn, 1992, p.11). The key to all of the problems surrounding laboratory
experiments regarding freeze-thaw was, in a similar context, stated by Warren
(1914a, p.413) who warned that, it would be unsound "..to assume that the results
of a certain experiment must also be produced by natural agencies, without
evidence that similar conditions exist in Nature to those employed in the
experiments”. Sadly, hardly any laboratory experiments have taken heed of this;

they have assumed conditions that may really have no relationship to either the
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thermal or moisture conditions the rocks under experimentation ever experience(d)
in Nature. Key issues in this are such factors as the amount of water, the
chemistry of the water, the rock temperatures and, particularly, the rate of change
of temperature {AT/), and the thermal gradient. Without such data, it cannot be

known whether the laboratory experiments replicate the field situation or not.

Thus, “Field corroboraticn is something of a misplaced concept with respect to
frost weathering. At present there is no adequate criterion to establish that
bedrock weathering or further comminution of rock fragments has been dominated
by freeze-thaw weathering. Nevertheless, it is clear that the majority of periglacial
researchers believe that freeze-thaw weathering of bedrock is an established fact,
and that it is an acceptable premise upon which to base many secondary concepts
{e.g. cryoplanation)” (Thorn, 1992, p. 11). The problems cited above with regard
to laboratory experiments (i.e. the need for data on rock temperatures, moisture
content, etc.) apply equally to the use of the freeze-thaw concept in the generation
of landforms. Rather than deduction based on empirical data, it is usually the
observation of ‘angular clasts’ that provides the assumption of ‘freeze-thaw’
weathering as factor in landform origin. Thus, the invocation of freeze-thaw as a
central tenet of nivation, cryoplanation, blockfields, tors, etc. is without empirical
foundation (Thorn, 1988, 1992).

1.10 The Present Research Undertaking

The present undertaking involved the collection of the data necessary to
investigate weathering in cold regions, and the freeze-thaw process in particular.
Especial consideration was given to studies in Antarctica due to logistical

opportunities and also because this region should be ideal for such an undertaking
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as a result of its wide spectrum of “cold climates”. It was necessary to consider alf
aspects of weathering {although mechanical processes were the major
consideration) otherwise the predominance of processes other than freeze-thaw
might not be recognised nor the potential synergistic relationships or the
temporal/spatial variability in process identified. While this study deals almost
exclusively with the mechanical processes, it is recognised that chemical
processes must also ‘play a role. Logistics and expertise did not allow equal

consideration of the chemical weathering component.

Those factors that were monitored, as a foundation for understanding the nature
and timing of the weathering, included rock temperature, rock moisture content and
chemistry, rock properties and the study of various landforms and sediments
associated with cold environments (past and present). Rock temperature was
monitored both at the rock surface and at various depths, and the rate of change
of temperature (AT/t) and the thermal gradient were measured. Air temperature,
as well as potentially pertinent climatic factors that might influence rock
temperatures, such as radiation and wind, were monitored where possible. Spatial
and temporal variability of the above attributes were also investigated as key
factors whenever possible (i.e. a variety of sites were monitored at different
frequencies and for varying lengths of time in order to determine spatial and
temporal variability of process). Moisture data included estimation of rock
moisture levels and gradients (and their variability through time, as well as
spatially), rock moisture chemistry, and ancillary studies of the geochemistry of
moisture sources. Rock properties included, where possible, tensile strength
(determined from point load compressive strength tests via existent correlation
equations), micro-indenter strength tests, permeability, porosity saturation
coefficient, absorption coefficient, p-wave ultrasonic velocity values, and
porosimetry. In some instances it was also possible to actually measure, or obtain

an indirect measurement of, weathering rates in the field.
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Together, the above data provide the field and laboratory background against
which determinations regarding weathering processes and rates could be
attempted. These data could then be used to facilitate meaningful laboratory
experimentation to investigate the processes and rates of weathering (Fig. 3).
Laboratory results could then be, in some instances, compared to field results o
further refine both the laboratory experimentation and the overall assessment of
weathering process(es) and rate(s). This was seen as an extremely important
component of the study for, prior to this, few (if any) laboratory experiments were
based on measured field parameters. This meant that the results could be applied
back to the field with some degree of certainty that they were meaningful for that
situation. Other laboratory experiments were undertaken to try and filter out the
specific components of weathering - i.e. where one process impacts on another

(e.g. the role of wet/dry weathering within freeze-thaw weathering).

The above approach enabled the monitoring and measurement of field conditions
considered to be those fundamental to the understanding of weathering.
Complementary laboratory experimentation, based on the field data, provided
additional information. Field studies also included investigation of landforms and
sediments where weathering, particularly freeze-thaw weathering, were argued to
be the major, if not the sole, factor in their development. With respect to
landforms, and to a lesser extent weathering, consideration was also given to the
role of animals/organisms. Although somewhat peripheral to the main theme of
this research, weathering due to algae was found to be a major factor at one
locality whilst at a number of sites animals (penguins, elephant seals, albatrosses,
musk ox, pika, marmots, yak, goats, and grizzly bears) were seen to play a
significant role in the development of some cold region landforms. As animais had
been rarely considered in this regard and may play a greater role than hitherto
thought, the findings are included as part of the overall picture of cold region

landform development. The work presented here provides an integrated look at
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the complexity of cold region weathering processes and the development of

landforms and sediments in such regions.

1.11 Conclusions

The thesis will first examine various field attributes associated with weathering,
then consider the laboratory findings. All of this will then be integrated to re-
evaluate cold region landform and sediment production. Within this, details of the
laboratory and field verification undertakings will be presented. Where
appropriate, the role and impact of animals will be considered. The nature of the
presented papers is such that it is inevitable that material in one paper may have
attributes pertinent to more than one section. Where this occurs, reference will
be made to the already presented paper. Thus, the thesis covers (in the broadest

sense) the following attributes:

> field data regarding rock temperatures
> field data regarding rock moisture
> field and laboratory data regarding rock properties
> field data regarding p-wave ultrasonic velocities
> field data regarding weathering rates
> field data regarding degree of weathering
> monitoring, in the field, of:
o freeze-thaw weathering
e weathering by wetting and drying
. salt weathering
L thermal stress fatigue
o thermal shock
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® biological weathering
] chemical weathering
> laboratory simulations of :
L freeze-thaw weathering
L] weathering by wetting and drying
L salt weathering
o thermal stress fatigue
e thermal shock

> laboratory simulation data regarding
o weathering rates
e weathering mechanisms
> the proposal of a new weathering mechanism
> the proposal of new techniques for monitoring rock moisture chemistry
> the application of a new technique for deducing palaeoenvironments based

on weathering rinds

> the application of the above to general theory regarding weathering in cold
regions

» the application of the above to the interpretation of Quaternary sediments

> the application of the above to the origin and palaeoenvironmental meaning

of certain cold region landforms
> field observations regarding a number of cold region landforms

> the role of animals in the formation of certain cold region landforms

The material presented in this chapter provides the background against which the
aims of the weathering studies in this thesis can be viewed. Substantial quotes
and references have been provided to show that freeze-thaw weathering is

frequently perceived as “proven” to be the dominant weathering mechanism in cold
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regions. Experience has shown that questions regarding the veracity of freeze-
thaw as the causative mechanism for landform genesis and sediment formation
frequently meets with scepticism. To try and change an ‘article of faith’ is not easy
but it is hoped that the material presented in the following chapters may provide

some alternative answers as well as beg more realistic questions.
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Fig. 3

A simple flow chart to show the relationship of the collected field
data to both laboratory simulation and field experimentation and
how this was integrated with available theory.
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Chapter 2
Field Data

“?/{/e must m.aée jure our fAeorie:i accora/ wifA fAe /r’chd ad f/wy are, nol wif/t imagirmry /:chd w/u'cla
m[g/ll conceivaééf be but which are not. "

S H Whrren (19148)

With regard to the field investigation of weathering in cold regions, Bland and Rolls
(1998, p. 86) state that “Many of the earlier field studies were based on the
acceptance of the simple idea that the expansion by freezing of existing water
caused rock destruction. Investigators collected information about the number and
temperature range of freeze-thaw cycles, and the freezing rate, at and near rock
surfaces”. All in all this was frequently a very subjective undertaking wherein it
was assumed that the weathering process was frost action and this was
substantiated by temperature shifts across 0°C as derived from airtemperatures.
This use of air temperatures then led many studies to assume that the period of
greatest activity was in the spring as that was when the largest number of such
cycles were monitored. That the ground was frequently covered by snow at this
time, and that air temperatures are not a surrogate for rock temperatures, were not
an issue. Rather, the finding of these cycles substantiated the argument that it
was indeed frost action that was the cause of weathering and hence many
landforms. Rock temperature data with respect to the rock surface and at depth
within the rock, plus the rate of change of temperature with time, are all required
for any meaningful understanding of rock weathering. Rarely, however, were any

such data presented.

Concomitant with the assumption of frost action, and its justification by means of
temperatures measured in the air, was the presumption that there was water

present in the rock to actually freeze. White (19786, p. 5) was one of the first to
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really question the assumed presence of rock moisture: “In how many mountain
ranges or on how many arctic plains will bedrock be fortuitously ever become
>50% water-saturated from melting snow or rain and then undergo rapid freezing
to crack the rock?” As fundamental as temperature is to the understanding of rock
weathering in cold regions so too is information pertaining to rock moisture - rock
moisture content, distribution and chemistry. Water chemistry plays a role at a
number of levels. Not only will impurities depress the freezing point such that,
despite sub-zero temperatures, any water present may not freeze, but impurities
also impact chemical weathering and influence processes such as salt weathering.
Salt content depresses the freezing point and salts can precipitate out during
drying of the rock or during the freezing process (1o create a cryohydrate) and so
facilitate salt weathering of that rock. Although not considered in any detail within
this study, solutes within the interstitial rock water will also play a role in chemical
weathering. Apart from the study by Kinniburgh and Miles (1983) data regarding
interstitial rock water chemistry are not available. Equally, the distribution of water
within the rock is of great significance. A block of rock that has, for example, only
25% saturation with respect to the whole block is likely to have 100% saturation
in the outer shell due to the moisture gradient within the rock. This has important
ramifications for the freeze-thaw mechanism, where degree of saturation
influences process, as well as for all other water-based weathering processes.

Data regarding moisture distribution are not available.

Rock properties clearly must influence weathering. Attributes such as porosity,
permeability, albedo, strength, saturation coefficient, etc. all play a role. A number
of factors influence what processes can or cannot take place, or the degree to
which they can operate (e.g. permeability influences the ability of water to
penetrate the rock and so facilitates or constrains water-based weathering
processes). Attributes such as the tensile strength of the rock define the stress

levels that must be exerted for failure to occur (i.e. if the stress exerted by frost
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action is below the tensile strength of the rock then failure will not occur). Changes
in these strength/stress levels help understand the impact of fatigue (i.e. that
multiple replications of a stress below the failure strength of a material will
ultimately cause failure through fatigue). Many of these data are available from
detailed tables of rock properties (e.g. Bell, 1983) but, where possible, it is still
better to obtain data for the rocks actually under investigation; this can be both in
the field (this section) and in the laboratory (Chapter 3). Information regarding
ultrasonic p-wave velocity can also be obtained in the field. Ultrasonic velocity is
useful for determining the presence of water and/or ice as well as for showing

changes in sample dimensions as a result of heating by solar radiation.

As clearly shown in the Introduction, and cited above, the presumption of many
cold region weathering studies has been that the dominant weathering process
is freeze-thaw. The obtaining of data on the controlling factors {temperature,
moisture, and rock properties) allows for a meaningful evaluation of the freeze-
thaw process and for some investigation of the freeze-thaw mechanism itself.
Equally important, though, is that it also allows for the evaluation of other
weathering processes that might be occurring at that site. By obtaining data of
sufficient detail (e.g. high-frequency rock temperatures, daily or hourly rock
moisture variability) it is possible to also evaluate the role of weathering processes
other than freeze-thaw (e.g. thermal stress fatigue) and thus the synergistic

interaction of processes through time.

The papers presented in this section provide field data which were collected with
the aim of answering questions pertaining to rock thermal conditions, moisture
content and properties. Many of the data obtained here were then used as a
foundation for (meaningful) laboratory simulations (Fig. 3) and to evaluate general
theory with respect to the nature and timing of weathering in cold regions. In some

instances (e.g. the data regarding moisture content fluctuations) these data
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allowed evaluation of whether certain processes could indeed occur (e.g. in the
absence of water so freeze-thaw weathering could not occur} and in other
instances gave direct information on the activity of a weathering process (e.g. in
the example of moisture fluctuations, that of wetting and drying). As thermal and
moisture conditions are fundamental to almost all weathering processes a
significant amount of effort was spent on deriving as much information as possible

on these attributes.

In this section the following papers that deal primarily with collection of field data
are presented:
* Thermal Data
¢ Hall, K.J. 1980a. Freeze-thaw activity at a nivation site in
northern Norway. Arctic and Alpine Research, 12,
183-194.
¢ Hall, K.J. 1985. Some observations on ground temperatures
and transport processes at a nivation site in northern
Norway. Norsk Geografisk Tidsskrift, 39, 27-37
¢ Hall, K. 1993a. Rock temperatures from Livingston Island
(Maritime ~ Antarctic): Implications for cryogenic
weathering. Proceedings of the 6th International
Permafrost Conference, Beijing, 1, 220-225.
¢ Hall, K. 1897a. Rock temperatures and implications for cold
region weathering: |. New data from Viking Valley,
Alexander Island (Antarctica). Permafrost and
Periglacial Processes, 8, 63-90.
4 Hall, K. 1997b. The impact of temperature record interval and
sensor location on weathering inference in periglacial
environments. Supplementi di Geografia Fisica e

Dinamica Quaternaria, 111, 196.
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¢ Hall, K.1998a. Rock temperatures and implications for cold
region weathering: Il. New data from Rothera, Adelaide
Island (Antarctica). Permafrost and Periglacial
Processes, 9, 47-55.

¢ Hall, K. 2001a.The necessity for high-frequency rock
temperature data for rock weathering studies: Antarctic
and northern examples. First European Permafrost
Conference, Abstracts,102.

4 Hall, K. 2001b. The conceptual fallacy of “weathering in cold
climates” - the error in the assumption of zonality.
Western Division, Canadian Association of
Geographers, Annual Meeting, Abstracts, 23-24.

¢ Hall, K. and Hall, A. 1991. Thermal gradients and rates of
change of temperature in rock at low temperature: New
data and significance for weathering. Permafrost and
Periglacial Processes, 2, 103-112.

¢ Hall, K. and Andre, M-F. In Press. New insights into rock
weathering as deduced from high-frequency rock
temperature data: An Antarctic study. Geomorphology,
1059, . (Paper presented at the “Weathering 2000"

Conference in Belfast)

* Moisture Data
¢ Hall, K.J. 1986a. Rock moisture content in the field and the
laboratory and its relationship to mechanical
weathering studies. Earth Surface Processes and
Landforms, 11, 131-142.
+ Hall, K. 1988a. Daily monitoring of a block of indigenous rock

at a Maritime Antarctic site: moisture and weathering



41

results. British Antarctic Survey Bulietin, 79, 17-25.

¢ Hall, K. 1991a. Rock moisture data from the Juneau Icefield
(Alaska), and its significance for mechanical
weathering studies. Permafrost and Periglacial
Processes, 2, 321-330.

L / Hall, K. 1993b. Rock moisture data from Livingston Island,
(Maritime Antarctic) and implications for weathering
studies. Permafrost and Periglacial Processes, 4, 245-
253.

¢ Hall, K. 1995a. Rock moisture: The missing data in rock
weathering studies, /n B.Hallet and P. Black (eds):
Frozen Ground Workshop: Our Current Understanding
of Processes and Ability to Detect Change. (Abstracts).
U.S.A Cold Regions Research and Engineering
Laboratory, Hanover, New Hampshire, 18.

¢ Hall, K., Verbeek, A., & Meiklejohn, K. 1986. A method for the
extraction and analysis of solutes from rock samples
and their implication for weathering studies : an
example from the maritime Antarctic. British Antarctic
Survey Bulletin, 70, 79-84.

4 Meiklejohn, I. and Hall, K.1997. Aqueous geochemistry as an
indicator of chemical weathering on southeastern

Alexander Island, Antarctica. Polar Geography, 2,101-
112

* Rock Properties
¢ Hall, K. 1986b. The utilisation of the stress intensity factor
(Kic) in a model for rock fracture during freezing: an

example from the maritime Antarctic. British Antarctic
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Survey Bulletin, 72, 53-60.

¢ Hall, K.J. 1987a. The physical properties of quartz-micaschist
and their relationship to mechanical weathering
studies. Earth Surface Processes and Landforms, 12,
137-149.

* Weathering Rates

¢ Hall, K. 1990 a. Mechanical weathering rates on Signy Island,

maritime  Antarctic. Permafrost and Periglacial

Processes, 1, 61-67.

The first two papers are extensions of the work undertaken for an M.Phil. thesis at
the University of Reading. Although the papers are based upon that research
undertaking, the detail and discussion extend beyond that which was presented
in the final thesis. The work is incorporated here, as information pertaining to
thermal conditions at a nivation site, to add to the general background regarding
thermal data and also with respect to the later discussions regarding nivation and
its relationship to cryoplanation (Chapter 5). Thermal data were obtained from a
variety of locations (Fig. 4); information from Livingston Island, Alexander Island,
Adelaide Island (Antarctica) and the Canadian Rockies are cited here but other
references (e.g. Walton and Hall, unpubl., Hall, 1993a (discussed in Chapter 4),
and Hall, 1991a (given above under rock moisture data}) provide thermal data for
Signy Island (Antarctica), Canada, and the Juneau Icefield (Alaska) respectively.
These data offer direct information on rock temperatures from field situations and,
In some instances (e.g. Hall, 1997a; Hall and André, In Press), include data at
sufficient frequency (two minutes, one minute or 30 second intervals) as to allow
evaluation of thermal stress fatigue/thermal shock. One importance of the data is
that it provides a clear manifestation that air temperatures are no surrogate for rock
temperatures. Long data records are important for indicating winter conditions

(e.g. Hall, 1987a), while data from various aspects are crucial for understanding
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microclimatic variability at a site (e.g. Hall, 1998a). As fundamental as these data
are, few cold region studies have obtained actual rock temperature data from the
site(s) under investigation and even when these have been obtained they are
frequently of short duration, of widely-spaced record intervals and do not show the
spatial variability about the site. The data presented here are, so far, unique to

cold region weathering studies and particularly for Antarctica.

As stated in the opening arguments, the monitoring of rock thermal conditions
without a knowledge of the moisture status would not provide an adequate
foundation for the evaluation of weathering, and of the role of freeze-thaw in
particular. From the perspective of weathering in cold regions, no data whatsoever
were available pertaining to interstitial rock water chemistry and almost none
regarding rock moisture content. Thus an attempt was made to undertake
monitoring of rock moisture content in the field, including its temporal and spatial
variability, and to derive a method for the determination of rock moisture chemistry.
Monitoring was undertaken primarily during the summer season (for logistical
reasons) but, in one instance (Hall, 1988a}, data were collected over a whole year.
In addition, on several occasions, at different work sites, short-term changes in
rock moisture content were monitored via frequent observations through a 24 hr
period (e.g. Hall, 1991a). Some field data regarding rock moisture content were
also obtained by means of ultrasonics (Hall, 1997a, see Fig. 5) but this was mainly

restricted to laboratory undertakings (see Chapter 3).

A new technique was established for determination of interstitial rock moisture
chemistry (Hall, et al., 1986), while suggestions have also been proposed for a
number of other new methods including the use of high pressure vacuum pumps
plus industrial microwave units (Hall, 1995a). As a measure of chemical
weathering, and to complement the work on the actual interstitial rock water

chemistry, work was also undertaken regarding the solutes being removed from the
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weathering system (Meiklejohn and Hall, 1997). As spatially and temporally limited
as these data are, when considering the complexity of cold regions, they,
nevertheless, provide the firstiook at rock moisture chemistry and moisture content
variability within the study area. In this capacity they provided the foundation for
laboratory simulations and a basis for the evaluation of weathering processes

operative in the study areas.

Two papers are identified as dealing specifically with rock properties, although
much information on these attributes is disseminated in many of the other
publications, including those dealing with laboratory simulations. The two papers
cited cover the application of the stress intensity factor (K,)), from linear elastic
fracture mechanics, to determine the sort of stress required to cause rock failure,
as well as the rock temperatures and crack sizes that would be necessary. This
approach provides a background against which the temperature data can be
evaluated, to see if temperatures sufficiently cold to cause failure actually occur.
The basis for much of the data utilised in the determination, together with further
detail on porosity, permeability, frost susceptibility (S-value) and spatial variability
of rock strength, was provided in Hall (1987a). Almost all the field studies cited in
other chapters include some direct or indirect measures of rock properties from the

field; these are complemented by the details provided in associated laboratory
investigations.

The only paper dealing specifically with the determination of weathering rates is
Hall (1290a). Logistical constraints prohibited the on-going monitoring (except in
the case of Signy Island cited in Hall, 1990a) that would be required. Some papers
(e.g. Hall, 1993a. or Hall, Subm. a) provide details regarding the spatial variability
of weathering as deduced from such data as micro-indenter, Schmidt hammer
measurements, or based on taffoni sizes and frequency of occurrence, but not of

weathering rates per se. Discussion regarding weathering rates on Livingston
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Island (South Shetland Islands, Antarctica) can also found in Hall, 1992a and in
Hall, 1992b that are discussed in Chapter 4. The latter of the above two papers
specifically deals with the difference in amount of weathering between north- and

south- facing aspects.

This material thus provides a foundation of field information necessary for any
investigation of weathering in cold regions. Not only does it provide detailed data
regarding rock thermal and moisture conditions as well as information pertaining
to rock properties but it also introduces new techniques for the determination of
rock moisture chemistry. Data are provided that deal with Antarctic weathering
rates and discussion regarding the meaning of these data is given. Without such
data it would have been impossible to undertake meaningful laboratory simulations
or to provide an objective basis against which to evaluate the processes

associated with landform development in the areas studied.



Fig. 4
Collecting rock temperature data on Alexander Island
(Antarctica)

Fig. 5

Collecting ultrasonic pulse velocity data in the field,
Alexander Island (Antarctica
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FREEZE-THAW ACTIVITY AT A NIVATION SITE
IN NORTHERN NORWAY

Kevin HaLL®

Geography Department
Untyersily of Reading
Reading, England

" ABSTRACT

Monitoring of rock-face temperatures at
various points within an arctic nivation site in-
dicate that there is great variation in number,
duration, and amplitude of freeze-thaw cycles
experienced, The air-temperature record of
freeze-thaw cycles provided no indication of
temperature conditions at the rock face, be-
cause much of the nivation site was under a
protective snow cover for a large period of
time during which such oscillations were tak-

ing place. Available data suggest that the rock
faces are subjected to freeze-thaw activity
principally in the autumn to early winter
period before they become covered by snow.
Rock-face temperature records indicate wide
fluctuations in subzero temperature condi-
tions and it is suggested that these oscillations,
across threshold values, may equate to cross-
mng of the °C isotherm.

INTRODUCTION

In periglacial regions, physical weathering
of rock is usually considered 10 be a major pro-
cess in landscape development (Tricart, 1970:
113; French, 1976: 12). In nivation specifi-
cally, the role of rock disintegration is gener-
ally attributed to accentuated weathering by
freeze-thaw action (Thorn, 1975, 1976, 1979;
Thorn and Hall, in press, Table 1). However,
despite the considered role of freeze-thaw ac-
tivity in the nivation process there has been re-
markably little quanztitative investigation; Ives
{1973: 1-2) has defined this as ene of the topics
currently in most need of study.

The actual mechanism of freeze-thaw de-
struction is still largely open to question
{White, 1976), despite the number of land-
forms believed to result from this process

*Present address: Geography Department, Uni-
versity of Natal, Pietermaritzburg, South Africa.

0004-0851/80/020183-12%01.80
©1980, Regents of the University of Colorado

(French, 1976). In particular, as noted by
White (1976), there is the clear distinction in
the efficacy of the mechanism between break-
ing apart previously split rock and initiating
cracks in undamaged rock. However, a multi-
tude of destructive mechanisms and control-
ling conditions have been suggested by labora-
tory investigations (Collins, 1944, Tricart,
1956; Wiman, 1963; Dunn and Hudec, 1966;
Martini, 1967; Potts, 1970; Connell and
Tombs, 1971; Fukada, 1971, 1972; Latridou,
1971; Brockie, 1972; Martin, 1972; Ritchie,
1972; Blaga and Yamasaki, 1973; Hudec,
1973; Mellor, 1973). Field measurements of
freeze-thaw activity are extremely limited
(Barttle, 1960; Cook and Raiche, 1962;
Hewitt, 1968; Gardner, 1969; Thorn, 1974;
Hall, 1975) and in many instances offer infor-
mation which conflicts with theoretical labora-
tory studies and subjective field evaluations
{Thorn, 1976; Thorn and Hall, in press).

K. HaLL / 183
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As part of a study of mvation processes in
northern Norway (Hall, 1975), a detailed in-
vestigation of freeze-thaw activity and the
mechanism involved was undertaken. During
a 2-yr period, an attempt was made to moni-

tor rock-face temperatures at various points
within a nivation site. These data were then
used to estimate the freeze-thaw conditions
operative within the nivatton process and their
variation through the year.

STUDY AREA

An investigation was undertaken at a trans-
verse snowpatch site on the north-facing slope
of Austre Okstindbre valley, Okstindan,
northern Norway (Figure 1). Located ap-
proxtmately 80 km from the sea, the area ex-
periences a relatively maritime climate. Ex-
trapolation from the nearest meteorological
staton, Hartfjelldal (380 m a.sl) some
33 km to the south, suggests a mean annual
temperature at Okstindan of between -2 and

-4°C, annual precipitation approaching
1500 mm, and snow cover on approximately
180d yr' (Worsley and Harris, 1974,
Worsley and Ward, 1974). At the Hattfjelldal
station, mean January and July temperatures
(1963 to 1970) were - 9.6°C and 10.6°C, re-
spectively (Harris, 1974), but these may be
lower at Okstindan due to its higher altitude.
The transverse snowpatch (Figure 2) is lo-
cated at approximately 800 m above sea level
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ITUDINAL SHOWPATCH

Fioure ¥, VWiew of the study sie [jl'.l':.' 1973 ir'.-:ii-.'.a::n_i; thee major features described o the text. The
dacted autling denoies the approximate position of the transverse snowpatch at masimum exient.

Fioune 3. The sudy site during 1972 (3 August) when the snow had almost compberely ablared, showang
the bacation of thermistors A to G

K. Hair / 1BS



50

and is 150 to 180 m along its maximum Cross-
slope extent and 50 to 100 m downslope. It is
backed by a north-facing cliff up to 18 m high,
composed of gneiss and schist, cut through at
its eastern end by a waterfall which continues
down a gully to the valley floor. A longitudi-
nal snowpatch occurs along this gully (Figure
2). A number of small, garnetiferous mica-
schist and gneiss outcrops are found in the
stone pavement area on the castern side of the
gully which demarcate the lateral extent of the
snowpatch in that direction (Figure 2). The
vegetation-free stone pavement describing the
main snowpatch position (Figure 2) gradually
gives way downsiope to an increasing vegeta-
tion cover (Figure 3). The vegetation is domi-
nated by billberry (Vaccinium myrtilfus), dwarf
birch (Betula nana), and Carex spp. No evidence

of permafrost was found at any point within
the nivation site.

It is thought that the nivation site was
initiated as a structural depression in the
north-facing valley wall. The increased ac-
cumulation area plus drifting of snow from the
rock bench above and the north-facing aspect
result in a location where snow cover persists
after that over most of the surrounding area.
The backwall and rock outcrops which margin
the snowpatch show varying degrees of joint-
ing and fissility. Along the backwall there also
appears to be some evidence for dilatation
jointing, parallel to the valley wall. This is
probably a result of the effects of erosion and
loading by the outlet glacier which occupied
the valley during the last glaciation.

INSTRUMENTATION

Three Grant model D temperature re-
corders with a combined total of 60 ther-
mistors were used to monitor temperatures at
various points above, around and beneath the
transverse snowpatch. The instrument accu-
racy, according to the manufacturers, i1s con-
sidered to be within +0.6°C. During the
spring to autumn period, when field workers
were available to change recording charts,
temnperatures were monitored every 2 h. Dur-
ing the winter period recordings were ob-
tained at 6-h intervals in an effort to conserve
chart and battery life. Due to a combination of
instrument failure and loss of battery or chart
life, records were obtained only for the periods
29 August to 25 October 1972, 30 May 0 8
December 1973, and 6 July to 10 September
1674, together with occasional short periods
during early 1973 and 1974.

Thermistors were located in a variety of
positions in an attempt to monitor tempera-
ture changes quantitatively at the rock sur-
face; the location of those described in this
study is shown in Figure 3. Along the back-
wall, disc-type thermistors, with a surface
coloring similar to that of the rock, were
cemented such that their unobstructed sensor-

faces, directed outwards, were flush with the
rock surface. Thermistors were also cemented
into cracks and basal niches, and onto the rock
faces of the outcrops at the eastern extremity
of the study site. Thermistors were left un-
shielded so that they would monitor tempera-
ture variations resulting from all climatic ele-
ments incident at each location. Thus it was
possible to compare upward facing surfaces in
the lower part of the study area, which were
warmed by direct insolation, with locations on
the vertical rock faces and at the back of basal
niches, which were not so warmed.

Thermistor probes, shielded against insola-
tion, were used to obtain air temperatures
close to the ground surface, and at 1 and 2 m
above the ground, near the lower edge of the
eastern stone pavement area (Figure 3). An
unshielded probe was used, close to the
ground surface, to monitor the effect of insola-
tion at the same location. In addition, at both
the study site and the nearby Field Station
(Figure 1), a thermograph, in a Stevenson
screen, was used to obtain a continuous record
of air temperatures during the period when
personnel were in the field.

FREEZE-THAW ACTIVITY

At the end of the winter, the backwall and
rock outcrops are completely beneath an in-
sulating snow cover which gradually thins

186 / ArcTic anND ALPINE RESEARCH

during the spring-to-summer ablation period.
During spring, monitoring of air tempera-
tures indicates many freeze-thaw cycles
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(Table 1). It is, however, suggested that the
geomorphic effectiveness of these cycles is
limited at the nivation site because the thick
snow cover supresses air-temperature fluctua-
tions prior to their reaching the rock surface.
Limited data obtained from the study area
during March, April, and May failed to indi-
cate either positive temperatures or freeze-
thaw activity at the snow-covered rock faces,
but the information is sparse and possibly
cycles may have been missed. Rock face tem-
peratures recorded varied between - 2.3 and
- 0.7°C. In a study of solifluction processes a
few hundred meters to the northeast (Figure
1) both ground and air temperatures were
monitored (Harris, 1972; Figure 3; Harris,
1974: Figure 5). The data and interpretation
presented by Harris (1972, 1974) indicate that
during the period the area was snow covered,
freeze-thaw cycles monitored in the air were
not mirrored by cycles at the ground surface;
the snow cover had damped out the oscilla-
tions. This is the same situation as is sug-
gested, with limited data, for the nivation site
rock faces.

As summer progresses, alr temperatures
rise, and the frequency of freeze-thaw cycles
decreases until mid-June when temperatures
are at their highest (=28°C) and only rarely,
if ever, are freeze-thaw cycles monitored
(Hall, 1975: Figure 4-18). Consequently, as
the rock faces emerge from the ablating snow
cover during late June and early July they do
not experience a period of intense freeze-thaw
activity but rather a transition from near-zero
to high positive temperatures (Figure 4). A
similar situation was observed by Harris
(1972, 1974) with respect to the emergence of
the ground from beneath the melting snow
COVveEer.

During the latter stages of snow-cover thin-
ning, the nivation site rock-surface tempera-
tures oscillate about 0°C (Figure 4). How-
ever, the freeze and thaw amplitudes are only
in the order of 0.2°C, and so are probably of
limited geomorphological significance. As the
rock becomes snow free, surface temperatures
rise rapidly and during the surmmer to early

autumn period remain positive; those surfaces’

affected by direct insolation may attain tem-
peratures in excess of 20°C. Unfortunately,
no method of sensing temperatures at depth
within the rock was utilized, and so informa-
tion on heat penetration is unavailable.

As autumn progresses, temperatures

TasLe ]
Summary of the air lemperature freeze
amplitude and wavelengths recorded
during the period May lo July 1973

Freeze Freeze Freeze Freeze
Amp. (°C) wave(h) Amp.(°C) wave(h)
-8 12 -5 10.75
-1 1 -45 16
-1.5 1 -1 5
-8 14.5 -8 39
-2 6.5 -9 11
-4 19 -4 11
-2 3 -3 9
~ 6 13 - 1.5 10
-2 1 -0.5 3
-0.5 1 -4 8
-3.5 21 -3 8
-2.5 | -2 13
-6 26.5 -2 10
-7 15 -3 3
-5 ? -2 5
-2 3 -1 7
-8 14 -25 8
-0.5 1 -1 3
-4 11 -1.5 8
-1.5 3 -1.5 31
-0.5 1 -25 25
-0.5 1 -45 131
-1 1 -1.5 [6
-1 1 -2 10

n = 48.

¥ freeze temperature = - 3.1°C (s = 2.37).
Total hours of freeze = 566.25.
Definitions:
Freeze Amp. — Maximum freeze amplitude
Freeze Wave —Maximum freeze wavelength

gradually begin to fall and the rock surfaces
experience freeze-thaw activity (Figures 4 and
53). In general terms, the period during which
a point on the rock surface experiences freeze-
thaw activity is dependent upon how long it
remains snow free. Freedom from snowpack
insulation is a function of how scon and to
what extent snow falls and the location of the
point on the rock face relative to the buildup
of the snowpack. That is to say, a horizontal
surface will, if not kept clear by wind action,
obtain a protective cover earlier in the autumn
than a point on a vertical face where the con-
trolling factor for snowpack buildup is height
above the ground. In addition, those areas
subject to direct insolation will experience
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more rapid snowmelt than shaded areas.
Within the nivation site these factors, together
with the microtopography, result in a great
variation between exposures of number,
amplitude, and wavelength of freeze-thaw
cycles at the rock surface.

Figure 5 shows the temperature curves ob-
tained on four rock outcrops at the eastern end
of the stone pavement area {Figure 3). Curves
A and B, obtained from the vertical faces of
the outcrops, appear similar while C, from a
basal niche, is much subdued, and D, from a
horizontal surface, indicates a radical differ-
ence in temperature conditions during the
latter part of the record. Specific details of the
number, wavelength, and amplitude of the
freeze phases illustrated in Figure 5 are given
in Table 2. It can therefore be seen that there
are very big differences in freeze-thaw tem-
perature conditions among these four points.

Locations A and B both experienced nearly
the same duration of freeze time, but B ex-
perienced one more frecze-thaw cycle than A
and had 40% overall lower freeze amplitude
(Table 2). Location C experienced approxi-
mately 25% fewer freeze-thaw cycles than A
or- B, nearly 100 h less total freeze time and
had the smallest mean freeze amplitude of all
four locations. The thaw phases appear fairly
similar between C and A or B (Figure 5) but
the freeze phases do not, those of C being
greatly subdued with respect to either A or B.
This difference is believed to result from the
thermistor at Jocation C being situated at the
very back of a sernienclosed basal niche where
there would be a greater stored body of heat to
be overcome than on the exposed vertical face.

Location D, a horizontal surface (Figure 3),
indicates the effect of snow cover. From 20
October (Figure 3) the snow on top of this site
appears to have remained at a sufficient thick-
ness to effectively damp out. the freeze-thaw
cycles experienced at the other points such
that, for the duration of the record shown,
location D experienced 57% fewer freeze oc-
currences and 60 % less total freeze time than
location A. At the end of the available record,
curve D is approaching 0°C ( + 0.2°C), and
data obtained in the spring of the following
year indicate a rock surface temperature at
this point of —1.1°C. While the dampening
effect of the snow cover at point D is impar-
tant with respect to geomorphological implica-
tions, it is important to note that during the
period D was snow free it experienced the
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Ficure 4. Six-haurly rock surface temperature records for thermistors A and E during the spring to sum-

mer ablation period.
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Ficure 6. Six-hourly rock surface lemperature records for thermistors E to F, located on the backwall,
during the avtumn 10 winter period.

targest mean freeze amplitude and the longest
total freeze time of the four points, although
not the largest number of individual freeze-
thaw cycles (Table 3).

Figure 6 shows the temperature curves ob-
tained from three locations on the backwall

(Figure 3). Locations E and G are on the ver-
tical face while F is at the base of a vertical
crack 0.2 m wide, 1.8 m long, and 0.45 m
deep. As with the rock outcrops, the three
positions on the backwall show variation in
number, duration, and amplitude of freezes
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TasLe 2 _
Freeze occurrences monilored by thermustors A to D on rock surface outcrops during the

period 12 September to 10 December 1973

A B c - D
Amp{°C) Wave(h) Amp(°C) Wave (h) Amp(°C) Wave(h) Amp(°C) Wave(h)

-2.0 36 - 1.0 12 -0.2 6 -0.8 18
-3.2 t8 -1.3 18 -0.3 12 ~3.5 36
-1.3 12 1.5 18 -0.3 12 -4.2 24
-45 36 -0.2 12 -0.9 12 -1.7 12
-2.9 12 -06 6 -0.2 6 ~5.0 36
-3.2 8 -2.0 18 -4.2 132 -3.2 30
-2.7 18 -1.3 12 -2.8 24 -35 36
-36 24 -1.9 ) -6.8 216 ~1.1 18
-0.8 18 -1.8 12 -1.1 12 -11.4 402
-9.0 108 -1.4 18 -09 12 n=29
-2.0 18 -6.3 108 -0.2 6 X Amp = -3.8°C
-11.0 240 -32 18 -1.5 18 (s =3.17)
-1.0 8 -39 18 -42 60 Total freeze = 612 h
-0.9 12 -8.7 216 -4.0 48
-0.6 12 -1.2 12 -9.3 840 +
-3.0 24 -1.1 18 n=15
-6.9 60 -0.5 12 7 Amp = -2.5°C
-7.4 48 -2.2 18 (s = 2.76)
~-14.6 376 -5.0 60  Total freeze = 1416 h
-16.4 204 + -55 48

ne=20 -12.0 840 +

7Amp = -4.9°C n =21

(s = 4.63) ¥ Amp = -3.0°C
Total freeze = 1502 h (s = 3.01)

Total freeze = 1490 h

Definitions:
Amp {°C) = Maximum freeze amplitude.
Wave (h) = Maximum freeze wavelength.

(Table 4) during the record available. Loca-
tions E and G are fairly similar in response to
temperature changes, but location F experi-
ences 33% fewer freeze-thaw cycles and a
smaller mean freeze amplitude. Detailed con-
sideration of curves E and G show that there is
25% difference in mean freeze amplitude and
that G experienced one more freeze-thaw
cycle while E had 42 h more total freeze time.
The quintessence of the dara is that the
freeze-thaw environment within the nivation
site is complex and shows great variability,
The situation becomes even more complex
when temperature curves for the downslope
outcrops (Figure 5) and the backwall (Figure
6) are compared for their overlap period (14
Septernber to 21 October). Clearly, the back-
wall and outcrops do not experience the same
regime, even within an area as small as that
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under study, due to the variability of microre-
lief and exposure to the climatic elements. The
rock outcrops did not register the two cold
phases of 21 September to 3 October and 3
October onwards which were so evident on
the backwall (Figure 6). Conversely, the
earlier fluctuations appear to have been more
severe on the outcrops than the backwall.
During the two main cold periods experienced
on the backwall, the outcrop surfaces in fact
indicate peaks of warm temperatures; at the
time of these peaks there was a comple-
mentary rise of backwall temperatures, al-
though they remained negative (< -3°C).
Other data show that during the same period
ground-surface temperatures in the lower area
did not remain negative but experienced
warm peaks similar to the rock outcrops.
Thus, in this instance, it is suggested, the
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TapLe 3
Summary of freeze occurrences manitored by thermistors 4 do D for the pertod
{14 September to 22 Qetoder) durtng whach location D was snow Jree

A B8 C 8]
Number ol freezes L+ 16 9 9
¥ {reeze temperature -34°C -2.3°C -13°C -3
s [reeze (emperature 3.0? 2.25 231 317
Nurmber hours of Ireeze 578 522 432 612
TasLe+
Frecze occurrences moaared on the backwall by thermustors £t G
during che serined {4 September to 22 October 1973
E F G
Amp (°2C) Wave (h) Amp(°C)y Wave {h} Aap (°C) Wave tht
~+.3 24 -~ 1.2 18 -3.0 ket
-1.4 8 ~G.2 b -1.8 o
-0.5 b -0.3 5 -0.5 b
-8 L8 -09 30 -3 &
-18 24 ~+.b 3ns -1 12
-22 13 -+2 +02 -2 12
-0.7 12 ~0.4 &
-92 204 -6.7 258
~ 140 396 2y 56
- 1D 1972
Mean freeze amplicude ac E = -4 [°C (s = 437 n = 0.
Mean freeze amplitude ac F = - 1.9°C (s = 1.98). n = B.
Miean Ireeze amplitude at G = -3.0°C{s = 3340 = 10
Towal hours of [reeze ar E = 810,
Towal hours of freeze at F = 768
Towul hours ol Ireeze at G = 768
Delinidons:
Amp (°C) = freeze amplitude (PC).
Wave (h) = freeze wavelength in hours.
higher outcrop temperatures are a result of  tures decive from the continual shadowing -
heating by direct insolation (as with the  fect there.
ground). while the lower backwall iempera-
DISCUSSION

Two principal aspects of the {reeze-thaw re-
gime emerge: (irst. moaitoring of air tempera-
wires is no idicaton of temperacure fluctua-
‘tony occurring at the rock face and, second,
hac within a aivaton site very large diffee-
ey in fregze-thaw regime aceur trom point
o point. Unlortunatelv. manyv nvestigations

ot lreeze-thaw activity are based upon merr
orological  station  ale-cemperatace  cecord.
whi‘ch often imply a rigorous regime with o
spang peak (Fraser. 1939). As has hero
shown, howeser, a nivauoa site is vecy likei -
to be protected by a thick snow cover durin:
the spring period and so the geomorpholeyn ol

RLoH 4!
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imporant.  Air  temperature  records  are
limuited indicators ol temperature condittons
prevailing at the rock tace and so are of doubt-
tul use i Judyment ot geomorphological ac-
avity, Within the aivaton sice there 1s 2 great
range ol locahized lrevze-thaw eavironments
such that great care muse be exerctsed in inter-

pretation when informanon is avalable trom g
limited number of points. The pussibities chat
a [reeze-thaw action is taking place wirthout
postuve crossings ot the 0°C sotherm necds
more detailed investgation and. il proven.
adds a turther complicating faccor to the 1ater-
pretanon ol temperature recocds.
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Some observations on ground temperatures and transport
processes at a nivation site in northern Norway

KEVINJ. HALL

debris

Hall, K. 1. 1945. Some ohservations on ground temperatuzes and 1ansport processes al a nivatan
site in northern Norway. Norsk geogr. Tiddsskr. Vol. 39, 27-37. Oslo. 185N 00H-198].

Ground temperature data, at various depths, bencath and around a transverse snowpatch ot a
nivation site in northern Norway are presented. This information is integrated with observationm of
movement, of which four main types are identified. A temporal and spatial continaum of
trunsport processes from spring 1o carly winter is suggested. Overald. itis hypothesised thal enhanicd

transport may be characteristic of nivation sites.

Kewin J. Holl, Geography Departiment, Universiry of Nawi. P. (). Box 175, Pietermaruzburg. South

Africa.

Introduction

Nivation is a collective term which encompasses
all aspects of weathering and transport which
take place within the presence of late-lying snow
(Matthes 1900) and is a process which has been
widely postulated as a major agent in landscape
development (Tricart 1970, p. 113: French 1976,
p. 12). Despite its apparent pervasion throughout
past and present periglacial areas, the limited
number of studies undertaken on this topic (see
Thorm & Hall 1980, Table I) have been largely
qualitative. The recent quantitative work on ni-
vation (Thorn 1974, 1975, 1976, 1979a, 1979b,
Thorn & Hall 1980, Hall 1975, 1980) has ques-
tioned some of the basic tenets relating to the
role, timing, interrelationship and results of the
processes assumed to be involved.

In the context of transport within nivation,
available information (Thorn & Hall, 1980, Ta-
ble I) indicates that. with few exceptions, soli-
fluction and sheetwash are deemed to be the
major agents. However, the interrelationship
and specific timing of these two processes, cer-
tainly within the Alpine context, is considered o
be largely in doubt and mainly conjectural
(Thorn 1979a). Whilst detailed work on mass
wastage and meltwater activity within periglacia)
regions is extensive (see Embleton & King
(1975) and Washburn (1979) for review of litera-
ture), little research on these topics has been
undertaken at nivation sites despite the apparent
close association. Integral with the consideration
of the transport processes is the investigation of
ground temperatures which, again, are limited

with respect 10 nivation sites, Thomn (1979b) be-
ing the only major study freely available.

In this study. ground temperatures. at various
depths, beneath and around the snowpatch dur-
ing periods of accumulation and ablation. togeth-
er with observations and measurements of trans-
port activity, are integrated to give some assess-
ment of the overall process combination. The
study, although lacking in detail in certain sec-
tions, was an attempt to follow the temporal and
spatial variations of processes and so to develop
a comprehensive picture of nivation transpon
activity.

The study area

Investigation of the conditions and processes ir
association with a semi-permanent snowpaxck
were undertaken on the north-facing slope o
Austre Okstindbre valley, Okstindan. Nonthart
Norway (Fig. 1). The study site is located ip
proximateiy 80 km from the coast and thus =2x
periences a realtively maritime climate. Extrano
lation from the nearest metecrclogicei stzusn
Hantfjeildal (380 m a.s.1.), which is situzted somv
55 km to the south (Worsley & Harris 1474
Worsley & Ward 1974) suggests a mezn aan:a
temperature a1 Okstindan in the range of — 2 ¢,
—4°C. annual precipitation approaching ;%
mm and a snow cover of approximztely 3
dyr~'. The mean January and July temmeraiuss
at Hattfjelldal were ~9.6°C and 10.6°C respx
tively (Harris 1974). but these may be lower :
Okstindan due to the greater altitude.
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The study site comprises two snowpalches
(Fig. 2). an upper transverse patch at about 800
m a.s.l. and a longitudinal patch running down
slope from the transverse to the valley floor.
Within the context of this study only the trans-
verse patch is pertinent. as the longitudinal
snowpatch resides in o rock gully occupied by a
stream in summer. The transverse patch s 150-
180 m in cross-slope extent, and 50-100 m
downslope.

The snowpatch is backed by a north-facing
gneiss and schist cliff up to 18 m in height which
is cut at the eastern end by a waterfall. the water
from which flows down the rock gully to the
valley floor (Fig. 2). At the eastern end of the
snowpatch. and at the western end to a lesser
degrec. are found a number of small outcraps
composed of gneiss or garnetiferous mica-schist.
which demarcate the maximum extent of the
snow (Fig. 2). These outcrops vary in height
from approximately (.70 m to 2.5 m. The area in
which the snowpatch resides comprises a stone
pavement, which shows an increase in vegetation
cover with distance downslope. The vegetation is
dominated by billberry (Vaccinium myriitlus),
dwarf birch (Betula nana) and Carex spp.

Fig. 1. Location of study area.

Instrumentation

Temperature conditions at the study site wert
monitored via 3 Grant model *D" temperatur:
recorders and a varying number of thermistors
According to the manufacturers. the instrumen
accuracy was in the order of £ 0.6°C. Temperz
ture observations were taken at 2-hourly inter
vals when personnel were in the field fusualh
spring to autumn). and at 6-hourly intervals dur
ing the winter in order to conserve chart ant
battery life. Thermistors were located at 0.0F
0.1.0.25.0.5,0.75 and 1.0 m depth in the groun:
just below the lower edge of the snowpatch | Fig
2). and at 0,05, 0.1. 0.25 and 0.5 m depth at th:
top of the backwall, i.e. above the snowpaisi
site. A further 6 thermistors were situated at >
mm depth across the area usually covered by tp:
snowpatch with additional thermistors. also a1 >
mm depth. located next to ground movement gz
vices (see below). Shielded thermistors wer:
used 10 obtain air temperatures at | m and 2 ¢
above the ground and grass minimum tempera
ture in the area just below the snowpatch (Fig
2}. Al the same jocation an unshielded thermis
lor was utilized 10 monitor the effect of insola
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Table I. Tempcratures ar various depths Zuring
ground thaw (without snow cover).
Deptrh
Date 0,05m 0.16m 0,258 0.50= 0.752 1,00=
June 10 +0,2 =0,2 -0,1 -7,7 -7,3 -8,0
12 +0,7 =0,1 -0,2 -7,3 -7,13 -1,9
14 +1,3 -0.3 -0, -6,8 -7,13 -7,5
l¢ +1,0 -0.1 -0,2 -5.% -6.0 -6,5
1g +2,6 +1,6 -0, -4,0 -4,0 ~4.,4
X0 +4,1 +3.9 -0,3 -3,7 -1.8 -3,9
22 w4, 0 +7,0 40,7 -4,0 -3,2 -4,4
24 +9,1 46,0 +3,3 -5,0 =5.0 -5,3
26 +8,.0 +5,0 +2,1 2,0 -4,% -4,7
Table YI. Cubic regression analysis of
temperatures at various depths.
Depth (m) Result
X ¥ r . r2
0,05 ¢,10 0,98 0,97
0,10 0,25 0,82 0,67
0,25 ¢,50 0,87 0,76
0,50 0,75 0,89 0,79
0,735 1,00 0,88 0,77
0,50 0,25 0,54 0,29
0,75 0,50 0,98 0,96
1,00 0,75 0,98 0,96

Equation of the form:
y = a + bx + cx2 + dx3

All results significant at 0,05 level
(t-test of r)

tion. Rock-face temperatures were also obtained
(Hall 1980). but these are not directly relevant to
this study. Finally. at both the studv site and the
nearbv Field Station (Fig. 1). a thermograph wus
used to obtain a continuous record of air tem-
peratures during the periods personnel were in
the ficld.

Downslope movements of the ground were
monitored by three main methods, namely lines
of wooden stakes. Rudberg Pillars. and deforma-
ble tubes. Sixteen deformable twbes. each 0.7 m
in length. were enplaced in the lower area. These
tubes ullowed conunual monitoring (Thorn &
Hall i980. p. 115) without recourse to their re-
moval, as was the case with the 12 sets of Rud-

perg Pillars. The pillar sets were of varving
length, dependent upon possible depth of pene-
tration into the ground. and consisted of 2 cm
high blocks of polythene tube. These were situat-
ed primarily within the stone pavement area. Six
lines of wooden stakes were set up at various
locations near the foot of the snowpatch to moni-
tor both downslope movement and ground
heave. Figure 2 shows the approximate location
of ull the temperature and ground movement
monitoring devices. '

Soil samples were unalysed for their grain-size
distribution. Samples of snow. rain and run-off
were investigated by means of an atomic absorp-
tion spectrophotometer for their solute content.

QObservations

As an aid to clarity, the data will be considercd
in five main sections and then resolved into a
‘unit” within the epsuing discussion. This division
into individual process groups is not meant 10
suggest mutual exclusivity. for. as shali be seen
later. they are all part of a spatial and temporal
continuum,

Temperature conditions

Record of ground thaw with depth is limited as a
result of either instrument or batterv failure.
That record which does exist indicates a warming
from both the surface and beneath, Information
of temperature variation with depth. in two-dav
intervals (Table 1), was subject to regression una-
lysis with. initially. the point below considered 10
be dependent (the y value) upon temperature
changes at the point above {the x vulue}. A cubic
regression gave the best fit (Table I1) for the data
set. However. whilst the uppermost 00.23 m clear-
ly showed the effect of warming from ubove. the
highest regression coefficients obtained for the
0.5 10 1.0 m levels were based upon wurming
from below (Table 1I). Thus. for the limited
period available. it would appear that warming
of the ground takes place from both above and
below. but that the ground actuaily thaws from
the surface downwards.

Temperatures obtained from a depth of 0.03 m
in the pround beneath the ablating snowpatch
(Fig. 3) show. as might be expected. thawing of
the ground at the snowpatch edge as the snow
recedes. Temperatures are seen 10 oscillate
about 0°C (Fig. 4), but the fluctuations are only
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in the order of = 0.1°C und so are not thought 1o
be peomorphologically significant. What is con-
sidered ¢o be smportant is that the observed tem-
peratures, even beneath the central part of the
snowpatch which did not ablute completely. are

conducive 10 allowing the movement of witer
without hindrunce due to freezing. Tlowever.
thuwing of the ground at depth appears onh to
take place once thut location has become snow-
frec.
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Fig. 6. Three femperature profiles showing aulumn to winter freezing of the ground.

Freezing of the ground during the autumn to
winter period clearly takes place from the surface
downwards (Fig. 5). Whilst the 0.05 m and 0.10
m levels both went subzero on the same date
(November 8th) there was a 2-day delay for the
0.25 m level, 14 days for the 0.05 m, 19 days for
0.75 m and 28 days for the 1.0 m level. Once
negative temperatures were achieved they per-
sisted till the end of the record, but with fre-
quent, often rapid, subzero oscillations. This
subzero cycling is thought 1o indicate snow-free
conditions, with the leveiling of the record (at
0.05, 0.10 and 0.25 m depths) on December 8th
indicating covering by snow.

Temperatures at 0.03 m depth next to ground
movement instruments (Fig. 6) showed essential-
ly the same responses with minor variations due
to local differences. The ground was subject to
freezing and thawing until November 4th, when
it became continually frozen but still experienced
subzero oscillations.

Movement of material across the
snow surface

Although this form of transport might not b
considered a nivation process per se¢ (Thorn &
Hall 1980, p. 121), nevertheless it was active a
the nivation site and so must be taken into ac
count within the totality of debris movement
Weathered-free material was seen to slide. rol
or bounce across the smow surface. Althougl
debris in motion across the snow was primaril:
limited to cobble size and larger. slumps of fin
matenal were observed (Fig. 7) which had a ne
downslope movement when let down by the ab
lating snow surface. For rockfall movement ove:
the snow, four factors had to be satisfied: there
must be active weathering of the backwall (u«
generale material). snow must abutt or be ver
close to the backwall (to offer a surface fo
movement), the snow slope must be relativels
steep (1o aid movement). and the snow itself be it
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a hard condition {s0 2% nof 0 relard momen-
tum}

The soow slope ar the siudy area varied he-
tween 40 and 60 degrees, and the pround at its
foot from 13 o 45 degrees. Thus. many clusis
had sufficient momentum (o leave the snow loot
and travel 20 or 30 m oot bevond 1he snowpatch.
Diuring movement bevond the snow fool. moving
blocks often impacted against sianionary ones
and caused them to fravel a shon destance
downslope, Cualitatively, rolling uppeared to be
the most common means of movement

[t was not possible 1o sample the moving mate-
riah and thus estimate the mass moved. The lar-
gest block seen 10 mowe across the snow surface
was of the size [0 x06x0.45 m. The perod
during which this form of transpor occurred var-
ied froum vear to year as a function of when a free
rock face was exposed behind the ablating snow-
patch, the release of weathered material, and the
rate of ablation of the snowpatch

Transpors by wing

Tramgar by wimd was only seen 10 be elfective
o pacticies up o coarse sand size and wus spa-
nally and temporatly extremely limited. Actvity
was restricied (o dev. snow- and vepetabon-free
saled  omn 'A'ilsd'_-' rlretjm[al:.rln-lrcc Ijij'!."k. This
lrimnied the #one of actvaly 1o Lhe l.-r[;:l;:l;mn-l'rn:
stone pavernent area afier the snow cover had
melted. Drespite the many limitanions there were
days following & warm, dry period durning which
the air was seen 10 be full of small mica Nakes.

V- Mok Cheogr Tabiske | e

o
J

These clay o sili-size particies were carmed len:
of merres above the ground and were only visible
due to thewr refllecting the san, Mo gquantidatne
estimate of the amoum of marerizl invoived
aviktable boi, gualitatwelv. it 15 thought o be
very small.

Ground-surface movement of fine 10 coarsc
sand was observed and an elementary form of
sorting {eok place. Sorting resulied from the
transpart awdy of the finer particles. thus leaving
material of pranule size or larger. and its redepo-
sition al rrregulanities in the ground, At depows
tion sites there was a gradation from coarser oo
finer matenial in o down-wand direction. Bwid-us
of deposits took place wniil the irrepulamn was
filled 2nd then matenal would contimue to b
moved bevond that poing by the wind. Unlike ths
other transport processes. movement by owing
was not direcily dewnslope but was a vectos
between the cross-slope wind and the downslop:
force of gravity.

Transparr by waler

Water was seen (o issue from beneath the snou-
jatch exther from a munnel 85 a concenteated fow
along 80 incised chapnel, or as o theet troo
helow sections of the feather edoe. All the o
served tunnels were preater than (0 12 moan wedip
Cine tunnel observed in P973 was 0,13 m owids
U0.085 m high amd had water o a depth of 000 o
another in 1973 was 0.5 m wide, 0.15 m high wits
water L3 m deep, Dunng June of 1973, wher
ablation was well advanced, five small tunne.-
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were observed on the eastern side of the lungitu-
dinal gully and eight larger ones on the western
side. Those rivulets emerging from tunnels on
the eastern side were in shallow channels but
then usually spread out into sheets. On the west-
ern side the water exited from the tunnels in
well-defined channels up to 0.4 m deepand 0.3 m
wide. These larger channels appeared to be in
use in successive years but the existence of some
which were dry suggests that some grow at the
expense of others, as in a normal drainage net-
work.

One tunnel, excavated back into the snow-
patch, showed water continually in contact with
the ground which was thawed to a depth of 0.05
m. Excavation also indicated that rivulets joined
together, beneath the snow. to produce an anas-
tomosing network, but that as any individual
channel was traced back upslope it became shal-
lower until. vltimately. somewhere within the
stone pavement, it was no longer evident.

The sheetflow from under the snow edge was.
due to its extreme shallowness and low velocity.
observed 10 rarely move debris and then only of
fine sand or silt size. The rivulets. however, were
often seen to carry malterial in the fine to coarse
sand size range, but the colloidal nature of the
finer material inhibited movement except when
subject to disturbance by such as falling blocks of
snow from the tunnel edge. In addition, inferen-
tial evidence of transport was found in both the
stone pavement and vegetated areas. Within the
former were observed. after the snow cover had
disappeared, sinuous ridges of sand (<0.05 m
high) which slowly increased in width and/or
height downslope or where two ridges joined
together. These ridges of fine material (termed
‘aleurite” by Kachurin (1959)) ran downslope
but, in so0 doing, often ran across blocks or
mounds which involved a short upward section.
This, then. implies transport and deposition in a
subsnow channel under hydraulic pressure with
the ridges forming in much the same manner as
an esker. That this material was.in motion down
the slope is shown at the tunneli exits where water
flowed out over a vegetation cover and spreads
of debris, trapped in the grasses, were observed.
Of interest was that in these spreads of debris
large amounts of grave size materiai were found,
indicating that earlier in the ablation cycle condi-
tions were such that material of this size could be
transported.

Analysis of the solute content of the water
(Thom & Hall 1980, Tabie VI) showed that,

although the amounts were not high. there was
removal of matenial in solution. It is argued that
as this material is being removed by water re-
leased from the ablating snowpatch then a great-
er amount of material can be removed from a
nivation site than from surrounding snow-free
areas.

Mass wasting

Analysis of ten soil samples from the top 0.5 m of
ground in the lower area indicated a range from
silty-sand to gravelly-sand, but with a varying per-
centage of silt evident in each sample (Hall 1975,
Fig. 6-17). Detailed investigation of the more
common finer soil indicated a liquid limit of
27.8 % and a plastic limit of 22.1 %. These values
gave a plasticity index of 3.55 % which. on the
Casagrande Plasticity Chan (Casagrande 1932),
approximates to a soil of low cohesion. During
1973, tensiometer records of pore water tension
in the top 0.3 m of the ground in the lower area
showed that from carly to late June there was a
saturated condition. There was loss of tensio-
meter record 1n July, but a saturated state was
again indicated from late August to late Septem-
ber, when readings were terminated. This satu-
rated soil of low cohesion gave morphological
expression of mass wasting in the form of terra-
cettes. solifluction lobes and a mudfiow.
Terracettes were observed in the lower, vege-
tated sector. Solifluction lobes were found 10 the
west of the pully and a section throuph one indi-
cated and overriden organic horizon and a down-
slope clast a-axis orientation fabric. The mudftow,
also to the west of the gully, was a farge (c. 25 m
long and 8 m wide)} multiple feature resulting
from a number of successive slope failures, It
comprised several lateral ridges and terminal
banks of debris, up 10 0.5 m high. composed of
material from clay to small boulders in size.
Monitoring of ground surface movement by
means of deformable tubes showed a movement
range of 0 to 55 mm in one year (Fig. 8), but no
relationship between the amount of movement
and slope angle (Table III). For the tubes. a8 a
whole. no movement took place below a depth of
0.35 m. The mean rate of movement for all the
tubes monitored during the two-year record pen-
od was 22.5 mm yr~'. The recorded tube move-
ments relate to duration of ground saturation as
a function of interstitial ice melt and, more 1mpor-
tantly, snowmelt water supply from upslope. The
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Fig. 8 Tubc profiles and dctail of ground movemcent as shown by Rudberg Pillars alier onc year.

relationship between saturation and movement
was best exemplified by Tube 13 (Fig. 8) which
showed no surface displacement but distinct
downslope deformation between 10 and 180 mm
depth. The tube was initially straight as the in-
serted metal rod at time of emplacement wouid
not have allowed any bending. Excavation of the
tube showed that there was a clearly observable
zone of throughfiow in a band corresponding to
the curved section of the tube. Water flowed into
the excavation pit at a fast rate and slumping-in
of the saturated ground took place, so that after
about five minutes the throughflow band had cut
back 70 mm. At the base of the flow was a 40 mm
clay layer which was acting as an impervious
boundary. Surface movement is thought to have
been inhibited by the vegetation mat and so
there must have been a zone of shearing between
the moving and non-moving sections which could
not be expressed by the tube.

That shear took place within the ground was
clearly shown by sets of Rudberg Pillars, whose
discrete nature allowed differential movement to
be recorded (Fig. 8). Surface rates of movement
varied between 10 and 50 mm but in many in-
stances maximum downslope displacement took
place below the surface. This may, in part, be
explained by surficial retardation by vegetation,
as Pillar set 8 (Fig. 8), in an unvegetated locality,

+

Table III. GCround surface movement for one
year ss shown by tube profiles.

Movement !nm):
Tube No. 1972=-1%73 19731-1974 Slope (0)

1 20 15 9
2z 20 20 2
3 35 20 10
4 30 30 5
5 30 20 30
[ 20 25 34
7 10 20 1
8 25 20 17
9 20 25 29
10 20 10 S
13 o -2 5
14 15 - 20
15 20 - -]

—
o
w
w
1
W
o

movement at 0,11 depth = 20 mm

tubes removed or damaged

Carrelation between ampunt of movement anc
slope angle (1972-3)} indicates r = +0,33
which {3 not mignificant at 0,0%
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showed maximum movement at the surface.
However, as with the tubes, it is the pressure of
waler creating zero pore water tension which is
the prime control, because, again, there is no
relationship between amount of movement and
slope angle.

The lines of wooden stakes were not such good
indicators of downslope movement as either the
tubes or pillars, because their rigid nature inhib-
ited clear expression. However, they were able
to give a measure of residual pround heave, i.e.
winter heave less summer settling. Surface move-
ment rates recorded vanied between 0 and 50 mm
(k=12.6 mm, s=15.8, n=139) whilst residual
heave was between 0 and 30 mm (X =9.5 mm,
5=6.5, n=30). Within any one line of stakes
there was great variety in both downslope move-
ment and heave.

Conclusion

From the available evidence it would appear that
material is moved out of the nivation site by a
combination of over-snow transport, wind ac-
tion, soliftuction and confined or unconfined wa-
ter action. With the onset of spring and snow-
patch ablation so water transport is initiated.
Water entering the back of the snowpatch from
melt along the backwall is able to move beneath
the snow cover. At this stage the pround beneath
the snow, apart from the top few mitlimetres
where the water runs, is still frozen and so soli-
fluction is not yet active. Durning this period, the
proximity of the snowpaich to the backwall al-
lows weathered-free material to move down the
snow slope. Thus, initial activity is in the form of
waler and over-snow transport.

With the loss of snow cover the ground thaws,
from the surface down, and solifluction is initiat-
ed. The inherent low cohesion of the ground,
plus its saturation by interstial ice melt and addi-
tion of water from snow melt, leads to downslope
movement in varnous forms: terracettes, solifluc-
tion lobes, slumping and mudflow. During the
period of ground movement, water transport is
still active and so may be over-snow movement.
However, as time progresses and the snowpatch
ablates, the over-snow form of movement de-
creases and then finally ceases when weathered
or slumped matenal falls into the randkluft, at
the backwall foot, rather than onto the snow
surface.

As summer progresses and the ground thaws,

so the movement of saturated ground over a st
frozen layer (solifluction) ccases and is replace
by creep. During this period warm, dry days m¢
allow some movement of the fine matenal t
wind action, particularly if it is a year in whic
the whole snowpatch ablates (as in 1972}, then
by exposing the vegetation-free stone paveme!
area. Towards the end of summer, transport
limited to creep, rock fall, some water activit
and occastonal but rare, wind action. Alltranspo
processes, except perhaps for rock fall, come to
halt as the ground begins to freeze once mo
and then becomes snow covered. No over-sno
movement was observed prior 10 the onset of 1]
succeeding ablation period, presumably becauw
the mechanically weathered matenal was eith:
held by an ice bond or was beneath the bai
edge of the snowpatch.

Thus there is a continuum of transport mech
nisms operative throughout from spring to ear
winter. The processes vary both temporaliy ar
spatially as the snowpatch ablates. Essential
fluvial and over-snow transport occurs at the b
ginning to be superseded by mass wasting. Coi
trary to most observers (see Thorn & Hall 198
Table 1), erosion by meltwater was observed
the lower vegetated area. All of the transpo
mechanisms are the same as those active in t}
surrounding areas with the exception that at tt
nivation site the wasting of the snowpatch exer
a distinct influence over the location and timn
of their operation. In addition, the snowpau
enhances the effect in that it acts as a surfa
over which material may move and .that it is
reservoir of moisture which continues to be r
leased when surrounding sites may be dry. Thu
it is suggested that a nivation hollow is a locatic
of enhanced transport activity compared to 1}
surrounding snow-free regions. It is further su;
gested that it is targely because of this enhance
transport, rather than the usually cited enhance
weathering, that the nivation hollow exists ar
grows. In fact, in the light of recent quantitatir
studies (Thorn 1979a} which indicate that mu
chanical weathering may naot be as effective ;
originally postulated, it may well be that it
enhanced transport which characterizes nivatic
rather than the oft-cited freeze-thaw activity.
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ROCEK TEMPERATURES FROM LIVINGSTON ISLAND {MARITIME ARTARCTIC):
IMPLICATIONS FOR CRYOGENIC WEATHERING
Kevin J. Hall

Geography Department, University of Natal,
Pietermaritzburg, 3200, South Africa.

The present-day understanding of cryogenic weathering of rock is constrained not

s0 much by theory as by actual field data regarding the canttollinq.factora
{rock properties, rock temperatures and rock moisture content, chemistry and

distribution].

Attempting to overcome this limitation, the British Antarctic

Survey has initiated a meries of undertakings, at various locations in the

Antarctlic,

in which these parameters are monitored.

Tha rock temperature

component of the information data base is presentad for three sites on the ice-
free Byers Peninsula of Livingston Island in tha South Shetland Ialands. .
At thesa study sites, on different aspects, rock temperatures were monitored

saveral times each day.

In addition, climatic data regarding sir temperature,

radiation, humidity, wind speed and direction and moisture availability were

alao monitored.

This information made it possible to undertake within and

between site compariaons plus to conaider the relationship of the various rock

temperatures to climatic conditions.

INTRODUCT JOR

in a discuesaion regarding frost shattering,
McGreevy (1981, p. 71) concluded that "Priority
cught to be given...tc measurements of ratas,
amplitudes and magnitudes of temperature
oscillations arcund freezing point on and below
rack surfaces...". Seven years later, Thorn
{1988, p.13), following a detailed discussion by
McGreevy and Whalley {19B2), wam still led to
state that “...there is a preesing need for
fiald recerds of bedrock tempersature..." and
four years further on to state "Foremost
among...problems has been uncertainty concerning
the thermal and moimture regimes which actually
prevail wilthin natural bedrock..= (Thorm, 1992,
p.10). Many studies rely on air temperature
records and yet thesa are of no use with respect
Lo rock weathering (McGreevy, 1985) and so it is
imperative that actual rock temperatures are
obtained. Whether the older notions of rock
damage dus to a 9% volumetric increass resulting
from the phase change of water during freezing
or the newer hypothetical models based on
segregation ice growth within rock as the
disruptive influence (e.q. Hallet, 1983) are
considered, then without such data it is
impossible to determinae the mode of frost
weathering in the field or to undertake
meaningful laboratory simulations. 1In fact,
without data on both temperature and moisture
the presumption of frost action as the main
cause of rock breakdown in cold regions may
itself be errconeous {Thorn, 1992). Rock
temperature data are, in general, reletively
rare although McGreevy {1985) has examined the
role of the thermal) properties of rocks on
weathering processes. For cold regione there
are some data, of varying degrees of langavity
and complexity, relating to rock temperatures
but considering the extent and diversity of gmuch
;eqions it ia still an extremely small data
age.

Ae part of a recent study of Hﬂuthgring
processes in a maritime Antarctic environment,
rock temperature data were collected for part of
the summer period. Data were collacted for
various aspects, allowing comparison with the
controlling climatic factors of radiation,
humidity, air temperature, wind speed and
direction. In much the same vein as papers by
Jenkins and Smith (1990) for the Canary Islands
and Balke et al. {1991} for the continental
Antarctic, the aim here ism to show the
variability of rock surface temperatures that
can cccur as a function of aspect and to discuas
the findings in the context of the generally
perceived nature of weathering for this region.
Data on ancillary factors pertinent to the
consideration of weathering, such as rock
moisturs content and rock properties have been
collected but are pressnted in detail elsewhere
(Hall, In preas}.

STUDY AREA

The study was undertaken on the Byers
Peninsula, located at the westarn extremity of
Livingston Ialand. The Byers Peninsula is the
largest (g. 50 km') ice-free area in the South
Shetland Islands (Lat.52%40°s, Long.61°00'w).
According to John and Sugden (1971) this area
hae 4 mean annual temperature of -3°C and annual
precipitation is in the order of 100 te 150 cm
water equivalent. Thom (1978) states that for
most years the mean daily temperature from
Decembar to March is ahove freezing and that
permafrost is present below an active layer of
Q.J to 0.7m thickness. Aowever, whaether there
is truly permafrouttmq!_qugueq_pp_scuaonully
frozen ground; las Hot beer verified.

The bulk of upstanding rock outcropa in the
landscape comprise volcanic dykes, sills or
plugs. By providing a major obstruction to the
snow-bearing winds, theaes outcrops collect a
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substantial lee-side accumulation of anow,
predominantly on the south-facing side. In
addition to the presence of snow the aou;herly
aspect also has low radiation receipts, ia
influenced by the cooling effect of occasional
cold, southerly winds and is protected from
rain-bearing northerly winds during summer.
Thue different aapects have markedly different
microclimatic environments and these are
reflected by the observed differences in
weathering (HRall, 1992, In presas).

With respect to weathering, several authors
have argqued strongly in favour of freeze-thaw
action dominating in the South Shetlands.
Simonov (1977) indicated that despite a mean
annual air temperature of -2.9°C the rock
aurfaces experience frequent crossinga of 0°C.
Blimel {(l986) showed that in 1979 there were 286
froat days consisting of 164 when no thaw )
occurred and 122 with both freezing and thawing.
These were with respect to the air, however, and
thus take no cognisance of rock heating due to
insolaticn. However, the extensive cloud cover
in this region limits the effect of direct
radiation although Simenov (1977} did fiad that
with sclar heating the rock surface temperature
could rise to 20°C whilst the ashadow-side
remained below (°C. These temperatures do not
necessarily mean effective frost action occurred
as, in additicn to subzero temperatures, there
muet be water available in the rock to freeze.
Nevertheless, with respect to the South
Shetlands, Araya and Rervé ([1966), Corté and
Somaza (1957), Olsacher (1956), Vtyurin and
Moskalevskiy (L1985), Simonov (1977}, Stdblein
(1983), Bliimel (1986), Dutkiewicr (1982) and
Bllimel and Eitel (1989] all cite fresesze-thaw aa
the major agent in modifying the landscaps.

METHODOLOGY

Rock temperature data were collected during
January and February of 1991 from three sites:
an E-W trending dyke, a volcanic bomss and an a
raised beach. On the dyke, temperatures were
recorded, by means of thermocouples (with an
accuracy of #0.2*C) for the north- and south-
facing aspects at the rock surface and at a
depth of 2cm at ¢. 0900, 1300 and 1800 hrs each
day plua at others times as the opportunity
arcae. On the volcanic boas, rock surface
temperatures were monitored simultanecusly on
the four cardinal aspects. At these two sites
rock moisture content was aacertained for each
rock face at the same time the temperature
measurements were taken. At the raised beach
aite two logging systems were used. A Campbell
logger was utilised to record air {at lm above
the ground surface), ground surface and 5 cm
depth temperatures, together with wind apeed and
direction, humidity, and radiation. Being a aite

-expoged though the full 360° the raised beach
served as a control site to give the general
meteorclogical conditions against which the
osther aites could be compared. Data were
rollected at 30 minute intervale for the first
15 days (Julian days 7 to 31) and then at 5
minute intervals for the remaining 20 days.
Coblkles of local rock were used at this site ta
monitor non-aspect controlled variability in
rock mojisture content. In addition to the
Campbell, sporadic use was made of a Grant
“Squirrel” system to monitor the differences
between the top surface and north-facing surface
of a cobble. Although the two sensors were only
€.2 cm apart they showed distinctly differeat

thermal regimes on the two faces. Both the
Campbetl and the Squirrel loggexs used
thermistora with an accuracy of better than
0.1°C.

lAncillu:y data on factoras such as rock
properties (Hall, in press) and the nature of
the sorted pattesred ground {aize and
orientations) were alsoc obtained as these
provide information that iz useful in
determining the weatharing regime (Ball, 19592).

RESULTS AND DISCUSSION

At the dyke, the
nerthern aaspect
southern aspect
south (0°C) was

mean surface temperature for
was 1.1°C whilat that for

was 1.6C. The minimum for
lower, but not aubstantially

the
the
the

go, than for the north (l1*C)} whilst the maxisum
for the north (19°C) was much greater than that
for the south {9°C}. Despite the disparity in

ranges between the two aites (18°* vs, 9°C) a
comparison of sample meana indicates the two
damples come from the same population {(with p =
0.05). Although the north has a larger spread
of values, the concentration of temperatures ie
mainly in the range 2.5° to 4.5°C whilat that
for the south ia in the ranges 3.5* to 5,5°C.

For the rock baoss, the mean temperature of
the nerthern aspect (6°C} was highar than that
of the southern {3.9*C) but not so differant
from the values for the east and west aspects
{which ware both the same at 5.3°C). A
comparison of sample means with meaningfully
paired obhservationa for the north and south
aspects showed that (with p = 0.05) they could
not be considered to be from the same
population. The temperature range for the north
was the greatest (16°C) whilat that for the
south was the least (7°C} with that for the wast
and east both being 13°C. Statistically, the
observaticns for tha west and east showed no
difference (with p = 0.05).

Rock surface temparatures for ths dyke are
different from those for the bosa (Fig. 1). The
mean temperature for the northerly aspect of the
boss was only 1*C higher than for the dyke but a
comparison of sample means with meaningfully
paired aobservatjions indicated that the twe could
not be conasidered to come from the same
population (p = 0,05}). Similarly, the southern
samplea from the dyke and the boss were
statiastically different but here the mean for
tha dyke (4.6"C} wae grsater than that for the
boms (3.9°C). The main reason for tha southern
aspect of the boss having lower temperaturas
than that of the dyke is that the former is
overshadowed by a large rock outcrop that
protects it from much of the late-day, low=-
angled sun. The alight difference between the
northern aspects at the twe gites is a result of
the angles of their respective faces. Whilst
the dyke had a vertical te alightly overhanging
face, that of tha boss was at $50" and so
received radiation at a more perpendicular
angle. However, at both sites rock surface
temperature maxima correepond to peaks in
received radiation with, at the dyke (Pig. 1),
the eocuthern face expariencing a higher
temperature than the northern face in the
afternoon.

At the open site, the ground surfaca
temperatures broadly replicate that of the air
(Fig. 2) but with highs closely mirroring peaka
in received radiation. The effact of the
incoming radiation in heating the ground ie
clearly expressed by the difference in
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temperatures between the air and the ground
surface with the maximum ground surface
temperature |[14.1°C) substantially greater than
that for the air (4.9°C). Conversely, the
minimum values show radiative cooling from the
ground surface with the air temperature (1.2°C)
baing greater than that for the ground surface
(¢.45°C). The mean wind speed (22 km hr-', a=4)
reflecta a continuous wind througnhout the day,
with only 2% of cbaervations below 14.4 km hr-’
but with 56% above 21.6 km hr' and &§% above 29
km hr-', The strongest winds were between
0030hrs and 100Chra, the lowest between 123Chrs
and 1510hrs.

At the open aite, measurements on the top and

north-facing aides of a stona show differences
of >1°C despite their having been taken only Zcm
apart from each other. On January 8 (Fig. 3)
the north-facing side of the atone was
marglnally (£0.6°C) warmer than the top surface
until £.1445hrs when the top became warmer,
culminating in a peak at 15i0hrs {when it was
1°C hotter). The two sides then attained
similar temperatures during the cooling phase
until ¢.1900hrs, when the north face became
marginally {0.1°C to 0.4°C) warmer than the top
surface. Another example of the marked
difference between these two aspects is given by
the data for February 5 (Fig. 4} . ©On this day
the nerthern aspect became warmer than the stone
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Fig.4

top at 0630hrs, after which the difference
between .these two faces continued te increase
until a peak.at 1120hrs when there was a 3°C
difference (l4.6°C vs. 11.67C} between the two
faces.. After this peak the twe records begin to
coincide until at 1340hrs they cross over and
the rock top attains the higher temperature with
the maximum differences at 1510hrs (1.4°C} and
1815hrs (2.1°C). Subsequently the twoc curves.
coincide once more with the northern face
becoming marglnally warmer {t0.1°C) after
2015hra, -

The meortance of these data are twofeld.
First, marked differences in temperature can
occur over very short distances and this, in
titrn, could have an influence on the character:
»4d rats of the operative weathering processes.
Second, high racorded temperaturea could ba
conducive to chemical, rather than physical,
weathering. Clearly the above effectm are the
result of heating of the rock by incoming
radiation and night-time heat lose-due to
radiative cooling. The northérn face has the
greatest receipts in the first part of the
morning but is supeérseded by the tep in the
afternoon when the north face is in‘ shadow.
night-time crossaover is a result of radiative
cooling affecting the upper surfface of the rock
more than the vertical northern face. In
addition, as with the data from the dyke and the
rock boss, it shows how much higher rock:
temporatures can be as compared to the air.
February 5 when the north face attained a
temperature of 14.6°C, the air wase only 4.9°CC .~
Later, at 18l5hra when the teop surface of- tha
rock was 11.6°C the air wae 4°C. Conversely, as
night approached and the air temperature dropped
to 2.3°C (P2100hcre) the stone wan :0.9°* C'as -a-
result of radiative cooling. :

Ancther attribute shown by the deta;ied data-
from the logger at the open site is ‘the.
difference in the rate of change of tempetature.
During the cooling phaese from 18IChra to 2010hre
on February 5 the rate of change of temperature
of the rock:surface was 4:8° hr'' for the first
hour and 4.5°€ .Kr”' for the second whilst that
for the air showed no temperature decline during
the first period and only-1.2°C hr™' during the

The

_."en.

aecond. Thusithe rock is clearly cooling mare
rapidly than the air, mainly as.a reasult of the
loas of inceoming rtadiation. Althoush this was
not a freezing event it is interesting to note
that the recorded rate of change of temperature
for the rock {0.08*C min*'} was very close to
the 0.1°C min~’ suqgested by Battle {1960) to be
nacenaary for affective frost action., i.e. it
could be that rates of coocling are-more
conducive to the hypothesla of Battle {1960}
rather than the slow rates required by the model
of Walder and HAallet (l1985). Bowaver, as“argued
later; mslow rates of fall of temperdture in line
with the suggestion of Walder and- dallet (1985)
are more likely to oecur when autumn snow =~ -
provides some insulation, which slows the
penetration of the winter freeze. C

Thus it can be seen that the air temperature
record doea not indicate what is happening to
the rock. Consequently, the air temperature
record of frost events as cited by Bllimel {1986)
for the South Shetlanda may grossly overestimate
the role of freeze-thaw weathering and
underestimate other processes. Anrather
noticeable fact®'is the differences in rock
temperature that” can” occur as a function of
aspect, including over very short dxutances.__
These temperature dlfferences may be important
with respaect to weathering processes such that,
temporally and spatially, different processes
may be operating.” Am moisture variability was
often less than temperature variability during
the period of record it would seem that the
former axerts a stronger influence on weathering
than the latter. One exception was the presence
of anow on the lee side of obstacles that acted’
as a moisture soutrce during warm, dry periods.
This availability of moisture combined with high
rock- temperatures resulted in weathering not
usually considered with respect to the Antarctic
environment, namely chemical weathering:

The premwence of rock moisture combined with
the relatively high (5-15°C) rock temperatures
indicates that chemical weathering may be active
during the surmer, a suggestion alsc made by
Balke et al. (1991} for the ice-frea arsam of
the continental Antarctic¢. Evidence for the
action of chemical weathering was provided by
the presence of weathering rinds on both the
dyke and rock bossa. . It'wap found that the rinds
were consistently thicker on the snow
accumulation-&tde of obstacles {Hall, In press).
Thus, as recentz}y slggested by Palke et al.
{1991} with Tespect to the Antarctic continent,
it may be that themics]l weathering is far more-
active, --although-:limited to the summer perjioed;
than has-beenscongidered previously. Certainly
the wet summer conditiors combined with the
relatively high rock temperatures experienced on
Livingeston Island explain the presence of
weathering. ands and chemlcakly altered bedrock
outcrope. . !

It iw notxceuble hhut'deaplte the number of
authors.whd cite freeze-thaw as the major
process ‘in ths Scuth Shetlawsds, no fromt events
with negative Cemperatures.lower than -1°C took
place during the:45 days of record. Rather than
freeze~thaw, it was Jwetting and drying that wase
the most commonly. recorded event, largely as a
regult of the freguent-rain and. strong,
desjiccating winde.: Wetting-and 'drying is a
mechanical weathering-.process about which very
Little im known {Hall,.Lk988), but-.experiments
currently-in progreas on.samples of bedrock :from
this azea have -shown that armpse .lass of 3. Zg
resulted from=82 wetting-and drying cycles
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indicate a change in the perceoption of
weathering for this area, nevertheless it is
atil) insufficient to make any sound detailed
judgementa. However, this ia a univeraal
problem with respect to cold regions and
epitomiseas both the need for more data and the
care that should be accorded in simply assuming
the action of freeze-thaw.
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Rock Temperatures and Implications for Cold Region Weatl}ering.
I: New Data from Viking Valley, Alexander Island, Antarctica

Kevin Hall

Geography Programme, University of Northern British Columbia, 3333 University' Way, Prince George. BC,
V2N 479, Canada

ABSTRACT

A principal tenet of cold region weathering studies is that of temperature. Unfortunately, despite
the appearance to the contrary, actual data are still sadly lacking in many instances. Here data are
provided for the best part of two Antarctic winters plus, at two minute resolution, for one
summer, from a variety of positions within a dry valley. The data clearly show the dangers of
using air temperature as a surrogate for thermal conditions cither at the rock surface or at depth
in the rock. Although detailed rock moisture data are absent in this study, indirect evidence from
both observation and non-destructive ultrasonic testing shows that water is extremely limited
during the period of freeze—thaw cycles. Thus, despite the occurrence of the thermal events no
damage can result from frost action. Detailed data at two minute intervals show the importance
of such high reselution observations. It is argued that without data acquisition at two minute or
preferably one minute intervals, it is not possible to discern the weathering regime, including
interpreting the freeze—thaw process. These data show that processes such as thermal stress
fatigue/shock are possible and that rates of change of temperature >2°C min~', as required for
thermal shock, do occur. Measurements of taffoni size and occurrence, coupled with Schmidt
hammer rebound values, show that the eastern aspect experiences the least weathering whilst the
northern and western exposures have the greatest amount. This observation is in accord with
separate findings of aspect-controlled orientation of “cryoplanation” terraces at higher eleva-
tions. Some speculative suggestions for the cause of this aspect-controlled weathering are given,
the most important of which is that it is unlikely that freeze—thaw plays any significant role — a
factor that underscores its qualitative presumption in cold regions and questions the origin and
development of cryoplanation forms. Beyond anything else, this paper indicates the complexity
of rock temperature regimes and suggests that it is the synergistic relationships between different
weathering processes that are important. © 1997 by John Wiley & Sons, Ltd.

RESUME

On croit généralement que I'altération des roches dans les régions froides est contrélée par les
fluctuations de températures. Malheureusement malgré les apparences, des observations précises
manquent cruellement dans bien des cas. Dans le présent article, des données sont fournies pour
différentes situations dans une vallée séche de I’Antarctique pendant la plus grande partie de deux
hivers, ainsi que, avec une résolution de deux minutes, pendant un été. Les données montrent
clairement les dangers d’utiliser les températures de 'air et non les températures observées i la
surface des roches ou en profondeur. Bien que des données détaillées d’humidité soient absentes
dans la présente étude, des évidences indirectes résultant a la fois d’observations et de tests par
ultrasons indiquent que 'eau est extrémement limitée pendant la période ot se produisent les
cycles de gel-dégel. De ce fait malgré 'occurrence d’événements thermiques, aucun dommage ne
peut resulter de I'action du gel. Des données détaillées avec un intervalle de mesures de deux
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minutes montrent l'importance d'observations & haute résolution. Il est démontré que sans
observation avec cet intervalle, ou ce qui serait encore mieux avec des intervalles d’une minute, 1l
n'est pas possible de discerner le régime d’alteration, et méme d'interpreter les processus de gel-
dégel. Ces données montrent que des processus comme 151 fatigue (dl}e_ aux chocs'thenmgueos) sont
possibles et que des vitesses de changements de tempcrature superieures ou égales a 2 _C par
minute, valeur nécessaire pour avoir un choc thermique, existent dans U'environnement étudie.
Des mesures de la taille et de I'occurrence des taffonis, mises en rapport avec Jes valeur obtenues
avec le marteau de Schmidt montrent que les expositions 4 I'est présentent le moins d'altération
tandis que les expositions au nord et 4 I"ouest en subissent le plus. Cette observation est en agcord
avec des observations indépendantes sur ['orientation des lerrasses de cryoplanation a des
altitudes plus élevées. Quelques suppositions quant au contrdle de I'altération sont données, la
plus importante étant qu'il est improbable que le gel-dégel joue un role s_igniﬁcatif. Tout cela
minimise 'importance de ce facteur dans les régions froides et pose des questions sur l'origine etle
développement des formes de cryoplanation. Avant tout, le present article montre la complexxte
des régimes thermiques des roches et suggére qu'il y a des relations importantes de synergie entre

différents processus d'altération. © 1997 by John Wiley & Sons, Ltd.

Permafrosi Periglac. Process.. Vol. 8: 6390 (1997).
{No. of Figs: 12. No. of Tables: 9. No. of Refs: 43)

KEY wORDS: Anlarclic; weathering; thermal conditions: aspect: cryoplanation; taffoni; Schmidl hammer

INTRODUCTION

In studies of cold region weathering it is frequently
“freeze—thaw’’ (or one of its many synonyms) that
is cited as the dominant process and, in most
cases, it is air temperature that 15 used as the
foundation for this premise. Both of these assump-
tions err. First, it may well be that freeze—thaw is
not the dominant process, indeed it may not even
be operative. Second, air temperatures are not a
surrogate for rock temperatures (Debenham, 1921;
Thorn, 1988) and thus any deductions therefrom
are doubly misleading. Frequently it seems that
frost action is universally considered the dominant
process in polar or mountain areas. Hégbom
(1914) suggested that the more rigorous the
climate the more effective the frost weathering
but van Autenboer (1964, p. 101), after visiting
Spitsbergen, states he “was struck by the fact that
in spite of a much milder climate the frost activity
was considerably greater” than the more “rigor-
ous” (i.e. colder} climate of the Antarctic. Van
Autenboer goes on to say that, with respect to the
Antarctic, “the extreme severity or rather the
consequent aridity ... is even less favourable to
the rapid evolution of landscape forms by frost
action.”

In any consideration of freeze—thaw weathering,
moisture and rock properties are as important as
the thermal conditions (McGreevy and Whalley,
1982; Hall and Walton, 1992; Hall, 1993). How-

© 1997 by John Wiley & Sons. Ltd.

ever, in this present discussion it is solely the
thermal component that is discussed in detail. With
respect to the thermal conditions, Thorn (1980,
p. 85) states “The presence of thresholds m the
temperature—weathering relationship would pro-
duce substantial changes in the likely zones of
maximum weathering.” This holds true not only
for freeze—thaw weathering but for other processes
as well, and it is the recognition of these thermal
thresholds for processes other than freeze—thaw
that is significant. Another key 1ssue is the com-
plexity of rock temperatures and a vanety of
factors must be considered i any evaluation of
weathering where thresholds regarding the magni-
tude of warming or cooling events, the rates of
change of temperature and the thermal gradients
are all important (e.g. Matsuoka, 1994).

In this study it was possible to obtain tempera-
ture data from a variety of positions and depths at
relatively short time intervals (two minutes) as well
as longer term data at hourly intervals. Although
the latter lack the detail required for a satisfactory
analysis of freeze—thaw or thermal stress fatigue
(or shock) they do, nevertheless, provide extremely
good insight into the character of the weathering
regime in an Antarctic dry valley for the greater
part of the winter. The combination, presented
here, of winter rock temperature data and short
time interval summer data allow for a better insight
into the nature of Antarctic weathering. In addi-
tion, the variety of temperature data obtained

Permafrost and Periglacial Processes, Vol. 8: 69-90 (1997)
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allows for a discussion of the interpretation of such
data in weathering studies.

STUDY AREA

The study was undertaken in Viking Valley which

is located on a north-south aligned nunatak
(Figure 1) along the north-eastern side of the

@© 1997 by John Wiley & Soas. Lid.

Mars Glacier at the southern end of Alexander
Island (71°50’S, 68°21'W). This east—west orien-
tated “‘dry valley’ s situated approximately 70 m
above the Mars Glacier but has a very small
remnant glacier (unnamed) at its northern end
between Syrtis Hill and Probe Ridge and a lake
(Secret Lake) at the western end (Figure 2). The
valley is very small, being iess than 200 m between
the lake and glacier boundaries, and roughly 40 m

Permalrost and Peniglacial Processes, Vol. 8: 69-90 (1997)
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wide with a slope from the remnant glacier down
1o the lake, The lake is ponded at the Mars Glacer
end by a rock ridpe at an elevation of 60 m above
the glacier, The wvalley is approximately 300 m
ASL and although it is only ¢. 8 km from King
Creorge W1 Sound, the sea here s we-covered all
vear round. The area 5 one of conlinuous
permafrost, there being very little snowlall and
mean temperatures of ¢ =2.5°C in summer and
o =11.5°C in winter, Frogen ground and a 0°C
temperature were encounteted at 0.27 m depth on
13 December 1992 on Syrtis Hill (Figure 1); the
active laver in this area atfained a maximum

£ 1997 by Jobn Wiley & Sans, Lid.

Dretailed view al Viking Valley and surrourding area from a vertical ar phoiograph

thickness i the order of 0.3 o 0.4 m but aspect
exerts o large influence (Meklejohn, 19935). Geo-
logically the area comprises sandstonegs, conglom-
erates and arpillacecus sedimentary rocks (Tavlor
ef al,, 1979), The dominant lithology 15 an arkose
sandstone that has sub-spherical, posicompaction
concretions, comprsing silweous nodules with a
ferruginous cement to which the name “‘cannon-
ball sandstone™ is sometimes applied (Thomson,
1964, Horpe, 19635, Moncrefl, 1989). Mudstones,
shaly mudstones and both light-coloured and
dark-coloured orthoguartzitic sandstones are also
found. These sedimentary rocks are all horizoni-
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ally, or near horizontally, bedded. The retreat of
the surrounding ice has resulted in exiensive vert-
ical dilatation joints that cut the bedding at ¢. 90°.

FIELD APPROACH

The study was undertaken as part of a multi-
disciplinary investigation of the evolution of soils
and the colonization by life of an Antarctic dry
valley; Viking Valley was particularly apt as the
area was recently deglaciated. As part of the overall
study a Campbell 21X micrologger with a full
assemblage of meleorological transducers was
positioned at an elevation of ¢. 300 m (70 m above
the Mars Glacier and ¢. 300 m below the top of
Probe Hill). The Campbell was situated 17.5 m
from the south-facing valley wall, 13.6 m from the
north-facing wall, 85.6 m from the lake edge and
c¢. 31 m from the edge of the unnamed glacier. Set
to record every hour, the Campbell recorded air
temperature, relative humidity, radiation, wind
speed and direction as well as temperatures on a
dark-coloured sandstone (surface), a light-coloured
sandstone (surface), and at the surface and at
depths of 5, 10, 15, 30 and 40 mm of a block of
local cannonball sandstone. This latter piece of
sandstone had the holes for the thermistors drilled
through from the “bottom” and then, after the
thermistors were emplaced, it was buried in the
valley floor such that the top surface was flush and
thermal exchange occurred unidirectionally from
the top surface. This logger was left to run
throughout the summer of 1992-93 and for the
winters of 1993 and 1994.

Next to the Campbell logger there was placed
another plece of cannonball sandstone to which
was attached a pair of | MHz uitrasonic trans-
ducers linked to a PUNDIT ultrasonic test
apparatus. Unfortunately this could not be con-
trolled by the Campbell but had to be run by the
operator. As the transducers were fixed to a block
of known dimensions it is possible to convert the
pulse time readings (in ps) to a velocity (m s~').
Readings were taken at various times on a number
of days and the comparable real time values from
the Campbell were noted (i.e. for the actual times
rather than the hourly readings) for temperatures,
radiation, etc. The ultrasonic data are potentially
extremely important as they, non-destructively,
indicate changes to rock properties (e.g. changes
in length due to heating and cooling, cracking and
the changes in moisture content). Thus, used in
conjunction with the climatic data they can provide

© 1997 by John Wiley & Sons. Lid.
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valuable informatien on the behaviour of the rock
and the conditions it is experiencing.

On the north-facing valley watl, at a distance of
approximately 120 m and c. 30 m higher elevation,
an 11 channel Squirrel logger was set up to monitor
rock temperatures on a rock outcrop pitted with
taffoni. On a north-facing exposure, a block of pre-
drilled local sandsione (as with the blocks on the
valley floor) with thermistors at the surface and at
5,10, 15, 30 and 40 mm was positioned flush with
the rock exposure. In addition, one thermistor was
used to measure the rock surface temperature on
the top, east- and west-facing exposures of the same
rock outcrop. Two other thermistors were used to
moenitor temperatures on the bottom and top of the
inside of a small taffoni. Temperatures were
recorded every two minutes throughout the period
in the field (7 December 1992 unti] § January 1993).

As a further adjunct 1o the overall study,
Schmidt hammer readings were taken at a number
of locations throughout the valley. In addition,
measurements of size and ortentation of the taffoni
were collected as well as general observations
regarding the distribution of features and the
nature of the weathering. Details of Schmidt
hammer and taffom data will be presented more
extensively elsewhere but information appropriate
to this discussion will be given in outline here.
Samples of precipitates {sometimes up to 23.9 mm
thick} found on the rocks were taken for analysis
by means of X-ray diffraction and all were found to
be gypsum (calcium sulphate).

RESULTS AND DISCUSSION

The information is such that it is more convenient
to discuss it under a series of headings rather than
as one issue. For clarity, the material can be
considered in the context of: (i) the weathering
regime found in Viking Valley, (ii) the perception of
Antarctic weathering, and {iii} implications for
weathering studies in general.

Weathering in Viking Valley

Valley floor (one hour interval) data. The Camp-
bell data (i.e. at hourly intervals from the valley
bottom) for the summer of 1992-93 and ihe
winters of both 1993 and 1994 for the air
lemperature and the rock surface temperature are
shown in Figure 3. The first and most obvious
difference between the rock and the air is the

Permalrost and Periglacial Processes, Vol. 8: 69-90 (1997)
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Figure 3 Campbell temperature records (one hour intervals) for the summer of 1992-93 and for the winter records of 1993

and 1994

amplitude of the rock temperatures angd the differ-
ence in crossings of the 0°C isotherm. Considering
the summer first, details of the rock surface and air
temperature values are given in Table 1. From this
it can be seen that rock temperatures are signifi-
cantly higher than those of the air (5.86 versus
—0.24°C) and that the maximum rock temperature
is noticeably higher than that of the air (24.38
versus 6.03 °C); the range of the rock temperatures
is more than twice that of the air. Using a threshold
of 0°C (but not implying any geomorphic
response), it is interesting to see that both the air
and the rock experienced 16 freeze—thaw cycies —
but not always at the same time. The rock
temperature data clearly show diumal vanability
but do not always drop below 0°C; the air temp-
eratures, however, do not so clearly show diumal
vanation and for two periods remain below Q°C
whilst the rock temperatures fluctuate across this
boundary. Further, the amplitude of the sub-zero
rock temperatures is, with only one or two
exceptions, small (¢. 2°C) and so their geomorphic
significance is very limited. Conversely, in con-
sidering the air temperatures, if the small (and
frequently very short) sub-zero depressions are

© 1957 by John Wiley & Sons, Ltd.

ignored the air still indicates 12 freeze—thaw cycles
of amplitudes > —5°C -a value clearly more
likely to be geomorphologically significant, the
rock experiencing only one cycle during this period.
Thus, the air temperatures are clearly not a
surrogate for what is happening to the rock (this
will be discussed in more detail later). In short, the
available data indicate that, as a purely thermal
event, the summer is nor a particularly active period
for freeze-thaw weathering in this area. Lastly,
even if and when freeze—thaw cycles of adequate
amplitude and duration are found to occur in the
rock (presuming water is also present) the one hour
record intervals are not adequate to provide the

Table 1  Analysis of temperature data for the summer
of 1992-93 (°C).

Mean s Range Min. Max. Cycles!

Air
Rock

-0.24
+35.86

2.60
5.85

12.17
28.79

—6.14
—4.4]

6.03
24.38

16
16

' Number of freeze—thaw cycles is here based on crossings of
0°C boundary. See discussion for significance or otherwise of
these values.

Permafrost and Peniglacial Processes, Vol. 8: 69-90 (1997)
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Figure 4 Ultrasonic pulse time to show the impact of water on the rock (a decrease in pulse time equates to an increase in pulse
velocily owing 10 the presence of the better propagating medium. waler).

information necessary to determine the actual
freeze —thaw mechanism (see below).

In terms of weathering processes, the frequency
of freeze—thaw weathering is limited by thermal
constraints alone; however, moisture availability
constrains the process even further. This being a
“dry valley”™ snowfall is low (see below) and
moisture is extremely limited. Some summer snow
was seen to melt on contact with rock on the valley
bottom but the rock temperatures remained above
0°C and the moisture was subsequently lost due to
the radiative heating of the rock. The only source of
water on the valley bottom was from glacier melt
and this only occurred on the warmer days with
high radiation inputs. The impact of the meltwater
on the rocks is clearly shown by the ultrasonic data
(Figure 4). As water enters a rock so the pulse time
decreases as water is a better transmitting medium
than air. On 5 January as the glacier meltwater ran
over the rock block with ultrasonic transducers so
the pulse time can be seen to drop from 24.3 ps to
22.3 ps over one hour as the water penetrated the
rock. Both air and rock temperatures remained
above 0°C and so the only forms of weathering
likely to occur are wetting and drying and, possibly,
salt weathering. During sub-zero periods the rocks
were dry and ultrasonic data indicated an absence
of waler. Unfortunately the one hour record
intervals are not adequate for any consideration
of weathering by thermal stresses (see below).

© 1997 by John Wiley & Sons, Lid.

The valley floor data for the winter periods are
extremely interesting and very valuable as rock
temperature data, particularly from the Antarctic,
are rare. In broad terms the 1993 data are very
similar to those of 1994 (Table 2) — there being a
period of frequent crossings of 0°C for the latter
part of the summer in to autumn {roughly mid
January through to early March) followed by the
winter freeze. However, it is very clear that both air
and rock temperatures fluctuate significantly
through the winter freeze period and can even
become positive, albeit for only a very short period
(as in 1994).

Considering the first part of the records (i.e. the
summer to autumn section) both years clearly show
frequent crossings of 0°C for the rock data but
significantly fewer for the air. Detailed graphs for
the early period in bath 1993 and 1994 {Figure 5)
indicate that the rock surface experiences nearly a

Table 2 Analysis of the temperature data for the total
record for the winters of 1993 and 1994 (°C).

Air 1993 Rock 1993  Air 1994 Rock 1994
Mean  —-9.65 —-8.72 —-9.23 —7.89
5 7.19 797 7.22 8.82
Range  39.85 54.9 35.55 56.48
Min. -35.18 —33.28 -31.71 —35.14
Max. 4.67 21.62 3.84 21.34

Permafrost and Periglacial Processes, Vol. 8 69-90 (1997)
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Table 3 Analysis of the temperalure data for the
periods of across 0°C oscillations for 1993 and 1994.

Alr Rock Air Rock

1993 1993 1994 1994
Mean —-2.65 .51 —4.31 0.54
5 2.64 4.6l 293 5,19
Range 14.54 2961 17.94  30.06
Min. —-687 -—82% -1428 -872
Max. 467  21.62 3.66  21.34
Cycles 0°C! 142 46 7 51
Cycles —-2.5°C 22 20 23 39
Cycles —5°C 8 2 20 i5

! Freeze—thaw cycles derived from the record in Figure 5 using
thresholds of 0°C, —2.5°C and -5°C.

? From 51 days of record (13 January Lo 4 March 1993).

3 From 53 days of record (15 Janvary Lo 8 March 1594).

diurnal cycle whilst the air only rises above 0°C on
a few occasions. Details of the thermal conditions
for these periods are given in Table 3. From the
table it can be seen that the data for 1994 suggest
more severe conditions, with lower temperatures
and far more (thermal) freeze—thaw cycles on the
rock. It is interesting that 1994 differs from 1993 in
that it indicates the danger of using data for only
one vear {and clearly data from more than the two
used here would be far better). Using the arbitrary
and non-geomorphic boundary of 0°C it can be
seen that the rock surface experiences many more
cycles than does the air (32 more in 1993 and 4 in
1994). Thus the use of air temperature would, with
this threshold, give a very false picture. Using a
threshold of —2.5°C, which is potentially geomor-
phologically meaningful, 1994 still shows more
(16 more) on the rock than in the air but 1993 has
the rock with marginally fewer (only 2). Then,
using a threshold of —5°C, at which some water
will likely freeze (if water is present), the air
indicates more cycles than the rock experiences in
both years {6 more and 5 more respectively). Thus,
the air is not reflecting what is happening on the
rock. In all instances here the discussion is purely
with respect 1o the thermal event and no presump-
tion regarding the presence of water and thus the
geomorphic effectiveness is made.

Following the early winter period of intense
thermal oscitlations both the air and rock tempera-
tures drop, Lo remain, with the one short exception
in 1994, below 0°C. However, the records indicate
some very interesting activity that has geomorphic
implications. First, they indicate that for much of
the time there cannot be any significant snow on
the ground (as suggested by the limited snow

£ 1997 by John Wiley & Sons. Lid.

Table 4 Details of temperature records for (a) a period
with no apparent snow cover and (b) a period with snow
cover (°C).

(a) Data for 5 May to 20 May 1995 to show strong
relationship between air and rock: correlation r =
+0.937.

Air 1994 Rock 1994
Mean —-8.78 —10.95
s 3158 3
Range 19.10 16.69
Min. -21.33 -21.95
Max. —-2.23 —5.56

(b) Data for 11 June to 6 July 1993 to show “buffering”
of the rock by snow: correlation r = +0.787.

Air 1993 Rock 1993
Mean —-13.77 —12.95
5 6.40 3.47
Range 26.61 17.98
Min. —29.56 -21.75
Max. —-295 -387

observed in the field in December). The air and the
rock records both show a ‘‘peakedness” with a
strong correlation (values as high as +0.937°C
being obtained with only a marginal difference
between actual temperature values: Table 4a).
Conversely, for short periods the rock temperature
data are “‘smoother” and less spiky than the air and
this is thought to indicate the presence of snow
(Table 4b). However, although snow is considered
to be present it cannot be very thick as it does not
obliterate completely the fluctuations shown in the
air temperatures (r = +0.787) and its influence can
rapidly disappear which, as it cannot be due to
melting (owing to the sub-zero temperatures and
the limited radiation input in winter), suggests it is
removed by wind. Wind speed data for the time of
the transition from ‘“‘buffered” to “spiky™ tend to
support this as wind speeds changed from values
close 1o 4 m s~ to values close to 18 m s~ at the
time of transition. Thus, during the winter the rock
can experience substantial temperature changes,
particularly as it is not protected by a thick snow
cover. This also means, as observations during
1992-93 suggested, that there is very little snow
available in the valley or on the nunataks to melt
during the summer and provide water for the rocks.

If the winter data as a whole are considered, it
can be seen that there are significant oscillations of
temperature within the rock, albeit all below 0°C.

Permafrost and Periglacial Processes, Vol. 8: 63-90 (1997)
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8 December 1992 to 11 January 1993

Figure 6 Graph of the 1emperatures recorded on a light-
coloured and a2 dark-coloured sandsione. localed on the valley
Aoor, for the 1992-93 summer (at one hour intervals).

If there is any waler available in the rock then it is
not pure and so it will freeze and thaw at a
temperature below 0 °C. Without data on the type
and amount of salts in solution (assuming that
there is any water in the rock) it is not possible 1o

© 1997 by Joho Wiley & Sons, Ltd.
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Table 3 Details of rock lemperatures for lhfe dark- and
light-coloured sandstones (together with air tempera-
tures) for the summmer of 1992-93 (°C).

Air Light rock  Dark rock
Mean -0.24 +3.5 +4.61
s 2.60 437 512
Range 12.17 26.96 27.75
Min. —-6.14 -4.62 —4.72
Max. +6.03 +22.34 +23.03
Cycles (0°C) 16 16 14

calculate the freezing point depression. However,
as the oscillations can, particularly in 1994, come
close to —~ [ °C it is possible that thawing of any
water could occur. Further, as the stress that any
frozen water can exert is a2 funciion of the
temperature (with maxirmum stresses being exerted
in the region of —22°C), so the fluctuations
between ¢. —5°C and ¢. —25°C indicate that there
is a change in the stress regime that could cause
damage to rock. All of this, it is emphasized. is
dependent upon water being present ip the rock
and here it seems unlikely that any is actually
available in this area.

Lastly, from the valley floor data there is the
information regarding the difference between the
hight-coloured and the dark-coloured sandstones
(Figure 6). So far these data are only available for
the summer of 1992-93. The graphs clearly show
the diurnal fluctuations, which are less pronounced
sn the air, as well as the Jarger amplitude of the
events on the dark rock compared with the light-
coloured rock. Details of the temperature data
(Table 5) show that the dark rock was generally
warmer, had a marginally larger range and did not
become quile so cold, although many of these
differences are actually very small. The light-
coloured rock, based on a 0°C threshold, experi-
enced marginally more freeze—thaw cycles than did
the dark rock. The differences were not as large as
had been expected bul may have been more
significant had readings been laken at more
frequent intervals (see below) in so far as there
may be implications for thermal stress fatigue/
shock if the dark rock warms up faster.

High frequency daia from the valley side. For the
penod in the field it was possible to collect temper-
ature data on the north-facing valley side at two
minute intervals. Data of this frequency (or,
preferably, at a higher frequency) are required for
any real understanding of weathering processes in
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Degrees C

27-12-92 to 31-12-92 (2 min intervals)

Figure 7 An example of a five day record of temperatures for easi, west and north aspects. together with a horizontal surface.

collecied at two minule inervals.

the field. This is for three main reasons. First, they
provide information on the short term changes that
are missed by observations at even five minute
intervals and are certainly lost at measurement
intervals of 15 minutes or more. Second, they pro-
vide the sort of information required for evaluation
of weathening due to thermal stress/shock. Lastly,
data of this sort are required if any understanding
of the freeze—thaw mechanism is to be attempted as
all the available processes are constrained by
different rates of fall of temperature, the informa-
tion for which cannot be derived with any certainty
from temperature records collected at intervals of
15 minutes or more.

Figure 7 shows a typical example of five days
records with observations every two minutes for
the east-, west- and north-facing sides of a rock
outcrop together with the top (horizontal) surface.
Using the 0°C boundary it can be seen that the
east-facing side experienced eight freeze—thaw
cycles, the west-facing seven, the top surface five
and the north-facing side only four. Thus, the

© 1997 by John Wiley & Sons, Ltd.

different aspects would (given the presence of water
and f freezing occurred) experience different
weathering regimes. If a more realistic threshold
of —3°C is used then the four locations show very
similar results with between one and two events
each. It is very clear that the north-facing exposure
experiences the highest temperatures as well as the
largest range (Table 6). The ranges for both east-
and west-facing exposures are comparable but the
west expenences lower minimum and maximum
temperatures. The horizontal surface, which

Table 6 Analysis of temperature data for north-, east-
and wesl-facing exposures together with a horizonal
surface for the period 27 10 31 December 1992 (°C).

Mean s Range Min. Max.
East-facing 207 2953 125 =25 i0.0
West-facing  0.65 2759 125 -40 8.5
North-facing 1.74 3,759 235 =35 20.0
Horizonial 0.77 2869 145 -40 10.5
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recetves Jow angle radiation for most of the day, has
values, except for the mean, higher than either east
or west. The east-facing exposure has the highest
mean value, possibly as a result of receiving
radiation input at an angle very close to normal
to the face such that, aithough it does not achieve
the maxima experienced by the north-facing
exposure, it does maintain a relatively warm, stable
condition during the period of direct sunshine.
Although the northern exposure achieves }he
highest temperatures they are of shorter duration
than those of the eastern exposure, owing to the
short duration of optimum radiation, and so the
mean is diminished.

Using the same data presented in Figure 7 for the
north-facing exposure, analysis was undertaken of
the influence of recording interval on the resulting
record. The original data were collected at two
minute intervals but by extracting the data value at
the 10, 20, 30 and 60 minute record points so it was
possible to simulate data records of that time
interval (Figure 8). These derived data could then
be used to show the difference in thermal regime
that the record interval produces. Analysis of the
extracted data from each of the data sets is given in
Table 7. Although the example presented here is
not as clear as when data are recorded at one
minute intervals (analysis of such data from
another site is in progress), nevertheless it can be
seen that the information degenerates with increas-
ing record interval in a number of ways. First, and
most obvious, the shorter term variations are lost
with each increasing step (and two minute records
lose much over one minute records). This is
particularly important in determining the role of
thermal stress and in trying to assess what {reeze—
thaw mechanism might be operative. For thermal
shock, a rate of change of temperature in the order
of 2°C min~" is required {Richter and Simmons,
1974; Yatsu, 1988; Hall and Hall, 1991) and this
can only be ascertained if record intervals are two
minutes or less {one minute or less is preferable).
From this current record no such occurrences were
found (but see below regarding taffoni tempera-
tures), although the two minute record does show
an example of 5°C in four minutes which, had one
minute intervals been used, might have shown a
value sufficient for thermal shock (as has been
found with the ongoing analysis of one minute
data). The resolution of one minute data is far
superior Lo that of the two minute data presented
here such that even this level of data recording is
seen as inadequate. With respect to freeze—thaw
weathering, it is imperative that the rate of fall of
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Table 7 Analysis of temperature data at time intervals
of 2, 10, 20, 30 and 60 minutes (°C).

Mean $ Range Min. Max.

2 minutes 1.7 374 235 -35 200
10 minutes 1.8 377 220  -35 185
20 minutes 1.8 375 220 =35 185
30 minutes 1.8 373 2100 =35 1S
60 minutes 1.7 363 195 35 160

temperature during freezing be known. It is
possible to derive a good indication of the rates
from the two minute data (Figure 9) which shows
that, in all three freeze events, a rate of fall of
temperature of 0.5°C per two minutes or 0.25°C
min~' occurred. That all graphs show this 0.5°C
stepwise decrease in temperature suggests that this
is the optimal sensor resolution with this observa-
tion icterval (although other data from the same
logging system, to be presented elsewhere, indicate
otherwise}. Nevertheless, a rate of fall of tempera-
ture of 0.25°C min~', assuming any water were
present, would suggest that the hypotheses of such
as Walder and Hallet (1985), Connell and Tombs
(1971), and Powers (1945) would not be operative
as the rates recorded are in excess of those that
these mechanisms require, whilst mechanisms such
as that of Battle (1960) might be possible (requiring
rates of fall »0.1°C min~'). Recognizing that the
presence of water is here considered unlikely, this
conjecture regarding process 15 based solely on the
thermal event and, if water were present, it would
be in the very outer shell of the rock near to where
such surface temperature values occur and so the
judgement would be realistic. Identification of the
freeze—thaw process without such data to confirm
its operation is highly questionable.

The significance of this two minute record
interval in elucidating process can be shown by
the data recorded in the taffoni (Figure 10) where
one thermistor was located (always in the shade) at
the top of the hollow and the other (sometimes
directly in the sun) at the bottom of the holiow. The
two sets of data show a very close similarity
{r = +0.942) but it can be seen that the bottom
location has generally higher temperatures and
lower freeze amplitudes, and is also more “spiky”
at times (Table 8). Both locations experienced two
freeze cycles and, aithough the range of tempera-
tures for both positions was the same, the bottom
sensor had higher mean and maximum values
together with a lower freeze amplitude. The
difference between the two locations within the
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Figure 8 Graphs to show the sort of records, extracted from the original two minute data, that would have resulted from

recordings at 10, 20, 30 and 60 minutes.

taffoni is shown clearly by the record detail given in
Figure 11. Here the difference in temperature at
midday, when receiving direct radiation, can be
seen. Such differences may have implications for

© 1997 by John Wiley & Sons, Ltd.

the processes operative in the development of
taffoni but this will be dealt with in detail
elsewhere. What is of major significance is the
large cooling and warming event at minutes 8 to 12

Permafrost and Periglacial Processes, Vol. 8: 69-90 (1997)
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Frasge ovant 1

Figure @ Examples of the rate of fall of temperature as can be
extracted from {reeze events shown in Figure 7.

(records being at two minute intervals and the first
record being considered as record 0). where there 15
a 2°C min~! fall in temperature followed by a
>2°C min~! rise in temperature. Thus, it can be
shown that, at the rock surface, temperatures alter-
nated at rates suggested to be required for thermal
shock (see above). The significance {discussed in

© 1997 by John Wiley & Sons, Lid.
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Table 8 Analysis of the temperature data from the
taffoni for the peried 27 to 31 December 1992 (°C).

Mean 5 Range Min. Max
Top 0.77 2.54 120 =35 8.5
Boitom 1.60 2.38 120 =25 9.5

detail below) is that, by using such a high frequency
record interval it is possible to show: (1) that
thermal shock can occur, and (2) that it is
occurring in an area where freeze—thaw is usually
(qualitatively) thought to occur. Such findings
would not have been possible with record intervals
greater than two minutes and thus any study that
uses longer record intervals is not able to judge the
full scope of the operative processes.

The two minute data also provide information
regarding the influence of depth as recordings were
taken at 5, 10, 15, 30 and 40 mm (Figure 12). The
depth of 40 mm was used partly for practical
reasons and partly because it was believed that this
encompassed the zone in which the majority of
weathering activity would occur in this area. The
main feature, as might be expected, is that of
diminishing of freeze and thaw amplitudes with
depth as well as a decrease in “‘peakedness".
Detailed analysis of the data shows that there 1s
never more than a 1°C temperature differential
between the surface and 40 mm depth and that
usually it is only 0.5 °C. The time lag for the 40 mm
depth to reflect the surface temperature varied,
with it taking 10 minutes for a surface temperature
of —0.5°C to reach 40 mm, 18 minutes for —1°C,
56 minutes for —1.5°C, 28 minutes for —2°C and
28 minutes for —2.5°C. The important factor here
is that there was never, within the outer shell
(during the available record periods and for this
position), a large temperature differential within
the outer 40 mm of the rock. Thus, at least during
this time period, thermal stresses resulting from
large temperature gradients seem to be absent.
However, it is considered too small a data sample
for this determination to have any meaning other
than for the record period under consideration.

The Schmidt hammer rebound values and the
measurements of taffoni are to be dealt with in
detail elsewhere but some of the data are, in
synopsis, presented here as they reflect the impact
of weathering (Table 9). The most noticeable
component of the Schmidt hammer data is that
the north-facing exposure has the lowest rebound
value, indicating the greatest amount of weath-
ering. This is reflected in the taffoni measurements,
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Figure 10 Temperalure dala from Lhe top and boitom of a 1afloni (data al two minute inlervats).

where the largest taffoni are seen on the north-
facing exposure. The large standard deviation
associated with taffoni width for this exposure is
due to the taffoni being notably “‘elongate™ along
the exposure. The west-facing taffoni were also
elongate but did not have such a spectrum of sizes
(Table 9). The taffoni on the north-facing exposure
were also deeper than the other exposures although
the values for the western aspect come close and
actually exceed the north for heights. It was also
noticeable that the eastern exposures had very few
taffoni on them and that the northern and western
had the most. with. frequentty, the northern face
having marginally more. These data tend to
indicate the greatest amount of weathering, in

terms of both taffoni size (and numbers) and low
rebound values, on the north-facing exposure,
closely followed by the western aspect and with
the eastern exposure significantly less weathered as
shown by the higher rebound values and the
smaller (and fewer) 1affoni. Thus, whatever the
processes that are causing weathering in this valley,
they clearty have the largest impact on the northern
aspect, a very similar impact on the western aspect
but minimal impact on the eastern aspect. ‘
These data regarding taffoni and Schmidt
hammer rebound values, indicating significant
weathering on the north- and west-facing aspects
are mosl interesting. A study on the nunatak tops
regarding “‘cryoplapation terraces” (Hall, In Press)

Table 9 Synopsis ol Schmidt hammer data and taffoni measurements.

Schmidt Taffoni (cm)
X! s Depth Depth Width Width Height Height
k) k) 5
North-facing 15 2.6 11.0 7.6 279 298 10.9 7.9
East-facing 22 2.7 37 2.1 5.5 29 44 29
Wesi-facing 20 3.1 12.3 6.2 228 9.6 11 39

I Schmidt hammer rebound value (iype N hammer).
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Detail of temperatures in taffoni

degrees C

Time ; 2 minute intervals

Figure 11

change of tempersture >2°C mmn~"

clearly showed that these terraces only occurred in
an arc [rom north through to west/south-west (010°
through 360° to 250°) and with none orientated to
the east (045° through 90° 1o 200°). As the terraces
occurred along lithologic junctions on horizontally
bedded sediments that outcropped on all aspects of
the nunatak, their occurrence must be related 10
process. Further, where the data outlined above
were collected (in the valley bottom) there are no
terraces, probably as a result of not having been
exposed for sufficient time (by glacier retreat). With
elevation up the side of the nunatak so there is a
specific size distribution of these features, with the
largest being found at the highest elevations (i.c.
furthest from the retreating glacier). The implica-
tion is that the process association, or at least the
weathering component of that process association,
that is responsible for the terraces is operative, as a
function of aspect, in the valley bottom. As snow is
almost non-existent (see discussion above) and was
certainly not seen on the valley wall at the start of
sumrner, it is unlikely to be freeze—thaw weathering
within nivation (a process normally cited as

O 1997 by John Wiley & Sons. Ltd.

Delait of the temperature differences between the lop and base of the 1affons together wilh an example of a cate of

operative in cryoplanation terrace formation) that
is a major weathering component. As an aside, it
could be suggested that the main transport com-
ponent(s) of the process association responsibie for
the terrace formation (solifluction and wash)
results from the small body of snow that begins
1o accumulate (as seen in the field) along the riser of
the terraces. Significantly though, the riser is only
present once cutting back by weathering (of some
form) and removal of the products has taken place.
This is very important for, on the eastern and
southern aspects weathering has not yet developed
a riser; consequently terraces are nol found on
those aspects despite uniformity of rock outcrop.
Whatever the process synergy and sequence, it
seems clear that the indirect weathering evidence
supplied by Schmidt hammer rebound values and
the size and distribution of taffoni indicates a
preferential aspect-controlled weathering regime
that is tughly unlikely to be dominated by freeze—
thaw. This is contrary to nearly all discussions
regarding the perceived formation of cryoplanation
terraces Hall.
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Figure 12 To show the variation of temperature with depth (from the surface down to 40 mm) based on two minule recordings.

One important aspect of weathering in this area
that has not been considered is that of salt
weathering., Being a “dry valley™”, with all the
associated limitations on water and the high
evaporative conditions, there is every expectation
of salt weathering being operative. This is all the
more so as thick layers of gypsum were found on
some exposures, especially at the undercut bases of
rock outcrops where snow was found 1o reside
(owing to the protection from the sun). The large
diurnal temperature ranges monitored for the rock
surfaces indicate great potential for the thermal
expansion and contraction of the salts in cracks
and pores near the surface of the rock. Further, the
limited but occasional wetting of the surface zone
of the rock would also facilitate hydration expan-
ston and contraction of those salts. Thus, there is
every expectation that salt weathenng is operative
in the valley and, potentially, on the rest of the
nunatak as salt effforescences were observed on the

© 1997 by John Wiley & Sons, Lid.

treads of some terraces. However, beyond the
identification of the dominant deposit (gypsum)
no other data or information are available and so it
is not possible to quantify or more cigorously
interpret the role of salt weathering.

Aptarctic Weathering

In the Antarctic, 8s with most cold regions (see
Hall, 1995), it is frequently argued that the cause of
rock breakdown is a result of (reeze—thaw weath-
ering although, as van Autenboer (1964) states 1n
the openjng paragraph, many Antarctic workers
are not so sure of its efficacy owing to the
widespread aridity of the continent. It is worth
poting three examples of early Antarctic studies
that cite other than freeze—thaw as the operative
mechanism for rock breakdown in this environ-
menti, First, Bernacchi (1901, p. 107) writes, “The
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daily change in temperature caused the porous
volcanic rocks of the cliffs to alternately expand
and contract, and the rapid nocturnal contraction
produced such a superficial strain as to cause the
surface to crack, peel off in irregular pieces, and
fall.” Second, Shackleton (1909, p.294) states,
“Such a diurnal range of temperatures, combined
with the effects of summer thaw followed by the
severe [rosts of winter, exerts a powerful disrupting
force upon the rocks.” Finally, Gunn and Warren
(1962, p. 60), in a discussion of the breakdown of
fine-grained rocks, note that, “‘Although expern-
mental evidence suggests that the forces exerted by
rapid temperature change are too small to fracture
rocks it is difficult to find an alternative
explanation for some ... features.” Others who
reference the role of thermal fatigue/shock include
Avsyuk er al. (1956), Markov and Bodina (1961),
Stephenson (1966), McCraw (1967), Black (1973},
Miotke (1980; 1982; 1984), Aleksandrov and
Simonov (1981}, Robinson (1982), Miotke and
von Hodenberg (1983), Blimel (1986), Brunk
(1989} and Picciotto et al. (no date). In fairness,
the list of authors who refer to the (suspected) role
of freeze—thaw is substantially greater! Of this
latter group, many do provide good evidence in
favour of freeze—-thaw where the prime constraint is
not temperature but rather the presence of water.
Many of the early explorers did note the occurrence
of water on the rock; for example, Armitage (1905,
p. 172) states, “Water could be heard trickling
down amongst the rocks; it had formed a pond at
the base of the cliffs about 4 inches deep” and
observes that the rocks in this area were “'exceed-
ingly weathered™. The key here is not that water is
totally absent but rather, as Scott (1905, p. 141)
observed, that thawing only lasts for a very short
time {about three weeks in his observations) and is
highly spatially constrained; these same points are
more recently reiterated by Balke er al. (1991) in
respect lo chemical weathering in the Antarctic
where they too note the only limitation on this
process is the temporal and spatial availability of
moisture.

The data here presented tend to support the
notion, outlined above, that the main limitation on
freeze—thaw weathering in Viking Valley is not
thermal but rather moisture. The winter data
indicate that snow was limited and transient, as
suggested by visual observation on entering the
valley at the start of summer. Thus, even though
the rock showed a significant number of freeze—
thaw cycles they were of no (cryoclastic) effect as
there was little or no water available in the rock to
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freeze. Any water which may have been present
could have been, owing to its highly limited nature,
only in a superficial surface layer and thus could
not explain the larger-scale breakdown of the rock
observed in the area. Thus, the qualitative judge-
ment of the role of freeze—thaw in this area
(and comparable locations) is spurious and not
supported by the data. Nonetheless, the rock does
break down and shows a marked aspect-controlled
weathering effect. The winter data, at one hour
intervals, are probably not adequate for an
accurate determination of weathering.

Consideration of the two minute data record
suggests processes such as thermal stress and/or
thermal shock are highly possible. Certainly the
available record shows the occurrence of changes
of temperature (32 °C min~') of a rate thought to
cause thermal shock. Other data under analysis
from another site nearby, where measurements
were taken at one minute intervals, cenainly
supports the occurrence of such temperature
changes. In addition, where salts are present these
fluctuations in temperature are likely to be causing
the expansion and contraction of salt crystals/
accumulations, Such changes, occurring as they do
with such frequency during the latter part of the
summet, might be very important for salt weath-
ering. Even the winter fluctuations at sub-zero
temperatures could possibly produce a varying
stress field, owing to the expansion and contraction
of the salts relative to that of the rock, that could
cause weathering. This salt weathering is, though,
spatially constrained to the occurrence of the salts
and this was not ubiquitous but rather seemed to
be concentrated at certain locations within the
valley. For instance, no visual indication of the
presence of salts could be found in the taffoni but
gypsum in layered accumulations up to 29 ¢m
thick was found at the undercut base of some out-
crops.

The main question that these data suggest is,
why Is there evidence of such extensive weathering
on the northern and western aspects but not on the
eastern? This question is fuelled by the separate
finding of the preferred orientation of the terraces
higher up on the nunatak that complements this
aspect-contrelled weathering in the valiey bottom.
From the preceding discussion it was suggested
that the east side had the greatest number of
(thermal) freeze—thaw cycles bur that, as no water
was present, they were not effective. The other
aspects received fewer of these thermal events but
as they too were devoid of moisture this was of no
consequence. The role of freeze—thaw could thus

Permafrost and Periglacial Processes, Vol. 8: 69-90 (1997)



s

88 K. Hall

be discounted for other than a highly superficial
effect affecting only the extreme outer shell of the
rock where, as a result of surface ice extrusion
during freezing, it is likely of limited geomorphic
impact. Conversely, the eastern aspect was found
to have ““warm, stable” conditions whilst the north
and west had more varied temperatures, with larger
and more frequent oscillations. Thus, it is possible
that processes such as thermal stress fatigue,
thermal shock and salt weatheming (where salts
are present) could be more operative and effica-
cious on the northern and western aspects.

[t should be pointed out that no obvious signs of
chemical weathering (e.g. weathering rinds) could
be found anywhere in the area, nor were there any
indications of chasmoendolithic organisms that
might affect weathering. As another observation
(which will be dealt with in detail elsewhere), it was
extremely noticeable in the field that the light-
coloured sandstones were weathering in a very
“rounded” form whilst the dark-coloured sand-
stone was weathering to a very angular form. The
light-coloured sandstones exhibited this roundness
not only on loose clasts but also on bedrock, along
the bedding and jointing intersections, on both
horizontal and vertical surfaces. Further, at a
number of sites the two lithologies could be seen
only centimetres apart, along a lithologic junction,
and yet the two weathering manifestations were
qutte distinct; the conditions to which they were
subjected having, at these places, to be identical.
The taffoni developed in the light-coloured sand-
stone exhibited this “smooth, rounded™ character.
The implications of these weathering responses are
also now under investigation and this too may help
in understanding the overali nature of weathering
in the region. The palaecenvironmental implica-
tions of such differences are also marked, for whilst
the angular debris would have readily been
identified as *‘frost-produced”, in most studies the
same cannot be said for the rounded clasts (see
Hall, 1995 for discussion) and yet here they are
contemporaneous and in close juxtaposition.

It is clear that there is some form of aspect-
coentrolled weathering, and some indication of what
processes may or may not be active is available, but
it is far from clear exactly what the actual causes of
breakdown are and exactly when and how they
operate. Based upon these findings new data
acquisition will soon be initiated to gather year
round temperatures and another field seasen is
expected in which an attempt will be made to
obtain other data which will help solve the many
problems outlined above and to integrate the

@© 1997 by John Wiley & Sons. Lid.

findings into the explanation for the terraces and
the other resultant weathering forms,

Weathering in General

From the above study a number of generalizations
can be derived that may apply Lo cold region
weathering studies and the interpretation of cold
region (past and present) sediments. First, it is clear
{as other authors have suggested) that the air
temperature i1s not a surrogate for rock tempera-
tures and that, in the context of freeze—thaw, the
threshold value for the freeze cycle can have a large
impact on the number of effective cycles with the
arbitrary use of 0 °C over-emphasizing the number
of events. There is also a marked aspect effect on
the nature of the thermal environment experienced
by the rock. Second, it is highly subjective 1o
presume freeze—thaw weathering just becauseitisa
*“cold region’: the evidence here indicates that this
is an unlikely process and yet the rock 1s stiil
weathering. Third, as an adjunct to the preceding
statement, other processes, particularly thermal
stress fatigue, need more recognition. Fourth, for
any meaningful judgement of process (of any kind)
there is a need for temperature recording at very
frequent intervals (one minute seeming to be
optimal). Fifth, the monitoring of rock moisture
content is a necessity and in its absence some
indirect observation (e.g. via ultrasonics) is neces-
sary. Without the adjunct of moisture with
temperature the ability to determine and examine
weathering processes is impossible. Sixth, clast
shape is no (apparent) indicator of weathering
process and hence no indicator of present or past
climatic conditions, It certainly is no¢ an indicator
of process (e.g. angular clasts can be produced by a
whole range of processes other than freeze—thaw).
Lastly, aspect-controlled weathering can have an
effect on larger landforms, such as terraces, but the
terraces themselves do not indicate process. Again,
this has implications for palaeoenvironments
where frost action is presumed to be associated
with cryoplanation terrace formation.

Taken as a whole, it would seem that no one
process is responsible for the weathering. Rather,
as In most situations, there is a synergistic
combination of different processes that cause the
breakdown and, although not discussed here,
interact with processes that remove the weathering
products (e.g. especially in the case of the taffoni
and in terrace formation). As Thorn has intimated
on a number of occasions (e.g. 1988, p. 13) and as

Permafrost and Periglacial Processes, Vol. 8: 69-90 (1997)
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was recently discussed by Hall (1995), we need to
re-evaluate cold region weathering processes and
not simply presume freeze~thaw, particularly with-
out any evidence lo support the contention.
Freezing conditions and angular clasts are no!
adequate evidence of frost weathering and we
cannot presume processes such as that modelled
by Walder and Hallet (1985) without being able to
clearly show that the rock, thermal and moisture
conditions were met. With increased data acquisi-
tion, it is likely we will find that processes other
than freeze—thaw are often responsible and that
even where that process does dominate it is
working synergistically with other processes such
that the breakdown and landforms are the product
of process combinations, not a singular entity.

ACKNOWLEDGEMENTS

The fieldwork on Alexander Island was undertaken
in conjunction with a larger study run by the
British Antarctic Survey. Dr David Walton of BAS
is sincerely thanked for allowing my participation
in this project and for facilitating the collection of
the winter temperature data. | would also like to
thank all the BAS personnel who helped in the field
and who maintained and collected the climatic
data. Dr Ian Meiklejohn is thanked for the time he
spent with me in the field and for all the help and
companicnship on our daily trek to the study site.
Nancy Alexander is thanked for all her advice in
the production of the maps and graphs: without
her help I could not have managed. Dr Joe
Ackerman kindly wrote a program for the extrac-
tion of temperature data at varying time intervals.
Two anonymous referees greatly helped in correct-
ing errors and English in the original text and 1 am
extremely grateful for their help and advice.

REFERENCES

Aleksandrov, M. V. and Simonov, 1. M. (1981). Intra-
landscape zoning of low-lying oases of the eastern
Antarctic. In Govorukha. L. S. and Kruchinin, Yu. A.
(eds). Problems of Phyvsiographic Zoning of Polar
Lands. Division of Polar Programs. Washingion,
DC, pp. 223-242.

Armitage, A. B. (1903). Two Years in the Aniarctic.
Edward Arnold. London (315 pp.).

Autenboer, T. van. (1964). The geomorphology and
glacial geology of the Ser-Rondane, Dronning Maud
Land. In Adie, R. J. (ed.). Ariarctic Geology. North
Holland, Amsterdam, pp. 95-103. :

£ 1997 by John Wiley & Sons. Lid.

Rock Temperatures and Cold Region Weathering 89

Avsyuk G. A., Markav, K. K, and Shumskii, P. A, (1956).
Geographical observations in an Antarclic "oasis’.
Izvestiva Vsesoyuznogo geograficheskogo obshchestva,
8. 316-350.

Balke, J., Haendal, D. and Kriiger, W. (1991). Contribu-
tion to the weathering-controlled removal of chemical
elements from the active debris layer of the Schirma-
cher Oasis, East Antarctica. Zeitschrift fiir Geologische
Wissenschaften, 19, 153158,

Battle, W. B. R. (1960). Temperature obscrvations in
bergschrunds and their relationship to frost shattering.
In Lewis, W. V. (ed.), Nerwegian Cirque Glaciers.
Royal Geographical Society Research Sernes, 4.
pp. 83-95.

Bernacchi, L. (1901). To the South Polar Regions. Hurst
and Blackett, London (348 pp.).

Black, R. F. (1973). Cryomorphic processes and micro-
relief features, Victoria Land, Antarctica. In Fahey,
B. D. and Thompson, R. D. (eds), Research in Polar
and Alpine Geomorphology. GeoAbstracts, Norwich,
pp. 11-24.

Blimel, W. D. (1986). Beobachtungen zur Verwitterung
an vulkanischen Fesigesteinen von King-George-
[sland (S-Shetlands/W-Antarktis). Zeitschrift fir
Geomorphologie, N.F., Supplementband. 61, 39-54.

Brunk, K. (1989). Large-scale geomorphologic-glacio-
logical mapping of the arid high-polar Borgmassivet,
MNeuschwabenland, Antarctica. Berichte zir Polar-
Jorschung, 66.

Connell, D. and Tombs, J. (1971). The crystallization
pressure of ice —a simple experiment. Jowrnal of
Glaciology, 10, 312--315.

Debenham, F. (1921}, Recent and local deposits of
McMurdo Sound Region. In British Antarciic (‘Terra
Nova) Expedition, [910. Nawral Historv Report.
Geology, vol. 1, no. 3, pp. 63-100.

Gunn, B. M. and Warren, G. (1962). Geology of Victoria
Land between the Mawson and Mulock Glaciers.
Antarctica.  Trans-Antarctic  Expedition, Scientific
Reports, 11 (157 pp.).

Hall, K. (1993). Rock moisture data from Livingston
Island (Maritime Antarctic) and implications for
weathenng studies. Permafrost and Periglacial Pro-
cesses, 4, 245-253.

Hall, K. (1995). Freeze—thaw weathering: the cold region
‘panacea’? Polar Geography and Geology, 19, 79-87.
Hall, K. (In Press). Mountain benches (cryoplanation?):
some new information from Antarclica. Amarctic

Science.

Hall, K, and Hall, A. (1991). Thermal gradients and
rock weathering at low temperatures: some simulation
data. Permafrost and Periglacial Processes, 2, 103-112.

Hall, K. ard Walton, . W, H. (1992). Rock weathering,
soil development and colonisation under a changing
climate. Philasophical Transactions of the Royal
Soclety, Series B, 338, 269-277,

Hagbom, B. {1914). Uber die geclopische Bedeutung des
Frostes. Bulletin der Geologische instittur. Universitdt
Uppsala, 12, 257-389.

Permalrost and Periglacial Processes, Val. 8: 69-90 {1997)



97
90 K. Hall

Horne, R, R. (1965). Interim geological report for
Alexander Island. Unpublished British Aniarctic
Survey Report.

McCraw, J. D. (1967). Some surface features of
McMurdo Sound Region. Victoria Land, Antarctica.
New Zealand Journal of Geology and Geophysics, 10,
394-417.

McGreevy, J. P. and Whalley, W. B, (1982). The
geomorphic significance of rock temperature varia-
tions in cold environments. A discussion. Arctic and
Alpine Research, 14, 157-162.

Markov, K. K. and Bodinma, E. L. (1961). Map of
periglacial formations in Amtarctica. In Anrarctic
Commission Reporis of the U.S.S.R., 1960, pp. 49-59.

Matsuoka, N. (1994). Diurnal freeze—thaw depth in
rockwalls: field measurements and theoretical consid-
erations. Earth Surface Processes and Landforms, 19,
423-435.

Meiklejohn, K. I. (1995). Valley asymmetry on south-
eastern Alexander Island. Antarctica, and valley forms
in the high Drakensberg, southern Africa. Sourh
African Geographical Journal, 76, 68-72.

Miotke, F.-D. (1980). Microclimate and weathering
processes in the area of Darwin Mountains and Bull
Pass, dry valleys. Anmtarctic Journal of the United
Stares, 15, 14-17.

Miotke, F.-D. (1982). Physical weathering in Taylor
Valley, Victoria Land, Antarctica. Polar Geography
and Geology, 6, 71-98.

Miotke, F.-D. (1984), Slope morphology and slope-
forming processes in South Victoria Land, Antarctica.
Polar Geography and Geology, 8, 1-53.

Miotke, F.-D. and vor Hodenberg, R. (1983). Sait fretting
and chemical weathering in the Darwin Mountains
and the dry valleys, Victoria Land, Antarctica. Polar
Geography and Geology, 7, 83-122.

Moncrieff, A. C. M. (i1989). Sedimentological studies in
southeastern Alexander Island, 1988/89. Unpublished
British Antarctic Survey Report R/1988/G4 (17 pp.).

T 1997 by John Wiley & Sons. Ltd.

Picciotto, E., Michet, J., Deutsch, S. and Pasteels, P.
(no date). Géologie. Expédition Antarctique Belge
19571958, Résultats Scientifiques, 7.

Powers, T. C. (1945). A working hypothesis for lurther
studies of {rost resistance of concrete. Journal of the
American Concrete Institute, 16, 245-272.

Rictiter, D. and Simmons, G. (1974). Thermal expansion
behaviour of igneous rocks. Imternational Journal of
Rock Mechanics and Mining Science and Geomechanics
Abstracts, 11, 403-411.

Robinson, P. H. (1982). Features of glacial and penglacial
landscaping in the dry valleys of Antarctica. New
Zealand Antarctic Record, 4, 10-20.

Scott, R. F. (1905). The Voyage of the 'Discovery’. Smith
Elder, London, vol. 2 (508 pp.).

Shackleton, E. H. (1909). The Heart of the Antarctic, vol.
{[. Witliam Heinemann, London (419 pp.).

Stephenson, P. J. (1966). Geslogy !. Theron Mountains,
Shackleton Range and Whichway Nunataks. Trans-
Antarctic Expedition 1955-1958 Scientific Reports,
8 (79 pp.).

Taylor, B. J., Thomson, M. R. A, and Willey, L. E. {1979).
The Geology of the Ablarion Point-Keystone Cliffs
Area, Alexander Island. British Antarctic Survey,
Scientific Reports, 82 (65 pp.).

Thomson, M. R. A. (1964). Geological report for east
coast Alexander Island, summer 1964. Unpublished
British Antarctic Survey Report G/1964/T (24 pp.).

Thorn, C. E. (1980). Alpine bedrock temperatures: an
empirical study. Arctic and Alpine Research, 12, 73-86.

Thorn, C. E. {1988). Nivation: a geomorphic chimera.
In Clark, M. J. (ed.), Advances in Periglacial Geo-
morphology. Wiley, Chichester, pp. 3-31.

Walder, J. and Hallet, B, (1985). A theoretical model of
the fracture of rock during freezing. Geological Sociery
of America Bulletin, 96, 336-346,

Yatsu, E. (1988). The Nawire of Weathering. Sozosha.
Tokyo (624 pp.).

Permafrost and Penglacial Processes, Vol. 8: 6990 (1997)



Jo

i ...fl..F..N_.:.__

... . 4_,(_ QP !()LvAl.l ‘I
] —%.—quﬂm _

I tmq
_mr_ GUALLE: Y

¥ . il E T
- » £ d gl
2
sat
o Fam s .!

27‘¢I

. >

1997

SUPPLEMENTO 0I -

TOMO 1

The International Associaton of Geomorphologists
L’ Association Intemnationale des Géomorphologues

FOURTH INTERNATIONAL CONFERENCE
ON GEOMORPHOLOGY

()
2
Z.
@)
=
-
&
=
m
)
Q
3
B
Z
@)
o
=
m
-
O

DE GEOMORPHOLOGIE

MORFOLOGIA

organisagon

Organized by/Comité d

GRUPPO NAZIONALE GEOGRAFIA FISICA E GEO
del Consiglio Nazionale delle Ricerche

1997

Y

- 28-VIII /7 3-IX

(Tralia)

Bologna

ES

s

RESUM

ABSTRACTS /

COMITATO GLACIOLOGICO ITALIANO - TORINO

1997




9y

Spjalciil HACINOHE & TAKASUKE Sizukt’

Weathering rates of Tertiary sedimentary bedrock
tn Japan

'Department of Civi} Engincering. Chuo University, Kasuga.
Bunkvo-ku, Tokye 112, Japan
! [nsticute of Geosciences. Chuo University, Kasuga.
Bunkvo-ku, Tokye 112, fapan

The rates of weathering of bedrock have been considered
1o be one of the most important factors that influence the
modes and rates of denudational processes such as erosion
and mass movements. The weathering rares were investiga-
ted inrthe following way.

(1) The weathering rates were examined for two kinds of
the definition: first the rate {dZ/ds) at which chickness of
weathered zone of bedrock (Z) increases with tme {1} and
second the rate (dR/d¢) at which suength of weachered
marerials at a given depth (R) decreases with time (7). (2)
The emergence age of marine-crosional terrace is assumed
to be equal to the weathering time (/) for the bedrack un-
der the terrace surface. (3) The weathered materials excepr
the soluble of bedrock under the terrace veneer are assu-
med to have scarcely been eroded awayv. (4) The weathe-
ring profiles were observed for the drlling cores obtained
by the present authors. (3} The drilling cores were exami-
ned in the laboratory for the changes in the needle pene-
tration hardness with. depth. (6) The weathering profiles
were divided into four weathered zones according to the
change in the mechanical property: i.c. highly weathered
zone (H), moderately (M), slightly (5) and faintly (F). (7}
The thickness of weathered zones is defined as the depth
from the bedreck surface to the weathering front of each
of the four weathered zones.

The data were obtained for the bedrock of the marine ero-
sional-terraces in the Boso Peninsula, Japan. The terraces
are divided inro five levels. The bedrock in this area is the
Pliocene marine sedimentary rocks of the interbedded
mudstone, sandstone and conglomerate. The drilling cores
were obrained at the 11 sites for sandstone and art the 13 si-
tes for mudstone on the terrace surfaces with three diffe-
rent ZSCS.

Mode of deceleradon in the weathering rates (dZ/ds) with
weathering time (#) differs berween mudstone and sandsto-
ne. In the fainily weathered zone, mudstone is weathered
faster than sandstone at the beginning of weathering. After
abour 400 years in the weathering time, sandstone exceeds
mudstone in the weathering rates.

The rates of decrease in mechanical properties {dR/ds)
with weathering tme (¢} also differs berween sandstone
and mudstone. At the shallow zone, cg. 3 ¢m and 10 am
deep, mudstone begins 10 be wearhered earlier than sand-
stone, bur after the cerain elapsed time from the begin-
ning of weathering, Le. about 70 years for 3 am deep and
about 200 years for 10 cm deep, mudsione will be excee-
ded by sandstone in the rates of decrease in Rs. At the zo0-
ne deeper than about 30 c¢m, however, sandstone starts ta
be weathered earlier and faster than mudstone.
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Kevin J. HaLL
The impact of tempersture record interval
and sensor location on weathering inference ip
periglacial environments

Universitv of Northem British Columbia. Geography Programme.
3333 University Way, Prince George B.C. V2N 4Z9. Canad,

In many weathering studices, particularly those in perigl,.
cial regions, much emphasis is placed on the thermal cap,
ditions. The realicy is thar it is moisture, not temperaruse.
that is che limiting factor, Nevertheless, with respect 10 the

-thermal conditions, many deductons arc based on air tem,.

peratures which are, in reality, meaningless as a surrogare
tor rock conditions. This use of air temperarures has resyl.
ted in subjective interpretadons of weathering environ.
ments/processes that have served o reinforce, rather than
question, the presumption of freeze-thaw weathering in
periglacial environments. Further, almost all available rock
temperacure data are inadequate for any meaningful de.
duction of process, particularly that of freeze-thaw,
Withoutr information regarding the presence of water
within the rock (including its amount, distribution and
chemistry) together with thar on the rate of fall of tempera-
ture within the rock as well as the amplitudes of the freeze
and thaw cycles, so it is impossible to assume the operation
of freeze-thaw or to be able 1o deduce which freeze-thaw
mechanism was acave.

Derailed remperarure data, obtained atr 30 second or one
minute intervals, from recenr studies in Antarctica and the
Canadian Rockies, show the imporance of such high fre-
quency data acquisition for the evaluation of weathering
processes. Not only arc such data necessary for the establi-
shing of which frecze-thaw process is operative (if any} bur
they also show that mechanical processes other than that
of freeze-thaw may be operadve and, possibly, more im-
portant. Data analysis of freeze events allowed for the de-
termination of the rate of fall of temperarure and thus de-
duction of possible frecze-thaw mechanism(s). More im-
portantly, the detailed data provide evidence for che opera-
tion of thermal shock (At 22 C® min™) as well as thermal
stress farigue. The significant control of aspect on tempera-
ture, a factor often ignored in weathering process interpre-
tation, can also have an impact on thermal stress fadgue.
There are major thermal differences berween aspects (2 18
C®) and these not only have implications for process diffe-
rentiation but also for the implemenradon of burtressing
that can enhance the role of thermal smess farigue. It is
suggested that in many periglacial environments processes
other than freeze-thaw (e.g. thermal stress and/or wening
and drying) are more active and important in sediment and
landform development . Data to indicate the impact of re-
cord interval and aspect will be presented togecther with
examples of its importance for process understanding. The
need for these ype of data 1o replace the qualitative pre-
sumptions of cold (and other) region weathering will be
emphasized.
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The Impact of Temperature Record Interval and Sensor Location on Weathering Inference
In Periglacial Environments.

Kava Hell, Geograoity Programma, Unavarsity at Nonnem Batsh Colomnesa, 3333 Unaversity Way, Pnnca Gearge, B C , Canaga V2N a8
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tha roek 18 subjected.
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Osta shown here Indicats Lha influonce of sspect and record inlarval on the Interpretation of the weatharing environmont.
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OATA COLLECTED AT 30 SECOND INTERVALS

GRAPHS TO SHOW WHAT WOULD HAVE
B8EEN RECOROED IF DATA HAD BEEN COLLECTED
AT INTERVALS OF 1, 5. 10. 15 20. 30 AND 60 MINUTES
TOGETHER WITH THE ORIGINAL 30 SECOND DATA

DATA FROM CANADIAN ROCKIES
COLLECTED:

0722 HAS 25 JULY 1896 TO
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PERMAFROST AND PERIGLACIAL PROCESSES
Permafrost Periglac. Process. 9: 47-55 (1998)

Rock Temperatures and Implications for Cold Region Weathering.
II: New Data from Rothera, Adelaide Island, Antarctica

Kevin Hall

Geography Programme, University of Northern British Columbia, 3333 University Way, Prince George,
BC V2N4Z9, Canada

ABSTRACT

Rock temperature data collected at one-minute intervals from both the horizontal surface and
the four cardinal directions of a rock outcrop show the influence of record interval and aspect on
the thermal regime of bedrock as it applies to cryogenic weathering. High frequency data are
necessary to identify components of thermal stress fatigue and thermal shock events that play a
significant role in rock breakdown. The northern aspect exhibits the lowest temperatures despite
its apparent preferential orientation. At the 2 cm depth, temperatures on the northern and
horizontal surfaces sometimes stayed above those for the rock surface despite the daytime energy
input from solar radiation. Short-term wind fluctuations are considered as a possible explana-
tion. Because the rock temperatures are quite different from those of the air the latter can, in no
way, be used as a surrogate for rock thermal conditions. The argument is made that one-minute
record intervals are required for thermal data if use is to be made of this information 10 help
explain and understand the weathering regime. © 1998 John Wiley & Sons, Litd.

RESUME

Les enregistrements de la température des roches obtenus avec des intervalles de | minute sur des
surfaces honizontales et des affleurements exposés aux quatre directions cardinales, démontrent
Pinfluence de I'intervalle d’enregistrement pour la compréhension du régime thermique du
bedrock et, de ce fait, de I'altération cryogénique. Une grande fréquence de mesures est
indispensable pour identifier les éléments responsables de la fatigue thermique, ainsi que les chocs
thermiques qui sont trés importants dans la rupture des roches. C'est pour des expositions au
nord que les températures enregistrées ont €té les plus basses, bien que cette orientation semble
plus favorable. A 2 cm de profondeur, les températures de surfaces horizontales et de roches
exposees au nord ont été parfois supérieures a celles de la surface de la roche et cela malgré
Ienergie solaire. Des fluctuations du vent a courte période pourraient expliquer cette observa-
tion. Parce que les températures de la roche sont tout a fait differentes de celles de 1'air, celles-ci ne
peuvent en aucune maniére remplacer les températures de la roche. Des enregistrements des
lempératures avec un intervalle d'une minute sont nécessaires si I'on veut utiliser ces données
pour comprendre les phénomenes d'altération. © 1998 John Wiley & Sons, Lid.

KEY wORDS: weathering: thermal conditions: thermal stress fatigue: record interval; Antarctica
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INTRODUCTION

In an earhier paper (Hall. 1997a) details were given
of rock temperature data collected from sites in a
dry valley on Alexander Island, Antarctica. In that
paper winter observations were outlined, which
showed the thermal regime of the rocks for the first
part of two successive winters, while detailed
summer temperature data indicate the probability
of thermal shock and thermal stress fatigue as
important weathering processes. These obser-
vations were then put in the context of Antarctic
weathering. It was suggested that the frequency of
data recording impacts upon the ability to realis-
tically deduce weathering process(es). In that study
temperalure measurements were collected at two-
minute intervals and it was shown that weathering

processes such as thermal shock (which requires
AT/t = 2°C/min) could not be recognized with
measurement intervals of five minutes or longer. It
was argued that 30-second or cne-minute record
intervals would be betier, not only for the
tdentification of thermal shock but also for the
assessment of freeze—thaw weathering for which
the rate of change of temperature is critical
(McGreevy and Whalley, 1982; Hall, 1995).

In this paper data are presented which were
collected at one-mioute intervals for the rock
surface and at 2 cm depth on the four cardinal
aspects, plus on a horizontal surface, for nearly
three weeks from a knoll overlooking the airstrip
at the Bnitish Antarctic Survey Rothera base
(Figure 1), Adelaide Island (67°34'S, 68°07'W).
In this region of Antarctica the sea remains
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Figure | Map 10 show 1he location of Rothera. Map reproduced from Aniarcie Science Handy Atlas, Map 12 (1995, p. 180).
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ice-covered for the greater part of the year and the
site was ¢. 50 m above sea level. Bedrock consisted
of gabbro and granodiorite — with the temperature
data presented here being recorded on a medium-
grained granodiorite.

FIELD METHODS

Data were collected using a ‘Squirrel’ data logger
and 10 bead-type thermistors. On a single rock
oulcrop, a thermistor was attached to the rock
surface and another was located at 2 cm depth for
each of the cardinal directions: thermistors were
also located at the surface and 2 cm depth on the
upper, horizontal surface of the rock outcrop. Data
were then recorded at one-minule intervals, with
downloading 10 a laptop computer once per day. [t
was not possible to use pre-drilled blocks, nor were
measurements made of moisture content, ultra-
sonic p-wave velocity or Schmidt hammer rebound
values as in the initial study (Hall, 1997a}. The aim
was to focus purely on high frequency measure-
ment of the thermal events in the surface layer of
the rock as an indicator of weathering process. For
comparison with the rock temperature data, daily
climatotogical data are available from the Rothera
meteorological station.

RESULTS AND DISCUSSION

The impact of aspect on rock thermal conditions
was nol, at least for the record penod shown here,
as straightforward as might be expected. For a
Southern hemisphere site, it should be expected that
the north-facing aspect should have the highest
temnperatures and the south-facing the lowest.
However, this is not the case (Figure 2). For the
example shown (0000 h to 2359 h on 14 January
1993}, the lowest temperature {—1.5°C) was
recorded for the northern aspect and the highest
temperature (27 °C) on the western aspect.

A temporal shift of influence can be seen as the
sun rises and then sets, from east through north
and then west, to finish with south. Although this is
to be expected, the actual rock temperatures offer a
surprise. The influence of direct radiation can be
seen from c. 0600 h on the eastern aspect as the
temperature rapidly rises from a low of 0°C to
achieve a maximum from ¢. 0730 h through to 0845
h, after which temperatures decline and return
towards zero close to midnight. The temperature
for the northern aspect then begins to rise around

© 1998 John Wiley & Sons, Ltd.
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0700 h and attains its maximum near 1300 h and
subsequently cools from ¢. 1800 h. Despite its
favourable orientation, the northern aspect does
not achieve the highest temperatures but experi-
ences the Jowest. Jt was the only aspect to have sub-
zero temperatures. By contrast, temperatures on
the western aspect were some 4 °C higher. These
began to rise around 0800 h to attain a maximum
close to 1800 h. The western aspect experiences an
almost asymmetric lemperature profile, with a
{refatively) slow rise through to the maximum
and then a relatively rapid decline. The southern
aspect starls (o warm as air temperatures rise in late
morning, and peak a short time after that of the
western aspect. The horizontal surface does not
have the lowest overall temperature but it does have
the lowest maximum values. This is the result of
never receiving radiation at other than an acute
angle. Noticeably, the maximum warming of this
surface is nor at the time when the sun is at its
highest but when the sun is in the west, the tempera-
ture profile being one of radiation ‘accumulation’
throughout the day. As the sun drops after 1900 h
so temperatures (relatively) rapidly decline.

In addition to the role of aspect, the present
data exemplify the influence of record interval. The
‘smoothing’ effect of increasing time between
records is clearly shown in Figure 3. Based on the
original one-minute record interval data, it is
shown what would have been recorded had the
logging interval been 5, 10, 15, 30 or 60 minutes.
Figure 3 indicates a significant decrease in detail
between one-minute data and that of five minutes.
There is a greater variability at the record start and
end for the one-minute data. This information is
lost with the five-minute record. For instance, the
two drops in temperature at the record end look
unidirectional and ‘dramatic’ on the five-minute
record but the one-minute data show that there
were, in fact, rses and falls within the overall
decline. Information loss with increased record
interval dramatically changes the perception of the
thermal environment. Thus, the 30-minute data are
little more than a rough guide 1o what actually took
place. Certainly any attempt 10 generate values of
AT/t from 15- or 30-minute data would be fruitless.

Examples of the important detail loss in records
other than the one-minute record interval are
shown in Figure 4. This 41-minute record shows
one event with a AT/t value of 3 °C/min and one of
2°C/min. Both values are greater than, or equal to,
the theoretical threshold (2°C/min) for thermal
shock (Yatsu, 1988). Other events, while not
achieving the 2°C/min boundary for thermal

Permafrost Periglac. Process. % 47-55 (1998)
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North

South

Figure 2 Temperature data from 0000 h to 2359 h for 14 January 1993 for each of the aspects plus the top surface.

shock, nevertheless indicate values = 1 °C/min that
must exacerbate thermal stress fatigue. In the
41-minute record shown here there are eight such
events with a further 16 of 0.5°C/min. Several of
these involve consecutive positive and negative
temperature changes each of 0.5 °C/min magnitude.

At depth (Figure 5), the largest temperature
differential (between the surface value and that

1998 John Wiley & Sons. Ltd.

recorded at ¢. 2 cm depth) is found on the eastern
aspect {+ 12°C) and the smallest (+4°C) on the
southern. Although it is clear from Figure 5 that
the surface fluctuations are largely damped out by

. 2 cm depth there are still vanations of the order

of | to 1.5°C/min at times. By obtaining high fre-
quency data one can demonstrate that values of
AT/t are such that thermal shock could occur.

Permafrost Periglac. Process. 9: 47-55 (1998)
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Figure 3 Temperature data for the period 1656 h on |5 January to 1639 h on i6 January 1993 o show, based on the original one-
minute data, what would have been recorded with collection times of 5, 10, 15, 30 and 60 minutes.

Rapid thermal fluctuations produce transient
high thermal gradients in the outer layer that
facilitates thermal spalling (Thirumalai, 1970).
The surface and 2 cm depth rock temperature
data show that complex stress fields must occur in
the outer shell of the rock. For example, the
southern aspect shows the 2 cm level is warmer than
the rock surface at the record start. The termperature
differential of ¢. 4°C indicates that the rock at

@ 1998 John Wiley & Sons. Lig.

depth is experencing greater expansivity than the
surface. Later, there is a crossover and the surface is
warmer than the 2 cm level: at this point, the
exterior is expanding while the interior is contract-
ing (its temperature having declined from the
higher, earlier value). The resultant differential
stresses could play an important role in aspect-
constrained weathering. Without this one-minute
data it would not be possible to attribute any

Permafrost Periglac. Process. 9: 47-55 (1998)
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observations of aspect influence on weathering (o
these thermal fatigue effects.

The north-facing record (Figure 5) may indicate
other factors. Here, in the example shown, the rock
at 2 cm depth stays warmer than the surface for the
greater part of the day. The effect did not occur all
the ume and surface temperatures show the typical
rapid changes associated with the rock surface while
those at 2 cm depth show the expected dampening.
Consideration of the rest of the records for the
northern aspect shows that, while the same effect
did occur on other days, it did not occur every day.
On some days (e.g. 20 (o 22 January), the surface
temperatures were warmer than the interior, and on
other days (e.g. 25 to 26 January) the thermal
conditions were mixed, with the interior warm but
with significant periods when the surface was
warmer than the interior.

These apparenily random thermal fluctuations
are possibly related to the effect of the wind. A
number of Antasctic biological studies (e.g. McKay
and Fnedmann, 1985, Kappen et af., 1981;
Friedmann e al., 1987) have collected temperature
data at intervals of one minute or less on rock
surfaces and at depths to ¢. 4 cm for different
aspects. Modelling of thermal changes as a
function of temperature, wind speed and internal
light gradients was subsequently undertaken by
Nienow (1987). The models suggest that the
observed temperature oscillations at the rock sur-
face can be caused by wind fluctuations of short
duration and can be effective to a depth of ¢. 4 mm.
Other factors such as heating at depth by light
penetration (due to translucent minerals) may also
play a role although Nienow (1987) did not

© 1998 John Wiley & Sons. Lid.

consider this significant for the sandstone that he
studied. Although the effect of wind offers some
degree of explanation for the observed effects at
Rothera, more data are needed to elucidate why the
effects were only observed on the horizontal and
northern surfaces.

The Rothera datz also show distinct differences
between the air and the rock temperatures
(Figure 6). The air temperature graph is based on
five-minute record intervals. The diornal cycle is
very clear. It is also very clear that maximum
temperatures for the air (<7°C) are substantizlly
lower than those for the rocks (e.g. see Figure 2,
<27°C; or Figure 4, <28.5°C). Equally, the
minima for the rock can be lower than that of the
air although the differences here are much less than
for the maxima: Figure 2 shows the northern aspect
going to —1°C whilst the air does not go lower
than +0.3°C. For the other aspects shown in
Figure 2, although the air went to —0.3 °C, none of
them went below 0°C. The most important factor
here is that rock temperatures are substantiaily
higher than those of the air and they show many
and varied fluctuations. Thus, in terms of weath-
ering, the air temperature data are all bui useless
for any interpretation of the weathering regime
despite the recent arguments by such as Amold
et al, (1996).

IMPLICATIONS FOR WEATHERING

In this paper, the western and northern aspects
exhibited extremes, with the north having the
lowest temperatures and the west the highest.
When the 2 c¢m data are considered, the eastern
aspect has the largest surface to depth temperature
differential and thus the greatest potential for
stress-induced (as a result of the thermal gradient)
weathering. The higher 2 cm depth temperature
than the surface for the northern aspect and the
horizontal surface may have implications for
weathering. Interestingly, further analysis of the
thermal data referred to in Hall (1997a) failed (o0
show the same effect on the northern exposure
although the values were very close. [t is possible
that there is a temporal shift for this effect and that
it is negligible during the summer but increases
through the autumn towards the winter. Equally, it
may refiect a wind effect. Accepting that thermal
maxima can occur below the surface (as also argued
from the biological studies) then this does offer a
probable weathering effect. That maximum expan-
sion could occur below the surface would help

Permafrost Periglac. Process. 9: 47-55 (1998)
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explain spailing of the rock. This form of weath-
ering could be particularly effective in dry areas
where water-based processes are minimized.

The data presented here justify the questions
posed by Thorn (1988; 1992) and White (1976)
who have both questioned the ubiquitousness
of freeze-thaw. The data presented here offer

© 1998 John Wiley & Sons. Lid.

solutions/causes orher than freeze—thaw. In the
case outlined both here and in Hall (1997a; 1997b),
thermal stress fatigue or thermal shock are
identified as causes worthy of detailed examina-
tion; frost weathering is unlikely owing to the
aridity of the study areas. Other studies suggest
other mechanisms, e.g. wetting and drying (Hall,

Permafrost Periglac. Process. 9: 47-55 (1998)
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Figure 6 Air temperature record (five-minute ntervals) for
Rothera station

1991; 1993) or biological agencies (¢.g. Hall and
Otte. 1990). None of this negates the occurrence of
freeze—thaw but rather questions its common
acceptance and explanation for landforms.

CONCLUSIONS

The information presented in this adjunct to the
original study further indicates the need for more
detailed studies of the rock thermal regime. These
data will provide the baseline required for deter-
mination of the freeze~thaw mechanism and may
also indicate the occurrence of other, possibly more
effective, mechanical weathering processes. Cer-
tainly, the combination of high values of AT/t with
high thermal gradients suggests the potential for
thermal stress fatigue and for thermal shock. Ulti-
mately. these thermal data are only one of the two
significant data sets which are required, the other
being moisture and its attributes and how they vary
in ime and space. With these sorts of data 2 more
meaningful understanding of the role of weatherning
in landform and sediment origin can be achieved.
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Present-Day Soil Frost Activity on Marion Island, maritime sub-Antarctic

Jan Boelhouwers and Steve Holness
Universily of the Westem Cape

Marion Island (46°54°S, 32°45'E, 290km?) is one of a few small islands in the Southern Ocean and a rich
location for geomorphological research on climate change. Marion consists of a shield volcano rising fo
1230m asl. and has an extremely oceanic climate. Almost entirely glaciated during the last Gla_mal |} still has
a few small permanent ice bodies near its summit. Periglacial morphology include extensive solifluction lobes
and terraces, blockfields and —streams, mostly developed on glacial till during the early Holocene and are
now relict (Boelhouwers and Holness, 1998). Currently active morphology inciudes small solifluction forms
and patterned ground and are widespread on the island. .

Objective of this study is to establish quantitative relationships between morphologylsedlmentology of
currently active soil frost forms, the processes involved and their associated ground climate and materials
controls. This is supported by two years of field observations by one of the authors (S.H.). . -
Marphology/sedimentotogy data on patterned ground show a steady increase in lateral and vertical sorting,
but no change in particle size, with altitude. Process activity is here shown in the form of dowel heave
indicating a close correlation between effective depth of frost heave and depth of vertical sorting.

Clast movement data, ground thermal profiles and frost susceptibility data quantify the effectiveness of
needie-ice and ice-lens induced frost creep. Needle-ice activity dominates up to 300m asl, with ice lens
growth under diurnal frost becoming increasingly important above these altitudes. This pattern correlates
strongly with a change in ratic of coarse versus fine stripe width in sorted stripes. Above 800m asl mild
seasonal frost dominates with snow limiting frost action and creating isothermal conditions in winter around
—1 to —20C, down to at least 40cm depth. Moisture and particle size distribution forms no limit to frost activity
on the island.

Overall resuits allow for a first zonation of the Marion Island frost environment. Further work on establishing
statistical correlation between morphological and climatic parameters is now underway, while future work will
attempt physical modeling and application towards palaecenvironmental reconstructions.

The necessity for high-frequency rock temperature data for rock weathering
studies: Antarctic and northern examples.

Kevin Hall
University of Northern British Columbia, 3333 University Way, Prince George, BC, Canada V2N 429

To a very large extent our perceptions of rock weathering in cold regions are the product of untested
assumptions coupled with the artefacts of our methods of temperature monitoring (Hall and Andre, In Press;
Hall, ot al, In Press). Two attributes have worked to produce a poor scientific approach to rock weathering
among geomorphologists. First, the assumption of process(es) and hence a frequency of temperature
cbservation suited to that assumption coupled with, secondly, the logistical and technical constraints of data
acquisition in cold regions. Most available rock temperature data are at a frequency that (a) is not suitable
for the deduction of some processes, (b) produces a false “image” of the weathering regime, and (c)
becomes a seif-fulfilling prophecy of the initial assumption due to inadequate data. Rock temperature data
collected at one-minute intervals for extended periads (3 moenths to over one year) at various depths within
rocks, including on different aspects, has opened a whole new perception of bedrock weathering. Thermal
stress fatigue and thermal shock can, based on one-minute data, be shown to occur and to, particularly in
the Antarctic context, be major contributors to rock breakdown. This is all the more so as water, rather than
temperature, is the limiting factor with respect to weathering in the Antarctic (Balke, et af, 1991). It will also
be shown that at high latitudes weathering regimes vary greatly both spatially and temporally, with, for
example, the poleward exposure being warmer and experiencing less freezing events than the equator-
facing exposure for part of the year. Such findings may have major ramifications in terms of understanding
landform development through time. Lastly, while contemporary discourse has moved from diurnal freeze-
thaw events to the annual freeze-thaw cycle as being of the greatest geomorphic effect, recent data have
shown that this may be, in part, an artefact of available data. Using one-minute data recording it has been
found that frequent exotherms, indicative of water freezing, can be identified in the field. The question
remains, as it does for the annual cycie, of their effectiveness in any given situation, but, nevertheless, there
Is unequivocal evidence that diurnal freeze-thaw does take place. Thus, the argument is made that, for any
meaningful investigation of weathering, it is necessary to obtain thermal data at a high frequency.
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The necessity for high
frequency rock temperature
data for rock weathering
studies

Kevin Hall, UMPLC, Casada
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insteadoftheoriestosuitfacts”

= Or
="First get your facts, then YOu can

distort them at your leisure”
Mark Twain
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European explorers and seftlers amived in what became southwest British Columbia, they unlized this
existing trail network as a means of establishing and initially supporting permanent colonial settlements.
Records of the location of the oniginal web of trails utilized by the Tsleil-Waututh should thus be
identifiable in the maps and journals of the early colonists. More specifically, the routes of ancient trails
shouid be able to be found in matenals prepared by explorers, land and marine surveyors, mine inspectors,
and government cartographers active in the period between the mid 1800s and the early 1900s.

Perceptions of Risk When Living Near a Hazardous Waste Treatment Facility

Kristine Greenlaw, M.A. Candidate, Dept. of Geography, The University of Calgary
Email: kegreenl{@ucalgary.ca Phone: (403} 220-4768

One of the most urgent environmental problems facing modem society today is the disposal of toxic,
hazardous waste. However, the technology developed to treat such substances may represent a great
concern to those living near a hazardous waste plant. . The present study investigates how three rural
communities construct views of risk with regards to the Swan Hills Special Waste Treatment Facility, near
Swan Hills Alberta. Semi-structured interviews of 55 residents from the towns of Kinuso, Fort
Assiniboine, and Barthead were conducted to examine the judgements people make about risk within the
context of their communities. A comparative analysis methodology is used to determine how risk is
defmed by residents in each community, and by what means “risk” is constructed. Preliminary results
dicate that the smaller, more rural communities of Kinuso and Fort Assiniobine perceive the facility
with great concern, whereas the respondents in Barfrhead feel little concem, if any at all. These
contrasting perceptions of risk are argued to be contextual and influenced by both individual and
coliective interpretations of belief systems. This research aims to provide a better understanding of how
people think and respond to the risk of a technological hazard. Such information will facilitate
communication of information between lay people, technical experts, and policy makers to resolve the
issue of how to manage hazardous technologies.

Geographic Change in the Guif Islands British Columbia

T. Guthnie, G. Hamblin, M. Porter, C. Wood.
Department of Geography, University of Victoria

The Gulf Islands, which are situated between Vancouver Island and the Mainland have become subject to
increasing pressures of development. The Islands Trust is the government body responsible for managing
land use planning arrangements and responding to these pressures. This paper reviews the findings of
recent research mto specific aspects of the general process of change namely: water shortages, forest
harvesting, and planning for an aging population.

The conceptual fallacy of “weathering in cold climates” - the error
in the assumption of zonality.

Ke_vin Hall, Geography Programme, University of Northemn British Columbia, 3333 University Way
Prnce George, BC, V2N 429 ’

Consi'dcrati.on of almest any geom_oxphology text, including specialist volures, suggests some degree of
zonality with respect to weathering such that there is perceived to be an entity under the rubric
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“weathering in cold regions”. By implication and, I would argue, general perception, this is considered
“unjque” and is considered to have amnbutes that make it so. Classic characteristics would be a lack of
chemical weathering, a dominance of mechanical weathering, with a generally accepted dominance of
freeze-thaw weathering. These arguments then extend into evaluation of landforms, the “recognition” of
cold-origin sediments, and palaeo-climatic reconstructions (e.g angular clasts therefore frost weathermg
therefore cold climate). The circularity and self-fulfilling prophecy of such arguments seems to escape us!
The naivety of the assumption really is that in, such as, Quaternary studies those angular clasts are used to
justify a cold climate, via frost action, only when other criteria (e.g. geographical location) have already
shown that the area was cold. Essentially, there are no known criteria that can associate a mechanically
weathered, or in many instances, a chemically weathered, product with a specific climate. The argument
will be made for, and evidence provided in support of, the azonality of weathering in cold regicns.
Chemical weathering occurs and is not temperature limited but rather moisture limited. Rock, rather than
air, temperatures paint a very different “climate™ with respect to weathering such that many weathering
forms are identical to those in hot deserts. Finally, the perceived angularity of resultant weathering debris
may not be as ubiquitous as we frequently think and thus we “filter” our cbservations with the in-built
assumptions of what we “should see”. Serious reconsideration of weathering regimes is required, perhaps
all the more so for those of us working in cold environments.

A Crucial Lesson Not Learned: loss of memory in resource-town planning. h

Greg Halseth (haiseth@unbo.ca) and Lana Sullivan (sullival@unbe.ca), Geography Program, University
of Northern British Columbiz, Prince George, BC, V2N 4Z9.

Single industry communities are a common part of the Canadian rural landscape. In many cases, these
places were developed by a single firm or industry to provide a focal point for local extraction and
processing operations, as well as to house the needed workforce. But why do so many post world war II
resource towns share such similar townsite plans? And, why have they almost always faced similar forms
of economic devastation? This paper examines the planning foundations of Kitimat, BC and compares
them to the later resource towns of Mackenzie and Tumbler Ridge. The purpose is to identify which of the
carly plaming tenets have been forgotten and whether this may have some explanatory value in why
"crisis” remains the watchword of so many such towns.

Measuring Spatial Accessibility to Urban Amenities:
Does Aggregation Error Matter?

Jared Hewko*, Department of Earth and Atmospheric Sciences, University of Alberta,
hewko{@ualberta.ca

Karen E. Smoyer, Department of Earth and Atmospheric Sciences, University of Alberta,
karen.smoyer@ualberta.ca

John Hodgson, Department of Earth and Atmospheric Sciences, University of Alberta,

Jjohn hodgson@ualberta ca

Ngighbomhood spatial accessibility (NSA) refers to the ease with which residents of a given
neighbourhood can reach amenities. The widespread availability of Geographic Information Systems
(GIS') 'ha.s creased the usefuiness of NSA indicators to inform urban policy issues, such as amenity
provision and spatial equity. Spatial accessibility measurements at the neighbourhood level (or other
stmilarly aggregated units) are susceptible to numerous methodological problems. Failing to comsider
such problems may result in inaccurate spatial accessibility measures, and "lience produce erroneous
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“It is not what you look at
that matters, its what you
see.”

“Cold regions are characterized by
cold”

-PROCESSESARE THUS DRIVEN BY COLD
sHence:Mechanical processes predominate

= Freeze-thawpredominates
= Chemical weathering 1s limited.

Is this premiss correct?

= Surely cold region processes are driven by
heat nol cold?

=Without heat, cold “rules" and nothing
happens.

If “cold” regions are really, in terms
of processes, driven by heat

‘Then

= Our frame of reference (and hence concepts
and paradigms) change dramatically

= Now we must monitor warmth not cold

= We must now consider the impact of heat,
not cold, on landform development.

= Wa must look at processes very differantly
and measure accordingty.
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Thus, using rock temperatures
rather than air temperatures, a very
different weathering environment is

seen.

So

=“Summers” are significantly longer
= Temperatures are high
= Temperature is not the limiting factor

If temperature is not the limiting
factor_then:

WATER Is that which limits weathering

»rWater limits [reeze-thaw

» Waler limils chemical weathering
» Water limits biological weathering
s Water limits wetting and drying

= Water limits salt weathering

Water does not limit thermal effects
Thus

= Thaermal stresses are possible
= Thermal fatigue is possible
» Thermal shock is possible

it water is the limiting factor rather
than temperature
Th;n -

= A “cold” environment is no different to a
“hot" one - ‘cold’ is not the factor as we have
seen the rocks are ‘hot’

= The same suite of weathering processes are
cited for hot desens as for cold - water imits
in both, not temperature

»Cold deseris are no different to hot deseds
= Processes are azonal rather than zonal

There is physical evidence to
support the azonality of
weathering...

Rock fracture patterns
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Rock surface fracture patterns

Rock fracture patterns

Fractures in an Arctic road
(note scale)

Fracture patterns produced by
thermal stress in a laboratory

Fracture patterns on rock in the
high Andes

Fracture patterns found on the rock
in the preceding figure

Fracture patterns on rock in the
high Andes

Thus, if water, rather than
temperature, is the limiting factor
for weathering, and fracture
patterns from both cold and hot
environments are comparable, then:

»"Processes are azonal
=Concepts of ‘cold region’ weathering are
misleading

*In ‘cold regions’ we need to give more
recognition to chemlcal weathering and
processes other than freeze-thaw.
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“It is a capital mistake to theorize
before one has data. Insensibly one
begins to twist facts to suit
theories, instead of theories to suit

facts”
Fin lathen Goran Dole

=Or
=“First get your facts, then Yo u can

distort dyem at your [eisure”
Mark Twain
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Permalrost and Periglacial Processes, Vol 2: 103-112 (1991)

Thermal Gradients and Rock Weathering at Low Temperatures: Some

Simulation Data.

Kevin Hall and Alida Hall

Geography Department, University of Natal, Pietermaritzburg 3200, South Africa

ABSTRACT

The heating of rock by insclation during subzero air temperatures may cause thermal stresses
within that rock. The values of At may be such that fractuning due to thermal shock may occur.
The uneven heating of a rock body may cause buttressing of the heated faces such that thermal
stresses are accentuated. Upon removal of the heat source, rapid cooling may occur and vaiues of

At may be sufficient to cause thermal shock.

Replications of these thermal stresses may lead to fatigue and failure. The zone within which
these stresses may occur is also one within which freeze-thaw can take place if water is present. It
is suggesied that thermally induced fracturing of rock in cold environments may be a significant
but underrated process. Thermal results of laboratory simulation experiments are presented
during which values of Ar = > 500°C/h occurred for short periods.

RESUME

L’échauflement de roches par insolation pendant des périodes ou la temperature de I'air est
inlérieure a 0°C peut causer des tensions dans les roches. Les valeurs de variations de température
peuvent étre telles que des fracturations des roches par choc thermique peuvent se produire.
L'echauflement inégal d 'une masse rocheuse peul provoquer des tensions des faces échauffées qui
accentuent les stress thermiques. Lorsque la source de chaleur disparait, un refroidissement
rapide peut survenir et les variations de tempéralures peuvent éire suffisantes pour causer des

chocs thermiques.

Des répétitions de ces efforts peuvent conduire a une fatigue des roches et a leur rupture. La
zone dans laquelle ces efforts surviennent est aussi celle dans laquelle les alternances gel-dégel
peuvent prendre place si de l'eau est présenle. Il est suggéré que la fracturation des roches par
fluctuations thermiques dans fes régions froides peut &tre un processus significaul quoique sous-
estime. Des résultats d’expériences simulant ces fluctuations thermiques sont présentées. Pendant
ces experiences, les valeurs des fluctuations de la température ont é1é épales ou supérieures a

500 °C par heure pour de courtes périodes.

KEY WORDS: Thermal shock Thermal fatgue Freeze-thaw  Weathering  Cold regions

INTROBDUCTION

In recent years there has been a significant increase
in detailed, gquantitative studies of mechanical
weathering processes (Yatsu, 1988). However, one
aspect that has received little attention, particularly

1045-6740/51/020103-10505.00
©: 1991 by John Wiley & Sons, Lid.

in cold regions, is that of thermal gradients and rate
of change of temperature within rock. These factors
greatly influence a number of mechanical weather-
ing processes and, in some cases, certain theories
rely upon specific rates. In the case of freeze-thaw
weathering, the rate of change of temperature and

Received 7 January 1991
Accepied 26 February 1991
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the temperature gradient within the rock are both
of central importance.

Thomas (1938), from an early study of the effects
of freezing on building materials, noted that it was
the cooling rate in the early part of the {reeze cycle
that exerted greatest infiuence on rock damage.
This rate of cooling had far more effect than the
actual temperature ultimately reached. Thomas
argued that with a low rate of freezing, ice extrusion
would occur and thus large pressures would not be
achieved. Conversely, with more rapid temperature
changes, less extrusion takes place and more un-
frozen water would be available within the rock to
generate high interstitial pressures. Newton’s Law
of Cooling states that the rate of heat loss from a
warm body is proportional to the difference in
temperature between that body and the surround-
ing medium. Thus, with large temperature differ-
ences between two mediums (ie. the rock and the
air), the temperature gradient within the rock can
also be expected to be great and the rate of temper-
ature change, particularly in the outer part of the
rock, to be very large. Thomas (193§, p. 72) also
argued that the ratio between the exposed surface
and the total volume of the specimen affects the
temperature gradient. If the temperature difference
between the specimen and its surroundings is large,
then large temperature gradients result, owing to
the outer faces cooling more rapidly than the rock
interior. One consequence of this is the increased
likelihood of unfrozen water being trapped within
the rock and high pressures being developed.

More recently, Michaud et al. (1989) suggest that
‘frost bursting’, the expiosive [ailure of intact,
massive rock, can occur when saturated rock. is
subject to intense, rapid freezing. The hydrostatic
pressure developed in the pores and cracks of the
rock generates sirain energy which, if able to be
stored by the rock, may ultimately be released in an
explosive manner. According to Michaud et al.. a
fast rate of freezing helps increase the strength of
the rock by sealing pores and fractures with ice,
thereby transferring the mass nto a continuous
rock medium which is thus able to store strain
energy. Bout {(1982) also refers to ‘thermal shock’
associated with a + 20 °C te — 30 °C temperature
change taking place within a 24 h period while Le
Ber and Oter-Duthoit {1987) note the operation of
thermal shock on saturated rocks at temperatures
below —3 °C.

In other studies the rate of temperature change is
often cited as significant. For instance, Battle {1960)
suggested that this rate needed to be of the order of
> 0.1 °C/min {or breakdown to occur, while Walder

and Hallet (1985) hypothesize that the rate should
be very slow, preferably in the region of
0.025-0.1 °C/h. However, a rock does not experi-
ence a singular rate of temperature change, bul
rather, at any given depth, the rate changes linearly
with time (Walder and Hallet, 1985; Hall,
1988)—the so-called ‘omega component’ lag effect
described by Jerwood er al. (1987). It is worth
noting that Jerwood et al. (1987, p. 142) also state
that: ‘Rock freezing and thawing rates cannot be
predicted directly from air cooling and warming
rates. Rates of {reezing and thawing are related to
temperature differentials, and these in turn are
dependent on the point at which freezing and
thawing begin and end.... However, although
many workers note the importance of the rate of
temperature change upon the rock body, actual
data are extremely rare {Table 1). Data which are
missing refate to the change of temperature with
depth (the temperature gradient) and its change
through time together with the rate of temperature
change at given depths and how this changes with
time.

Yatsu (1988) shows that sudden increases of
heating or cooling of a rock body create steep
temperature gradients, If a high gradient is set up
within a thin layer, then spalling can occur. Thus,
with surface heating, the outer shell of the rock
expands and tensile forces are created between it
and the cooler, inner part of the rock (Bahr er al,
1986). With the removal of the heat source, the
outer layer starts {o contract but if the inner part 13
still warming owing to lag effects, then a zone of
compressive stress wil develop. When the tempera-
ture change is >2°C/mtn, then the rock cracks,
usually along grain boundaries (Richter and Sim-
mons, 1974; Yatsu, 1948). In the case of anisotropic
rock *....1f there 1s a mismatch in the thermoelas-
tic behaviour of minerals across their grain boun-
daries, internal thermal stresses may be generated
when the rock is subjected to different tempera-
tures, and the stresses thus induced may be large
enough 1o promote the formation of new cracks’
(Yatsu, 1988, p. 132},

Thus, within what is generally considered to be
the freeze-thaw process per se, it 15 possible that
there is a synergistic component of thermal fatigue.
It follows that considerations regarding the rate of
temperature change and the thermal gradient with-
in the rock need to be related not only 1o their effect
on the [reeze-thaw mechanism but also to their role
in thermal stress fatigue. While this is not the case
In many environments, {wo situations merit atten-
tion. The first is high-aititude and/or high-latitude
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Table | Rates of change of 1emperature as [ound by different authors.
Author Location Raie (*C/h)* Depth (cm) Other details
Michaud et al (1989) Canada 0.5 5 Cooling rate past 0°C
Hare (1985) Canada 0.7-2.01 5
Thorn (1975) USA 0.26 °C/d )
Whalley er al. {1984) Karakoram t9 SE-facing rock
surface
23 W-facing rock
surface Under clear
. 1.99 0.3 cm wide crack conditions
" 1.5 0.5 cm wide crack
i " 1.3 10 cm cavity
. 1.0 SE-facing rock
) surface
. 0.7 W-facing rock
‘ surface
, 0.6 0.3 em wide crack Cloudy conditions
) , 0.5 0.5 em wide crack
. 0.5 10 cm cavity
" 4.6 Basalt surlace
" 1.4 Basalt 5 cm depth
279 Sandstone surface
- . 24 Sandstone 5 cm depth
Myagkov (1973} Antarctica 0.8 °C/min Surface 15-20 _"C/h“
Van Autenboer (1964) Antarcuca 16.3 Surface 49°Cin 1h
Jonsson (1285) Amarclica c.15 2-3 In crack

* Unless siated otherwise.

locations where large radtation inputs can occur
during nmes of subzero temperatures, thereby
creating steep temperature gradients, and which,
when that heat source is removed, cause very rapid
changes in temperature within the outer layer of the
rock. The second is with respect 1o freeze-thaw
simulations where high rates of heating and cooling
are employed. In both cases the possibility arises
that rock breakdown is directly related 1o thermal
change, rather than to the freezing and thawing of
interstitial water.

As part of the British Amtarctic Survey “Fellfield
Programme' a range of simulations were under-
taken based upon temperature and moisture condi-
tigns monitored in the field (Hall, 1986a. 1988).
Large blocks of rock were heated by infrared lamps
during subzero temperatures to simulale Antarctic
conditions. The results of these simulations, in
terms of rates of temperature change and thermal
gradients. are presented here.

METHODOLOGY

By use ol a computer-conirolled climatic simula-
tion cabinet (Hall er af. 1989) temperature condi-

tions similar to those experienced on Signy Island
{Marnitime Antarctic) were replicated. Typical rock
moisture content and chemistry are already known
(Hall, [986a; Hall ez al, 1986). In the early expen-
ments these conditions were replicated and air-
based [reeze-thaw cycles were used (Hall, 1988).
Subsequenily, two rock types (details given in Hall,
1988) were subject to heating by variable control
infrared lamps once the samples had attained a
temperature of c. — 19°C. The cabinet air tempera-
ture was maintained within the range —19°C 1o —
10°C (some warming occurred during use of the
lamps). Some warming cycles were short and in-
tense; others of longer duration and less inlense.
Heating by the lamps was removed by turning
them off. In this way an attempt was made to
simulate various lorms of heating by the sun during
periods of subzero air temperatures. The heat
source, being suddenly removed, simulated the case
of a cloud covering the sun or the rock going into
shadow. During these simulations temperatures of
the zir, the rock surface. and at depths of 2.8 ¢m
and 3.3 cm (sample 1) and of 28 cm and 3.1 cm
(sample 2} were measured every minute. In these
experiments the rocks were dry so as to exclude any
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complications that the presence of water could
induce.

RESULTS

Freeze-thaw simulations utilized cycles of —3°C
(at 4.2°C/h), —6°C (at 3°C/h) and —20°C (at
1°C/h and 3°C/h). Data obiained during multiple
replication of these cycles on quartz-micaschist
show rates (Table 2) that cause no thermal stresses
because they are much too small (within the range
0.2-3.0°C/h); details regarding these experiments
and their results are given in Hall (1986a, 1988). It
has been shown (Hall, [988) that rock temperature
decreases linearly with time (e.g. r = — 0.98 for the
—-6°C cycle) and that the rate of temperature
change also varies in a linear fashion (r = 0.92).
The implications of these rates with respect to the
freeze~thaw mechanism are also discussed in Hall
(1988). Suffice it here to state that within the
simulated air temperature freeze-thaw cycling used
in these experiments, the monitored thermal gradi-

Table 2 Examples of rates of change of temperature
measured during the — 20 °C freeze cycle.

Location Temperature Time Rate
°C}) (decimai h)  {°C/h)
Surface
0 to —1 0.417 24
0 to -3 1.084 28
-1 10 =3 0.667 30
-3 o -6 1.268 24
-6 to ~10 1.680 24
—10w —15 1.835 26
~1510 —19.4 15.726 0.29
2.8 cm depth
0 1 -1 0.416 24
0 to =3 1.182 2.5
-t 10 =3 0.766 26
-3 1o =6 1.232 24
-6 10 —10 1.619 23
—1010 —15 1.927 26
—1510 —19.2 15.065 0.28
3.1 cm depth
0 16 —1 0.416 24
0 10 -3 1.165 26
-1 o =3 0.749 2.7
-3 1w -6 1.222 2.5
-6 1o —10 1.646 24
~10 10 —15 1.927 2.6
—-1510 —194 15065 0.29

ents and rate of change of temperature were not
sufficient to cause thermal stress fatigue. In addi-
tions, during none of the [reeze cycles were condi-
tions conducive to those required by Thomas
(1938) or Michaud et al. (1989) to produce any
form of 'frost bursting’. If anything, during some
freeze cycles the attributes were more akin o those
suggested by the hypothetical model of Walder and
Hallet (1985).

Examples of the sort of rates of temperature
change measured when infrared heating was turned
on and off are given in Tables 3 and 4. As expected,
the rate of change was greatest at the rock surface
and decreased with depth. The rate of change also
decreases linearly with time in both cases (r = 0.99
and r = 1.0, respectively). However, rates are extre-
mely high for short periods of time, with values far in
excess of the 2 °C/min (120°C/h) deemed sufficient
for thermal fatigue by Yatsu (1988) and others.
Using linear regression, it appears that rates of
2°C/min operate to a depth of ¢. 2.2 ¢cm. Thus, the
outer 2 cm shell of the rock experiences alternating
tensile and compressive stresses associated with the
heating and cooling phase, respectively. This situ-
ation is highly likely to produce thermal stress
fatigue, .

In the outer shell of the rock there is a very steep
temperature gradient (X = 7.5°C/em for the outer
3.3 cm). Within this shell, lreezing and thawing can
also lake place il water is present. From the avail-
able data it would seem that it is approximately the
outer 1 cm of the rock within which interstitial
water can thaw and then be subject 1o very sudden
freezing. Because the zone within which thermal
stress {atigue can operate encompasses that within
which freeze-thaw can also occur, it may be extre-
mely difficult to discern the role played by either in
rock breakdown,

Two lurther factors may operate to aid weather-
g via thermally-induced stresses. Firs(, the rock is
not heated equally, and, second, parts of the rock
may be actively warming while others are cooling.
In the firstinstance, as replicated in the simulations,
certain faces receive heal while others are still in
shadow (Figure [). Thus, the temperatures pre-
sented in Figure | are with respect to the heated
surface. However, those surfaces nol receiving
direct incoming radiation will not expand and will
act to constratn the lateral expansion of those
which are heated. In other words, 2 form of ‘but-
tressing” (Folk et al, 1982) takes place. With
respect to the second factor, the temperature data
show (Figure 2) that the interior of the rock con-
tinues to experience warming when the outer part
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Table 3 Rates of change of temperature experienced when infrared lamps turned on, with

initial airfrock temperature al — 1% °C.
Location Temperature (°C) Time taken (decimal h) ar (°C) Rate (°C/h)
Surface
from —-19.1
100 —18.1 0.017 1.0 58.8
-96 0.017 8.5 500.0
—-25 0.013 7.1 546.2
+23 0.019 4.8 2526
+4.0 0.015 1.5 100.0
2.8 cm depth
from — 186
1o —184 0.017 0.2 11.8
—173 0.017 0.7 412
—16.3 0.013 1.0 76.9
—15.3 0.019 1.0 52.6
—14.5 0.016 08 50.0
—-139 0.015 0.6 40.0
—-133 0.019 0.6 31.6
—132 0.0%7 0.1 588
~129 0.016 a3 18.7
3.1 ¢cm depth
[rom — 188
to — 187 0.017 0.1 59
—17.6 0.017 09 52.2
—-16.7 0.013 09 69.2
—156 0.019 11 579
—15.0 0.016 0.6 375
—143 0.015 0.7 46.7
—~137 0.019 0.6 31.6
—133 0.017 04 235
-133 0.016 0 0

cools following the heat source removal. This cre-
ates the situation whereby the inner body is at-
tempting 1o expand while the outer part is
contracting. The result is a zone of compressive
stress which, because it is not uniform, may cause
shearing.

Michaud er al, (1989) describe frost bursting as a
result of strain energy developed within a saturated
rock, subject to rapid {reezing. The hydrostatic
pressure of the unfrozen water develops in the pores
and cracks of the rock body. Both Le Ber and Oter-
Dethoit {1987) and Michaud er al. (1989) specify
that the rock must be saturated for {rost bursting to
occur. The presence ol saturated rock during winter
in Aptarctica, on other than perhaps a2 wave-cut
platform or beach, must be questioned (Hali
1986b; Trenhaile and Mercan, 1984), Intrinsically,
there does not appear to be a problem with the

theory; rather, it is the practicality of saturating the
rock which is in question. However, if the rate of
temperature change is rapid and the rock is able to
constrain the energy, there is no reason why strain
energy should not develop, even in the total ab-
sence of water during either the heating or coohng
events. During either phase, the rock mass is
neither expanding nor contracting in a uniform
fashion; rather, the outer part experiences the
greatest change, while with increasing depth the
amount of attempied change decreases (Hockman
and Kessler, 1950). This can be modelled as a series
of zones each experiencing different amounts of
change (Figure 3). If the rock can withstand this
without shear, then strain energy builds up only to
be released catastrophically, in the manner de-
scribed by Michaud er al. (1989), along a pre-
existing line {or lines) of relative weakness.
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Table 4 Raies of change of lemperature experienced when infrared lamps

Location Temperature (“C) Tim¢ taken (decimal h) A1 (°C)
Surface
(rom +92
10 +24 0.017 0.8
~52 0018 1.6
-89 0.016 3.7
—107 XN 1.8
—~12.) 0.020 t4
-133 0.03) 1.2
—14.1 0.034 08
-15.1 0.04% 1.0
-16.0 0.069 0.9
—17.1 0.148 1.1
—18.0 0.500 1.0
-19.0 2.599 10
2.8 ecm depth
from - 133
1) —-14.0 0017 0.6 3s.
- 150 0.217 1.0 4.
~16.0 0.213 ).0 47
-110 0.317 t.0 ' 32
- 180 0.667 1.0 1)
-190 2.698 1.0 04
3.3 ¢cm depih
from - 155
10 ~150 0.t5) 0.5 13
— 160 0.627 1.0 1.6
~-170 0.303 10 33
—18.0 0.565 1.6 1.8
-190 1.335 1.0 0.8

Michaud ei al. (1989) cile rates of lemperature
change of the order of 0.5 °C/h. These are far below
that required for thermal siress fatigue (2 °C/min:
Yalsu, 1988) However, these authors were al-
tempting to develop 2 hypothesis with respeet to
Jfrost acuon in a saturated rock. 1n this study. the
rocks were not saturated but rates of temperavre
change were. [or short periods of lime. in excess (by
as much as a factor of 4) of (hat considered to be the
threshold for normal strain fatigue. Thal the rocks
used 1n the simutation experiments did not shatles
does nol negate the hypothesis of sirain energy:
multiple replicanons are needed 10 weaken the rock
sufficiently unti! it ultimately fails catastrophi~"
when no longer able 10 constrain rhe
In the Dry Vallevs of **

Antarctica and
frac:

cluded) and experience very tow air temperan
but with strong radiation inputs. Although
weathering 1s probably operative in these locatic
no signs could be found. 1t was noticeable, partic
farly in the Andes, that the cracking patlern w.
often polygonal, somewhat akin to frost cracking i
permalrost regions. Qualitatively, these obscrva
tions suggest that many of these rocks shatter by
thermal stress fatigue associated with rapid temne-
ature changes. Certainly. the crack -

served are similar to thoer

(1986, Figure ?*

duced !
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Figure 3 A simple block model. showing the development of tensile stresses during the heating phase and the compressive stresses

during cooling

continued heating while the ouler shell is cooling
generate a zone of compressive stress. Because
these forces are not uniform, they might cause shear
stress.

In summary. the main resul(s of (hese simulation
experiments indicate:

(1) Freeze-thaw cycles induced by changes in air
temperature are insufficient to cause thermal
stress fatigoe.

(i1) The concept of {rost bursting as proposed by
Michaud es al. (1989) appears viable if the rock
is close to saturaied.

Ny 'l_-:(\”é .

Figure 4 Alarge rock block 2t 4300 m as.l. in the Andes. showing [racture patierns considered 1o resul( {rom thermal siress fatiguc.
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Figure 5 Temperature data from a rock block subject to

angled heating. showing that inlesnal lemperalures can be
greater than at the top surface of the rock.

(iii) Sudden removal of radiative heating to rock at
subzero air temperatures generates high values
of At

The zone within which thermal stresses are
generaled encompasses that within which
freeze-thaw can also take place if water is
present.

Because of uneven heating (due to an angled
heat source), it ts possible that (a) a form of
buattressing takes place which enhances surface
shear stresses, and (b) subsurface temperatures
can be greater than the upper surface of the
rock.

(iv)

(v)

DISCUSSION

These results have implications with respect to the
perception of weathering in cold climates. Eichler
(1981}, from work on Ellesmere Island, showed that
rock surface temperatures could be very high
(39.7°C) and that, owing to shadow eflects, large
thermic diurnal rhythms take place. Those rocks on
slopes which were nor radiated equally all round
were said 1o show signs of thermal sirajn latigue as
expressed by very strong weathering features.
Eichler (1981, p. 442) conciuded that: *Not the (rost
but the insolation appears (o be the main agent in
the high arctic temperature weathering. Bout
(1982) also discusses the role of thermal shock in
causing the breakdown of basalt in Iceland, and Le
Ber and Oter-Duthoit (1987) refer to the role of
thermal shock on rock wall weathering in France.
Gunn apd Warren (1962, p. 60) consider that the
breakdown of fine-grained rocks in Victoria Land
{(Antarctica) is due 10 the ‘forces exerted by rapid
lemperature change’ with a temperature range of
60°C being cited.

In more general terms, greater cognisance must
be taken of thermal changes beyond their direct
role within {reeze-thaw. For instance, fractured

Thermal Gradients and Rock Weathering 111

rock present within cold environments need not, of
necessity, imply [reeze-thaw weathering alone, or
in cold arid environments the action of salt weath-
ering. The possibility arises of thermal stresses, via
fatigue or catastrophic failure, either operating
alone or synergistically with other weatherning pro-
cesses. Ultimately, the problem rests upon acquir-
ing field data on meisture content and chemistry,
rock temperatures and a rate of change of tempera-
ture (Hall, 1986c). Until such data are available, the
ability to apply theoretical models of freeze-thaw
action such as that of Waider and Hallet (1985} or
mechanisms such as that of *{rost burst” {Michaud
et al., 1989) are fraught with difficulties, as tco is
the understanding of the role of thermal stress
effects on rock breakdown. In summary, simp-
listic and qualitative judgements regarding the
nature of weathering in cold regions can no longer
be accepted.

CONCLUSIONS

Rapid freezing of a saturated rock may cause severe
stresses that are released catastrophically, the so-
called ‘frost bursting” process. This thermally-in-
duced stress can either cause catastrophic cracking
or operate lhrough time via fatigue. Frozen rock
can also be subject 1o thermal stresses in the outer
shell when warmed by direct insolation and then
suddenly cooled when that heat source is removed.
Freeze-thaw can also take place in this outer shell if
water is present. Buttressing of rock that is attempt-
ing to expand by unheated zones may add to the
tensile forces generated. Simulation data indicate
that the potential for thermal stress fatigue can be
present and that cracking of rock might take place
as a result of thermal stresses even in the absence of
water and thus the [reeze-thaw component. It is
lentatively suggested that many cracked rocks seen
in cold envirenments owe their origin 1o thermal
stresses but more data are required on rock temper-
ature and moisture conditions to verify this.
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New insights into rock weathering from high-frequency rock
temperature data: an Antarctic study of weathering by
thermal stress
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Abstroct

A major limitation of many weathering studies has becn the acquisition of rock temperature data ac insufficiently frequent
intervals for the meaningful determuination of the rate of change of temperatwre (AT/1). Equipment and/or logisucal
constraints frequently facilitate lemperature measwemenl at only hourly intervals or. at best. every 10 min. Such daa are not
adequae for the detertunation of AT /¢ required for the evaluation of the freeze—thaw mechanism or thermal stress laligue.
Recent undertakings at different sites in Antarctica (and at other cold-region localions) provide rock tlemperature
measurermnents at l-min inlervals, which indicate that the perception of the weathering regime would be very different from
that generally assumed from longer-interval geomorphological data. These data clearly show thal thermal stress fangue and
thermal shock may be more active components of the Anlarctic wealtherning regime than have generally been recogmsed: the
aridity of the study area limits the role of freeze—thaw weathenng. Values of AT/ of 22 °C min~! thal suggest thermal
siress fatigue /shock is operauve were recorded: observations of rock flaking are thoughi to reflect the impact of thermal
stress. Further, the data show Lhat contrary to general percepiions, the southern aspect can, in summer. experience higher
rock surface temperatures than the nonh-facing exposure. An examinaton of rock fracture pauems found in the field shows
great similarity 10 Iracture pattemns developed in the laboratory as a direct result of thermal shock. The argument is made that
greater cognizance should be given 1o thermal effects. © 200( Published by Elsevier Science B.V.

Keywords: Wealhesing: Rock temperarures: High-frequency measurements. Thermal siress. Theemal shock: Antarclica

1. Introduction place at any given site. For any meaningful investi-
gation of rock weathering, detailed data penaining 10
each of these atributes are required. Unfortunately.
consideration of much of the available lierature
indicates that one or more of these key components
will usually be assumed {e.g. that water is both
present and in sufficient quantities for freeze—thaw

In any consideration of rock weathering, there are
three key factors, namely rock temperature, rock
moisture and rock properties. These auributes, inde-
pendently and in synergy, exern a major infiuence on
the type, depree and rate of weathering that takes

weathering to occur under freezing conditions) and
" Comesponding aulhor. that as a result, the nature of the weathering process
E-mail address: hall@unbe.ca (K. Hall). ts inferred rather than proved. The same problem is

0169-355X /01 /S - sec front matier © 2001 Published by Elsevier Science B V.
Pll: $0169-555X(01)00101-5
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present with many laboratory simulalions: tempera-
ture and moisture conditions rarely mimic natural
conditions simply because those attributes have never
been measured. Studies of weathering require that
the various attributes of the three key parameters be
measured in the field. Without such data, simulations
cannot be related back io zny specific site and
knowledge of the weathering taking place at thai site
is unfounded. Here, attributes of the rock tempera-
ture data that change the general perception of rock
weathering in cold regions are presented.

In any consideration of rock lemperatures, there
are five main factors that must be recogmsed:

air temperatures are nol a surrogate for rock
lemperatures:

the minimum requirement 15 that rock surface
temperatures be measured;

rock temperature at varous depths should be
measured;

the thermal gradient within the rock should be
calculated; and

values of the rate of change of temperature
(AT /1) are required.

All too frequently. air temperatures are used to
exemplify the weathering regime. Unfortunately,
such undertakings are meaningless (Thorn et al.,
1999) for they take no account of rock warming by
the sun {even at times when air iemperatures may be
severely sub-zero), rock 1o rock variations resulting
from albedo affects (Kelly and Zumberge, 1961;
André, 1993), or situations where the rock may in
fact not expenence any thermal fluctuarions because
it is insulated by a thick snow cover. Even when
rock temperatures are recorded. this rarely includes
sufficient information to evaluate thermal gradients.
Equally, for a variety of reasons, coilection of rock
temperature data is rarely, if ever, at a frequency
sufficient for any meaningful evaluation of the rate
of change of temperature (AT/:). Both of these
auributes, thermal gradient and AT /1. are important
for evaluating the weathering process(es). Indeed,
measurements of AT /1 are imperative for any under-
standing of the freeze—thaw mechanism as the vari-
ous mechanisms have a variety of controlling rates
which constrain whether they can operate. e.g. 0.1 °C
min~" as suggesied by Battle (1960). Beyond the

2 N Hall, M.-F. André / Geomorphotogy 00 (2001 400-000

simplistic assumption of freeze-thaw (Hall. 1995).
other weathering processes, notably thermal stress
fatigue and thermal shock. are constrained by (among
others) the rae of change of temperature. 1t 15 the
measurement and importance of AT/ that will be
discussed here.

Paradoxically, in so-called “cold climates.” it may
well be heat which 1s a major factor with respect to
geomorphic processes. The very name “cold cli-
mates” implies. almost exclusively, the role of “cold.”’
As a result. most discussions of cold region weather-
ing tend towards consideration of only mechanical
processes. and wsually, within those arguments. the
dominance of freeze—thaw weathering (see Hall,
1995, 1999 for discussions). However, such an ap-
proach negates the impact of the summer. short as it
may be at high latitudes, plus the influence of rock
warming within the otherwise cold environment. Re-
cent studies {e.g. Balke et al.. 1991} have shown that
in cold regions, it is not the temperature that 15 the
limiting factor for chemical weathering, even in the
Antarctic, but rather it is the availability of water.
Thus, the measurement of rock temperature, and its
iemporal and spaual variability, is critical for the
understanding of rock weathering. Central 1o any
measurement of rock temperatures must be the eval-
vation of AT/r. Not only is this crincal 10 under-
standing any freeze—thaw activity, but can also itseif
be a cause of weathering—by thermal swess and
thermal shock. Thermal stress faiigue and /or ther-
mal shock are usually considered under the synonym
“insolation weathering.” Unfortunately, this term
generates wrong perceptions. First, insolation does
not “weather” —it is only one of the driving forces
for the lhermal changes that actually cause the
weathering. This is very important indeed. for a
number of studies have, for example, shown that
sub-surface rock temperature fluctuations are driven
by variations in wind speed even where air tempera-
wre and radiation input are held constant (e.g.
Nienow, 1987). Second. the role of ‘insotation’ seems
more appropriate to “hot environments™ than to
“cold” ones—as shown by any comparison of “Hot
Desert” geomorphology texis (e.g. Abrahams and
Parsons, 1994) with “Cold Environment” geomor-
phology texts (¢.2. French. 1996). Thirdly. the gen-
eral perception of the role and significance of “inso-
lation weathering”™ has been severely reduced, at
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least in geomorphology, by on-going reference to the
studies of Blackwelder (1933} and Griggs (1936}
The unguestioning acceplance of these studies (see
Ollier. 1984 for arguments about this) has led {o
many geomorphologists discounting the possible role
of thermal stresses in the breakdown of rock (see
Hall. 1999 for a wider discussion, including the
impact of differential variations in AL/°C as a
function of crystal axes). Once recourse is made Lo
engineering and ceramics studies, where thermal
stress and thermal shock are central o many invest-
gations, the potential of the role of thermal variations
in causing rock disintegration becomes evident. Thus,
if the negative auributes of the three discusston
points abave can be overcome, the impact of AT /s
upon weathering in cold environments can be con-
sidered.

The role of AT /¢ is even more significant when
it is realised that i1 is “temperature independent.” L.e.
that the rate of change of temperature that might
effect darnage can be anywhere on the temperature
scale. Studies have shown (e.g. Richwer and Sim-
mons, 1974; Yatsu, 1988) that the threshold vaiue
for thermal shock approximates o a rate of tempera-
ture change of 2 °C min~'. Values equal to or
greater than this cause the rock 10 try and adjust at a
rate that is greater than its ability to deform plasti-
cally and so the rock fails. That value can, however,
be anywhere on the temperature scale: from +32 to
+ 34, from ~ 1510 — 17 °C; it is not constrained (0
freezing temperalures or 1O positive temperaiures,
and does not require the presence of water. Once this
is accepted, then it can be seen that ‘cold environ-
ments’ may well be ideal locations for such events,
A typical scenario, particularly for the Antarctic,
would envisage rock exposed to sub-zero air temper-
atures {(perhaps as low as — 30 °C) but being heated
by-incoming radiation on a clear day. That scurce of
incaming energy 1s thea “swiiched off” by cloud
covering the sun or the sun moving behind a peak.
At that point, the temperature differential between
the outer layers of the rock and the air is very large
(e.e. +10°C rock to — 30 °C air) and so, following
Newton's Law of Cooling, the rate of change of
temperature (AT/r) will be very high, potentially
>2 °C min~'. The same happens, bui in the oppo-
site temperature direction, when the sun then hits the
cold rock once the cloud has passed or the sun

emerges from behind a peak. A whole range of
differential stiress fields result from these iemperature
changes (see Hall, 1999). and it is these which offer
an explanation for the flaking observed on the rocks
at the study site. Indeed, Dragovich (1967, p. 801).
in a discussion regarding flaking. cites the sugges-
tions by Kvelberg and Popoff (1937) and Cailleux
{1933) that *. .. the surface-rock layer...is affected
by cool air which descends rapidly over . This
abrupt lowering of (emperature forces the rock sur-
face to contract and buckle outward from the under-
lying rock, thereby causing flakes o develop.”
Recognizing from above, the frequency of tem-
perature measurement then becomes the Key rssue.
The obtainment of high frequency temperature data
has hitherto been limited by a number of factors. At
the conceptual level, the need to record at intervals
of 1 min has not arisen. Assurming freeze—thaw
weathering, most studies have required some mea-
surement of the amplitude and length of freeze
and/or thaw, in the field, A7 /: has not been seen as
significant in this regard. This conceptual component
has been compounded by practical and logistical
coonstraints. The avatlabibity of sensors that can re-
sotve temperawres. and loggers that can record at
such intervals, are reasaonably recent innovauions.
Even then, logger memary size and battery mainte-
nance in cold environments, exert extreme limita-
tions on the logistics required for such undertakings;
battery changing and memory downloads become
frequent, perhaps daily. Under such practical and
philosophical constraints, it has hitherto been deemed
expedient to worry more about freeze and thaw
durations and amplitudes 1o the detriment of any
consideration of AT /1. Inierestingly. it is from bto-
logical studies that the best high-frequency data come
(e.g. Kappen et al., 198); McKay and Friedmann.
985, Friedmann et al., 1987; Nienow. 1987). al-
though more recently, a number of geomorphological
studies have collected |-min records for short pen-
ods of time (e.g. Warke et al., 1996). In Antarcu
and Canadian studies, Hall (1997, 1998, 1999) ha.
collected temperature records at 2-min, !-min and
30-s intervals for periods ranging from 1 week 1o 2
months and, more recently (Hall, unpublished) for a
period of i year. In this paper, recent data (Hall.
1999} collected from the Antarctic will be used to
show the value of l-min temperature data, and 10
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0.5 m ong rucksock lor scole

Fig. 2. Pholograph of the rock outcrop where the seasors were
located. The four cardinal direcions are marked and 2 rucksack 8
showa for scale

that will be used here 10 indicale the value of the
I-min data. Fig. 3, part 3, shows that over the 2-h
period, there were a number of fluctuations. Specific
among the many fluctuations is that from 0718 1o
072) h, during which there was a marked drop in
temperature (from 5.4 w0 —0.3 °C). which will be
discussed shortly. Fig. 4, part 1, shows the detail of
temperatures that would be shown for that same 2-h
period 1f temperatures had been recorded every 10
min; such a rate being reasonably high in most
published studies. Evaluation of that record (Fig. 4.
part 1) would indicate the highest rate of change of
temperature 1o be 6.3 °C /10 min for the rising limb
from 0630 10 0640 h. If, however, these da:a are then
placed on top of the actual information (Fig. 4. part
2), it can be seen what an abstract of reality the
10-min data represent. Many fluctuations are missed
by the 10-min record. For example, during the first
hour (0600-0700 h). the 10-min data show a rise 10
4 °C and then a decline to 2.2 °C while, for that same
period. the 1-min dala show nine rises and falis.
Equally. the 0700-0800-h record for the i0-min data
shows a fall in temperature while the 1-min informa-
tion indicates eight rises and falls. During 0700-0800
h of falling limb for the 10-min data, there was, in
reality, a significant peak to the bighest temperature
in this record period followed by a rapid fall. Clearly,
the 10-min data are inadequate for any meaningful
determination of thermal variation at the rock sur-
face.

The details of the temperatures during the period
0712-0722 h on December 11 are shown in Fiz. 5.
The importance of these dala are that during the drop
in lemperature between 0718 and 0719 h. AT /1 was
3.2 °C min~! and the following minute showed a
AT/t value of 1.6° min~': 4.8 °C over 2 min. The
value of 3.2 °C min~"' exceeds the theoreucal thresh-
old for thermal shock as does the composile for 2
min, 0718-0720 h Thus, not only would the 10-min
record have completely missed all the fluctuations
that actually took place. but it would have shown no
indication whaisoever of the high AT/t value that
may be significant for rock failure. Another example
of just such an event is that for the eastern aspect on
| 1th of December between 0852 and 0854 h when
successive values of AT/r were 2.48 and 2.87 °C
min~', respectively. Again. longer inierval data
measurement would have failed to resolve these
events. For companson. consider the recent data
presented by French and Guglieimin (1999, Table
2b, p. 334). Bere. hourly data are used (o determine
the number of crossings of various thermal thresh-
olds (0, —2 and —4 °C) which are then applied to
an evaluation of weathering, particularly in relation
10 freeze~thaw weathering. If the data presented here
for 2 10-min record frequency can generalise, and
thereby eliminate major variations 1o the extent
shown in Fig. S, then the question must arise as 10
the meaningfulness of an bhourly evaluation. 1n fair-
ness, French and Guglielmin (1999, p. 335) note thal
the aridity of the region would limit any freeze—thaw
weathering. However. the evaluation of any cycling
based on hourly data must be fraught with over
generalization.

Significantly, the high magnitude thermal events
were not found (within this data set) on all aspects.
The eastern and horizontal surfaces cited above were
the only ones that experienced evenls with a AT /1
of >2°C min~'. On the western aspect, the grealest
values recorded were 1.6 °C min~' during a 3-min
period (1348-1351 h on December 11) when tem-
peratures changed by 4 °C: values of 1 °C min™!
were fairly common. On the southemn aspect, the
most common AT /¢ value was of the order 0.4 °C
min~", with 0.6 °C min ™" being the highest recorded.
The high southern value was at the same time (0852
h) as that recorded for the northern aspect when a
AT/r raie of .82 °C min~' was recorded. the
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183 highest for this aspect. The more common AT /1 rate tions. Indeed, Hal) (1998, Fig. 2) showed disunct 5:-
sa¢ for the northemn aspect was in the order of 0.7-0.8 aspect differences at the Rothera site, with the aorth- -
385 °C min~' Thus, it would appear that the high AT /¢ ern aspect having the lowest recorded temperature ::
386 values may not be found simultaneously on all as- and the western aspect the highest for that record 1::
387 pects and that aspect preferences may occur depend- peniod. Data for the 11 December 1999, from lhis 3%

ing on the time of year and the local chimatic condi- present study, show a different aspect distribution:
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Fig. 4 The iemperalure curve for the 0600-0800-h period, shown 1n Fig. 3. based upoa 10-min (@mperature dawa together with that some
curve superimposed on the }-min data recorded over the same penod.

the southern aspect had the lowest temperature as
well as the highest. The aspect influence is clearly
more complex than has simplistically been presented
here; not the least being the need for daily compar-
isons over a longer time period to help filter oul
day-l0-day varianons from those that might be sea-
sonal (Hall, in preparation). However, it would ap-
pear that with respect to AT /1 values, there is an
aspect influence, and that this may vary through the
spring to autumn period io terms of which aspect
experiences the greatest thermal variations.

Elsewhere in the Antarctic, a number of studies
provide information in support of weathering by
thermal stress fatigue and /or shock. Gunn and Wor-
ren (1962, p. 60) state. with respect to the weather-
ing of fine-grained rocks in Victoria Land. “Al-
though experimenial evidence suggests thal the forces
exerted by rapid lemperature change are too smal) to
fracture rocks...it is difficult to find an alternative
explanation for some .. . features.” In support of this
argument, they note that temperature ranges as large
as 60 °C may occur. Myagkov (1973), also n Viclo-
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Fig 5. Derail of a 10-min (0712-0722 h) from Fig 4 showing the
rale of change of temperatere that cccurred during the mam
thermal peak ac that ume.

ria Land, monitored rates of heating and cooling of
0.8 °C min~' and 15-20 °C n~'. Bardin et al.
(1965) monitored a daily temperature range of 42 °C
(+30-— 12 °C) in the mountains of Queen Maud
Land, and ascribe breakdown, in part, to the thermal
effects. On the Black Coast of Palmer Land. Singte-
ton (1979) refers to the action of thermal fatigue in
causing rock breakdown; the large thermal gradient
causes differential expansion that resuhlis in failure.
Indeed, a pumber of authars all refer to the role of
thermal stresses in causing rock breakdown within
the Antarclic: Avsyuk et al. (1956), Markov and
Bodina (1961), Stephenson (1966), McCraw (1967),
Bardin (1968). Black (1973), Miatke {1980, 1982).
Aleksandrov and Simonov (1981), Robinson (1982),
Miotke and von Hodenberg (1983). Blitmel (1986),
Moriwaki et al. (1986), Brunk (1989). Picciotto et al.
(no date), Black (1973). Aleksandrov and Simonov
(1981) and Miotke and von Hodenberg (1983) all
refer 10 the formation of a network of fissures on the
rock surface resulting from thermal stresses thai
may, in some instances. show a polygonal pattem.
Miotke and von Hodenberg (1983) also identified a
“reverse” situation whereby the thermally induced
cracking appeared to be greater inside the rock and
diminished towards the outer margins. Suggate and

Waters (1991) also idenufied a similar “inside-out
weathering,” but this being on an outwash plain in
New Zeualand, ascribed it 1o hydranon effects. Lasty.
Ford and Andersen (1967, p. 722) refer 1o the crack-
ing of ice " ...consequent on lensional siresses pro-
duced by rapid temperature drops that accompany
the passage of shadows over sun-warmed. debris-
mantled 1ce slopes.” This situation must be analo-
gous 10 that 1aking place in sun-warmed rock subject
10 comparable rapid cooling. It 1s worth noting that
the water-limited Antarctic environment has led (o a
greater consideration of thermal weathermg than the
case for the Arctic where, due to the moister condi-
tions, the preoccupation has been with freeze—thaw
weathering. Unfortunately, the Antarctic literature
nas bad less impact on northern or high altitude
studies, such that inadequate consideranon has been
given 10 weathering other than freeze—thaw mn these
areas.

A field observation thal appears te support argu-
ments in favour of a thermai stress origin for crack-
ing is that of the crack patierns found on boulders (as
noted above by Aleksandrov and Simonov. 1981 and
Miotke and von Hodenberg, 1983) in a number of
arid cold regions. Fig. 6 shows the crack pattern
observed on a single boulder from an arid. cold
region (the high Andes) and compares it with the
crack patterns developed as parnt of a thermal shock
experiment by Bahr et al. (1986). A number of key
parameters are evident in Fig. 6. First, on the photo-
eraph of the boulder. the cracking cuts across pre-ex-
isting structures in the rock; evidence of folding can
be seen in addition 1o that demarcated by white lines.
[t would be hard 10 justify any waler-based weather-
ing process (e.g. frost weathering, wetting and dry-
ing. or salt weathering) that apparently ignores exist-
ing lines of ingress/egress for water. Second. the
crack patterns show a remarkable angularity of junc-
tions; many are almost at 90° 10 each other (the
*...angular heat-cracked...” form referred to bv
Holman, 1927). This. tco, is hard to explain by any
water-based weathering process, especially when the
cracks cut across pre-existing structures. Third, there
Is a relative “hierarchy’ of cracks, comprising major
cracks with small ones at right angles to them. In the
light of these two points, this oo would be hard to
explain by water-based weathering processes. How-
ever. if the crack pattern produced by thermal shock

154
457
£55
45¢
450G

452

464

490
451
492
493
494
495
496



a¥?
agd
a58
S0

314
ELE
5l&
>11

513

143

K. Hmll, A oF Asdrg F (i r.l.'.l;"rFlll.llll.'_T| 72060 ) S50=- 055

Lr]

VWil IPa PR
14963 sircluies i i
RGh NG T e
crach da ned daliey
Iha lokls bul s
o BoriaE T

A AN 25

L3

Tham sl shack paters davaiops] ¢ s
labormory (from Babr o sl 1586] The
Fetl NOnToERl ras detves T fop. cooed
sinipoa, wrslsl Iha renoreng wois b e
wihzd | gedes of Lhi sxparmanis bhock.

%,

Dimtzsl of Ty Sachord paflem Sueh oh
g roech an el pRlOorapd v

a4

Frg. & The dracture ponems developed on 2 rack block togethor walk hose creaved in the laboratory dunng & thermal shoek experimenl. 18 is
se2a that the fraciure pasierns an the rock 9o nk follos ony of the obwpes pre-eaistieg lines of weaksess in che rock and th g [ralnEms

closely rezemble those generabed en the laboraiors

in the labormory by Bahr ot al (1986, Fig. 2) 15
compared with that for the bowlder, then iwo imme-
diate sirmlanmies are apparent: cracks intersect at
right angles, and there is on apparent heerarchy of
crack size, Consideration of Fig- 2 on Bahr er al.
[1988), which shows a variety of crack patterns a5 a
result of different AT /1 values, will provide 2 beteer
“feel” for the characier of thermal shock fracture
patterns, and it is sugpested 10 be a pood comparison
with thar shown for the boulder in Fig. 6. Marowvells
et ol (1906, Fig. 16) alio show fraciure patiemns
resuliing feom thermal shock thar are, althouzh on
circular disks, very similar to those of Bahr et al
C19B6) and those shown here in Fig. 6. Hall {1999,
Figs. | and 3) shows other comparable. fraciure
pasterns m boulders of other Iithaloges from a cold,
arid environment, [t s difficuly w envisage how
water-based  processes,  especially  freeze—thaw

weathering, could produce such fracture patierns even
il water was nid a hmiting Taclor at the study sites.
Oller (1963, Plate 1B) shows fracture patterms m a
quariziie boulder from o hot desert thar has simalan-
Lies to thase produced in the loboratory by Bahr et al.
(1986). More significantly, Ollier {1963, p. 378)
observes, as in the discussion above, thar . the
quartzite has traces of cross lamination, and the
direction of this, or ciher features such as joints, has
ng begring on the positlon of the crocks” (our
itakics). Ollier {1963) argues that the frocwures he
ohserved are a resuli of thermal stresses as the
central Australian desert is a water-limned environ-
ment.

“Thermal shock resistance 5 that propeny of a
bedy which enables it 1o withstand sudden and se-
vere temperature chanze withowt fractumng” (Maro-
velli et al., 1966, p. B). Certinly, differem rock
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types have different degrees of thermal shock resis-
tance and this must play 2 roie in any field situation.
As an example. Marovelli et al. {1966) undertook
experiments on basall. quartzite and tacomite ard
found that quartziie and taconite were less suscepu-
ble to thermal shock failure than basalt was. Consid-
eration of the thermal fracture literature suggests that
cold environments are, in fact, ideally suited for
thermal fracture and may be even more so than hot
deserts. Pertinent to this consideration of thermal
shock effectiveness in cald regions was the finding
that **...about Iwice as much lemperawre difference
will be required 10 initiate cracks in heating shock
than is reguired in a cooling shock™ (Marovelli et al..
1966. p. 12). During cooling shock, failure will be
initizted on the surface as a result of the maximum
tensile stresses occurring here (Marovelii et al., 1966,
p. 3). Brittle materials fail more readily (by a factor
of at least 10 times) under tension than compression,
and so the cold region cooling environment is, theo-
retically, highly conducive to thermal failure. Thus,
so long as the thermal change causes the (ensile
stress to exceed the tensiie strength of the rock,
failure must accur. Theoretically. complete failure
can occur as a result of a single event, but usvally.
multiple events are required. In that regard, differ-
ences i lithology will exert a control. In the expen-
ments of Marovelli et al. (1966), the greater suscepti-
bility to thermal shock exhibited by the basalt was
considered 10 have resulted from its higher thermal
conductivity. Thus, thermal failure will be as a resuit
of the combination of rock properties (e.g. thermal
conductivity), tensile strength, coupled with the mag-
nitude and duration of the stress generated by the
thermal change.

A significant factor in thermal weathering pro-
cesses must be the duration of the thermal stress
event. For example, the large AT /1 events presented
in this study are of very short duration. The labera-
tory studies of Richter and Simmons (1974) suggest
that the experiments, from which the thermal thresh-
old of =2 °C min™' was derived, had the thermal
change occurring for 30 min. Other studies (e.g.
Marovelli et al, 1966) have almost instamaneous
cooling, with very high values of AT/ (23.89 °C
min~ ') across large temperature ranges (141.6-100
°C) that may be unrealistic in the sort of field
situations under consideration here. The principles

do, though. remain and do appear 1o have some field
expression as exemplified by the crack pauerns pre-
senled and discussed above. What needs greater
clarification is the significance of the shorter dura-
tion occurrences of high AT/r as found in this
study. A beuer understanding will also be aided by
more extensive measurement of rock temperatures at
these high frequency intervals for this will provide
bewer insights 1110 the occurrence (or not) of longer
duration periods of thermal change and/or the fre-
quency of shorter term events that may. collectively.
play a role.

4. Conclusions

The availability of low cost data acquisition sys-
tems that allow high frequency data recording cou-
pled with a memory capacity that faciiitates storage
gver extended periods now offers the opportunity for
the collection of temperature (and other, e.g. humid-
ity} data at intervals that may offer new insights into
weathering processes. Using a record interval of 1
min. it s possible 1o derive data that provide mean-
ingful information regarding AT/r and facilitate a
betier understanding of freeze—thaw processes. This
opens new avenues of study with respect to weather-
ing by thermal processes. The information presented
here clearly demonstrates the inadequacy of thermal
data collected at even 10-min intervals, and shows
that potentially damaging rates of AT/: (=2 °C
min~') are revealed when temperatures are recorded
at l-min intervals. While more information is still
required (e.g. the impact of short-term high values of
AT /1. as shown bere, versus such rates for longer
time periods), nevertheless, it does offer a new per-
spective on weathering conditions and one which
might be particularly relevant 10 cold environments.
At the same time, as the temperature data indicate
the potential for thermal stress fatigue and/or ther-
mal shock, consideration of fracture patterns ob-
served on rocks n cold. dry environments appears 1o
show very similar forms to thase produced in ther-
mal shock experiments in the laboratory. Not only do
these fracture patterns replicate the laboratory-pro-
duced ones. but the character of the fractures would
be very difficult to explain by water-based weather-
ing processes such as freeze—thaw or salt weather-
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ing; the water-limited nature of the environment
would also limit the effectiveness of freeze—thaw as
a potential fracturing mechanism. The coupling of
the observed fracture patterns with the thermal data
appears to suggest that greater credence should be
given tc weathering by thermal processes in cold,
arid environments. Even the rock flaking observed in
these environments can be explained by differential
stresses along & temperature gradient, and although
salis may also offer an explanation in seme situa-
tions, their absence or limited occurrence at some
localities may relegate their effectiveness to less than
that of the thermal effects. Thus. the need is for more
detailed measurement of rock thermal conditions over
long time periods (at teast 1 year) coupled with
laboratory experimentation to ascertain the effective-
ness of observed thermal events on the rock type
under consideration. It is suggested that the acquisi-
tion of more frequent thermal data will lead to new
perspectives on cold region weathering processes.
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ABSTRACT

R ock moisture content is a major control of mechanical weathering, particularly freeze —thaw, and yet almost no data exist
from fieid situations. This study presents moisture content values for rocks, taken from a variety of positions and
conditions, in the maritime Antarctic. Additional information regarding the amount of water the rock could take up, as
observed from laboratory experiments, is also presented. The results show that the approaches used in simulation
experiments, particularly that of soaking a rock for 24 hours, may produce exaggerated results. It was found that the
saturation cocflicient (S-value) was a good indicator of frost susceptibility (based on water conient) but that the derivation
of that value may underestimate the potential of some rocks. The distribution of moisture within rocks is seen as an
important, but unkown, factor. The results of these field moisture contents suggest that for simulations of freeze—thaw or
hydration to be mecaningful then they should have rock water contents based on field observations.

KEY WORDS Rock moisture content Rock properties  Schist Freeze~thaw Hydration Sigpy [sland  Maritime Antarctic

INTRODUCTION

Central to studies of {recze—thaw weathering is the presence of water within the rock which, upon freczing,
causes damage to that rock. As fundamental as this may be there is, nevertheless, an enormous lack of data
pertaining to rock water content under natural conditions; the work of Ritchie and Davison (1968) and
Trenhaile and Mercan (1984) being the only ones currently available. It is not just the ‘presence’ of water but
the actual amount available, and its distribution within the rock, that is important. This lack of field data from
geomorphological studies, and even from such as engineering investigations of building materials (as noted by
Litvan, 1980), has put the interpretation of field situations and the validity of laboratory simulation studies in
some doubt (Trenhaile and Mercan, 1984). The present status of studies, both in the field and the laboratory,

‘and their implications has been dealt with in depth by McGreevy and Whalley (submitted) and so will not be

repeated here, Suffice to say, the present position with respect 1o freeze—thaw and the role of rock moisture is
one of fumbling in the dark’ for, without actual values from rocks under field conditions, the applicability of
simulation experiments and the consideration of weathering mechanisms is somewhat subjective.

As part of a long term, multidisciplinary approach to rock breakdown and the production of soil in the
maritime Antarctic (Walton and Hall, submitted) a study was undertaken of mechanical weathering processes
both in the field and in the laboratory. As part of that study, data on rock water content for the different local
rock types under a variety of conditions were obtained as a control for laboratory experiments and as ar aid to
process investigation. In addition, physical properties of the same rocks were tested in the laboratory to find
‘absolute’ values for comparison with that found in the field.

0197-9337/86/020131-12506.00
© 1986 by John Wiley & Sons. Ltd.
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The main rock involved in this study on Signy Island is quartz-micaschist. This is a rock, however, for which
there appears to be a dearth of information pertaining to its physical properties, even with respect to
engineering aspects {tall, in preparation). Regarding information on moisture content and its controls,
Goodman (1980) cites the permeability of schist as measured in the laboratory to be 10~ % em/s and in the field
as 2 x 107 ¢m/s, whilst 'fissured schist’ was in the range of 1 x 107* to 3 x 107* cm/s. Selby (1982) refers to
the porosity of schist as being between 0-001 and 1-00 per cent with a permeability of 1077 to 107° m/day.
Fahey (1983) presents the greatest amount of available data (see Discussion) with respect to moisture
conditions and freeze—thaw but sums up the whole situation (1983, p. 543) by saying ‘Since this was a
laboratory study, the experimental conditions are not particularly representative of actual periglacial
environments'. The aim here is to present both laboratory and field data, to analyse these data and relate them
to mechanical weathering processes and, particularly, 1o simulation studies of those processes.

STUDY AREA

The study was undertaken on Signy Island (Lat. 60°43'S, Long. 45°38'W), one of the smaller islands in the
South Orkney group (Figure 1), as part of the Fellfield Programme (Walton and Hall, submitted). Signy is
approximately 64 km north to south, 4-8 km east to west, withan area of 1594 km? and rising, at Tioga Hill, to
a height of 279 m. Roughly one-third of the island is covered by an ice cap and many small areas are subject to
long-term snow lay. A few streams, usually along the margins of the ice cover, flow for a short period during the
summer months and a number of small lakes may be ice-free during this time. The island is an area of
continuous permafrost with numerous periglacial features (Chambers, 1967).

The vegetation is typical of the maritime Antarctic, comprising cushion mosses, fructicose lichens, and
occasional outcrops of the grass Deschampsia antarctica (Smith, 1972). Geologically, the island comprises
metamorphosed sediments, mainly quartz-micaschist with smaller areas of amphibolites, marbles, and
quartzites (Mathews and Maling, 1967). There is a typical cold, oceanic climate with 3 mean monthly
temperature of ¢. —4°C but the summer three months have means slightly above freezing (Watson, 1975). Rain
predominates in January and February but the rest of the average 0-4 m y ™" precipitation is in the form of
snow. Sunshine levels are low (X = ¢. 14 h day "), whilst average wind speeds are in the region of 26 km h™!
(Watson, 1975). For specific details of climate, particularly microclimate, see Walton (1982) and Collins et al.
{1975). Sea ice surrounds the island during winter.

On the island there are three major reference sites: Factory Bluffs, Moraine Valley, and Jane Peak Cot
(Figure 1). Details of these sites are given in Walton and Hail (submitted) but in this study sample collection
was not limited to the reference sites but encompassed the whole island.

APPROACH

Rock samples were collected from outcrops at the three study sites (Figure 1), from a variety of locations all
over the island. The samples were also obtained under a variety of conditions, i.e. from a rivulet afler a
prolonged period of melt, under a new snow cover, under the same cover at a later stage and then during melt,
from non-snow covered locations, and even from 19 m depth on the seabed. In short, an attempt was made to
sample the range of rock types, in a variety of physiographic positions, under a mixture of climatic conditions.

Small rock samples collected in the field were immediately weighed (using a portable electronic balance) to
obtain their wet weight. Larger samples were sealed in plastic bags and returned to the island's laboratory
where they were subject (o the point load test to assess their compressive and shear strengths at field water
content (Hall, in preparation). The larger fractured rock pieces were then weighed to obtain their wet weight
and, together with the small, ready-weighed field samples, then placed in an oven set at 105°C. The samples
were then weighed again after 24 hours and then after 48 hours. As some rocks showed a continued, albeit very
small, decrease in weight between the two weighings the 48 hour value was then taken. The difference between
the wet and dry weight was then expressed as a percentage. A large number of these rocks were then retained for
more detailed analysis of their physical properties. .

For the retained samples the following physical attributes were ascertained, following the procedures
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suggested by Cooke (1979): porosity, water absorption capacity, saturation coefficient, microporosity, bulk
density, and microporosity expressed as a per cent of total bulk volume. Where possible a note was made of
minor lithotogic differences within a rock type, i.e. in the quartz-micaschist whether there were pods of quartz,
thick or thin bands of quartz, almost total absence of quartz, etc.

In addition, these same rock properties were obtained for 85 rock tablets cut from blocks of indigenous rock
obtained from the field the preceding year. These rock tablets were returned to the field and a pumber will be
withdrawn each year and their properties recalculated in an attempt to get some idea of rates of weathering. A
comparison of the cut rock and field rock data also proved informative. _

Thus it was possible to obtain information pertaining to the amount of water found in a rock under a variety
of field conditions and the properties, related to water content, of that same rock. It was not possible to state
the distribution of the water within the rock; however, a subjective estimation was attempted.

RESULTS

A total of 155 rocks was collected from the field and their water content ascertained. The mean water content
for the total sampie was (-53 per cent, by weight (s = 0-40) but this could be further divided for the
quartz-micaschists {abbreviate to ‘qms’) as a product of small lithologic variations (Table I). The data in Table
I suggest that, with respect to water content: quartzite < quartz < qms with thin quartz bands < qms with
thick quartz bands < qms with pods of quartz < qms with very little quartz

Tabie I. Average water content of rocks, subdivided by lithologic variations, collected

in the fieid
X
Lithology n* (%) 5
Quanzite 3 014 016
Quartz 1 030 020
Qms with thin bands quanz 22 32 0-30
Qms with thick bands quartz 7 046 034
Qms with pods of quartz 11 052 0-45
Qmst with very little quartz 12 1-17 034

* Theresidue ol the 35 rocks sampled were eit her uncertain as 1o category they fell in or were not adequately
described at time of collection to allow division.
t Qms = quariz~micaschist

For the rocks collected in the field, data relating to the quartz-micaschist are presented in Table II, where the
13 environmental/physiographic situations from which they were obtained is also shown. The average
moisture content for each of the 13 groups is shown in Table [II which also indicates that the samples can be
subdivided into three groups. The first group (*1 in Table I1I) reflects those in a wet situation for a ‘prolonged’
(> 24 hours) period of time, the second (*2) those in'a wet but well drained environment, and the third (*3)a
sunny or water deficient situation. Thus the rock moisture content can be seen to vary both within and between
samples. For comparison Table VII shows the moisture content for six sets of samples obtained during spring
as the snow cover begins to ablate.

[n Tabie IV the physical properties, pertinent 1o moisture content, of some of the rocks noted in TableIllare
presented. 1t is noticeable that in the section regarding clasts ‘in rain for ¢. 12 hours and under snow 24 hours’
there is a preponderance of clasts whose field water content is greater than that found in the laboratory
experiments. Of the 11 samples for which there are data, nine exhibit a larger moisture percentage than was
obtained by immersing the same rocks in water for 24 hours. The nige have a range of moisture contents
between 1414 per cent and 51-43 per cent greater than those found in the laboratory (% = 29-91 per cent,
s = 13-29). Of the five samples from 'under > 24 hours snow’, two exhibit a similar status. Conversely, the bulk
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Table II. Moisture content obtained in the field at a vanety of environmental locations

Moisture content X dry rock Range of
(%) weight rock wis
Conditions Rock type X s (g) (3] n
After 24 hours snow:
blown-frec patterned Quartz 028 — 1799 — 1
ground site .
After 24 hours snow:
blown-free patterned Qms 0-43 016 137-0 377 to 16
ground site : 309:0
After > 24 bours snow:
from under snow Quartz 044 —_ 673 — 1
After > 24 hours snow: 23:5to
from under snow Qms 1.0 0,38 1453 34540 10
After 24 hours snow: 517 to
from faces, partly Qms 048 027 4257 75840 5
under snow
From a rock face 2277 w
during snowmelt Qms 056 025 3680 5850 6
From ground surface
melting out from Quartz 012 — 164-3 — 1
snow
From ground surface
melting out from Qms 053 025 1674 288 to
snow 3980 13
From an area of wet, 140-3 10
sorted stripes Quartz 030 003 2088 2773 2
From an area of wet, 379 to
sorted stripes Qms 052 043 1489 2840 7
From a rock outcrop, 455 to
after snowmelt Qms 041 005 3853 8480 5
From base of cliff 2656 to
below an overhang Qms 032 o1l 4581 6870 6
From 19 m depth on 1534 10
sea bed Qms 097 054 22457 2903 6
From a rivulet 1557 to
running for > 36 hours Qms 1-19 045 2360 2712 4
From ground in rain 82510
c. 12 hours then under Qms 1-27 (42 1563 2671 4
snow > 24 hours
From ground in rain
¢. 12 hours then under 64-8 to
snow > 24 hours Quarz 61 0 733 817 2
From face of weathered 192:1 to
boulder in sun Qms 029 025 2556 298-6
Blocks of scree in sun Quartz 15 — 661 — 1
Blocks of scree in sun 131 to
Qms 18 025 205 279 2

of the samples show a laboratory-derived moisture content greater than that found in the field; in fact 61-1
per cent show laboratory values larger than those that were found in the field. Both situations, where
laboratory results are either greater or lesser than field values, have serious implications for simulation studies.

In addition to the actual moisture values, Table IV also shows the ‘Saturation Coefficient’ or 'S-value'.
Hirschwald (1912) and Thomas (1938) have shown that a rock with an S-value of (-8 or greater indicates that
rock to be frost susceptible. Others, notably Kreuger (1923) and Toureng (1970) have suggested the S-value
should be set at -85 whilst Maclnnes and Beaudoin (1968) suggest 0-9 (for a discussion see McGreevy and
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Table II1. Average water contents of 13 different environments with statistical
comparisons

X water content

Environment A s

Snow-free patterned ground site 042 16 -2
After 24 hours snow from under snow 95 0-40 -
After 24 hours snow, partly snow covered 048 0-27 *2
From rock face during snowmelt 056 025 o
From sloping ground surface during

snowmelt 050 0-26 2
From area of wet, sorted stripes 047 038 2
From rock outcrop after snowmelt G4t 0-05 -
From overhang at cliff base 32 G11 o
From 19 m depth on sea bed 097 054 *!
From rivulet running for > 36 hours 1-19 045 ot
From ground in c. 12 hours rain, > 24 hours

snow 105 047 .
From face of boulder in sun 029 025 3
From blocks of scree in sun ' 017 018 *

*! Kruskall-Wallis test indicates these four 10 be of the same population.
*? Kruskall-Wallis test indicates thes six to be of the same population.
*} Kruskall-Wallis test indicates these thres to be of the same population.

Whalley, submitted). For a value of -8 then 30-2 per cent of the rocks tested here can be considered frost
susceptible, at 0.85 then only 18.6 per cent and at 0.9 a bare 7 per cent. However, this S-value does not take
cognisance of the distribution of the water within the rock (see below), a factor of great importance. For those
rocks with S-values < 0-8 there is no apparent lithologic subdivision within the samples tested.

For the 54 rock tablets cut from quartz-micaschist that were placed in the field, there was a noticeable
difference in some of the measured physical properties (Table V), Whilst porosity values remained relatively
similar those of the Saturation Coefficient and the Water Absorption Coeflicient were much lower than was
found for the uncut, field samples. This too may have serious implications (or laboratory simulations and their
applicability to field situations. An attempt is being made to investigate this by means of scanning electron
microscope analysis of cut sections.

Assuming the amount of water taken up by the rock under vacuum must approximate to filling all the readily
available space in the rock, then it is possible to compare this with the actual amount of water found under field
conditions to find the degree of available space unused (Table V1). This still does not take cognisance of where
the water is in the rock, and it may well be (see below) that some has concentrated in a peripheral zone whilst in
others it is disseminated. However, Table VI shows that, in response to White's (1976) question re how many
rocks have > 50 per cent water content, in this instance 40-4 per cent do, with 17-0 per cent being > 90 per cent
full. Conversely 59-6 per cent have less than 50 per cent moisture content with 27-7 per cent exhibiting > 70 per
cent of available space unfilled.

Table VIalso shows the calculated S-value for 46 of the presented samples. Of these, 13 (28-3 per cent)appear
to have, when compared with actual field moisture content, an S-value which is too low whilst four (8-7 per
cent} have an S-value apparently too high. The bulk of the samples (63-0 per cent) have an S-value correctly
reflecting the percentage of unused space and there is a reasonable correlation (r = — 0-60) indicating this
(where x = percentage unused space and y = S-value). Those samples for which the S-value is too high may
show a better correlation if sampled at another time, for the data reflect solely the conditions prevailing at the
time of collection. Those where the S-value is too low are thought to be reflecting the use, in the derivative
equation for the S-value, of the value of rock saturated in water for 24 hours which, as has been noted, may well
be less than that found in the field if water is available for a longer period.
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ocks from a variety of environmental locations

Water
absorption % H,0
Porosity coefficient after % Field
Location Rock (%) (%) S-value 24 hours H,0
Scree Quaniz 1-36 81 060 031 15
Scree Fine-grained gms 1-99 1-42 o7 0-54 ¢15
Under snow Qms 295 2:90 090 98 091
> 24 hours
Under snow Qums 334 276 083 1-04 113
> 24 hours
Under snow Qums 1-56 119 076 043 Q35
> 24 hours
Under snow Qms 1-10 (97 (-88 036 045
> 24 hours
Under snow Qms 060 041 0-69 16 10
> 24 hours
In rain 12 hours
and under snow  Quartz I-14 076 067 029 015
24 hours
In rain 12 hours
and under snow  Fractured quartz 1-59 1-27 080 49 061
24 hours
In rain 12 hours
and under snow  Fine banded qms 1-70 1-43 084 053 063
24 hours
In rain {2 hours
and under snow  Small pods qms 1-90 1-42 075 054 072
24 hours
In rain 12 hours
and under snow  Quarnz 1-38 079 57 031 46
24 hours
In rain 12 hours
and under snow  Qms large % SiO; I-13 068 060 025 037
24 hours
In rain 12 hours
and under snow  Small pods, gqms 259 1-83 071 068 1-40
24 hours
In rain 12 hours
and under snow  Qms, high % 5i0; 1-87 1-58 085 058 021
24 hours
In rain 12 hours
and under snow  Qms, low % 310, 272 204 075 078 11
24 hours
In rain 12 hours
and under snow  Qus, low %4 Si0, 2:56 220 086 085 099
24 hours
In rain 12 hours
and under snow  Qms, low 3 Si0, 278 2:55 092 095 1-86
24 bours
From ground in :
sunr;g; weather ~ QUATZile 219 1-50 069 0.57 031
Vcru:caj cl@ﬁ' Qms 2-59 118 045 041 32
Vertical cliff Qms 1-69 1118 070 45 032
From ground Qums, small pods 246 1-48 60 054 o143
From ground Fine banded qms 1-22 096 o719 036 027
From ground Qms, large pods 1-27 085 067 032 o1l
From ground Qms, small % Si0, G55 041 075 15 15
From ground Qms, big pods 1-51 106 070 039 019
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Tabie IV. (Contd.)

Water
absorption % H,0
Porosity coeflicient after % Field
Location Rock (%) (%) S-value 24 houts H,0
From ground Qms, small pods 228 1-99 0-38 072 39
From ground Qms, high % Si0, 1:27 109 086 04 031
From ground Qms, thick bands 1-22 081 067 029 007
From ground Qms, thin bands 102 076 075 029 19
From ground Qms, large pods 1-37 1-14 83 042 G15
From ground Qms, small bands 074 044 060 17 623
From ground Qms, folded 243 1-97 0-81 071 013
From ground Qms 1-98 132 0-67 048 068
Rock face Qms 465 345 074 39 017
Rock face Qms 1-34 1-06 079 039 17

Table V. Propei'ljcs of the cut rock tablets

Water absorption

Porosity cocfficient Saturation
Rock (%) (%) coefficient
Qums 184 053 027
Qms 107 058 031
Qms 2:29 092 041
Qms = quartz—micaschist.

DISCUSSION

The most significant finding is that of the existence of rocks, in a subaerial environment, with > 50 per cent
moisture content (Fable VI) within a climate where they are subject to freezing. Thus, in response to the
question of White (1976, p. S)as to *. . . will bedrock ever become water-saturated from meiting snow or rain
and then undergo rapid freezing to crack the rock’, it can be said that in the maritime Antarctic this may be the
case. Of the samples obtained, 40 per cent indicated moisture contents in excess of 50 per cent (with 17 per cent
of them above 90 per ceat saturation) near to an arez shown by Walton (1982, Table II) to be subject to
freeze—thaw during the sampling period. Recent detailed measurements at one of the reference sites bave
shown that short-term freeze-thaw cycles are-a typical feature of summer conditions (Walton, personal
commuunication); thus frost shattering must be considered a potentially active mechanism. It may even be that,
in the light of the test procedures and the rocks themselves, an even greater percentage of the rocks were prone
to frost damage.

If the data indicate < 50 per cent saturation then this is with respect to the whole rock and does not
consider the actual distribution of that moisture within the rock. If the moisture is evenly distributed within the
sample then that value is meaningful but what if there is a concentration in the peripberal zone? Laboratory
testing of samples indicated that those from the field had higher S-values and water absorption capacities than
did cut blocks of the same material. Considering the schistose nature of the rock it could be envisaged that
weathering prises the laminae apart at the margins and that this accounts for the higher values found for the
field samples. This in turn would tend to suggest that moisture would be more readily available at the peniphery
and that breakdown would take place here and gradually work inwards. Unfortunately, no means of accurately
assessing water distribution withun the rock, in the field, is known to the author and so the specifics of water
location within the rock remain unknown.
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Table V1. The degree of saturation, percentage of unused space and the S-value for rocks collected in the

ficld
%% of *If field

Mx % Field % space Saturation > lab with
H,O H,O unused S-value 50%, %09, 24 hours sat.
044 015 6591 071 N
061 061 033 080 v Y
063 063 00 084 v Y
072 072 042 075 J Y
0-54 046 1537 057 v Y
041 037 10:00 0-60 N Y
069 021 69-28 0-85 N
004 003 1:25 075 J Y
10 099 0-80 086 J Y
0-52 015 71-15 067 N
076 015 8066 060 N
10 091 90 090 J N
(-27 1-13 13-02 083 v Y
057 035 38-60 076 J N
o3 010 56-52 069 N
0-46 026 4348 — J N
089 032 64-04 045 N
065 032 50-77 070 N
052 017 6731 067 N
026 012 5385 043 N
091 013 8571 060 N
045 027 4000 079 J N
047 011 766 067 N
020 015 250 075 N/ N
057 019 66-67 070 N
083 039 5301 088 N
047 031 3404 086 v N
044 007 84-09 067 N
038 019 500 075 N
050 015 700 083 N
028 023 1786 060 v Y
057 016 7193 067 N
0-88 013 85-23 081 N
067 010 8507 078 N
073 068 6-85 067 J Y
158 054 6582 074 N
0-50 017 660 079 N
0-86 052 3953 091 v N
1-37 0-34 7518 067 N
097 028 7113 082 N
0-43 012 7209 043 N
100 050 500 070 N
1-01 060 40-59 072 J N
245 136 4449 067 J N
0-58 032 52-84 073 N
136 079 5753 057 N
043 013 69-77 050 N

* If field water content is greater than the laboratory derived value after immersiop in water for 24 hours.
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The results and interpretations noted above are pertinent to weathering simulations, particularly where cut
blocks are used. Cutting may remove that part of the rock within which breakdown was particularly active and
5o the study would show an initial slow rate of destruction which would then accelerate as the laminae are
prised apart. Fahey (1983, p. 541) found that in his simulations the pre-cut schist bars showed great resistance
to both frost action and hydration; a further indicator that cut blocks may not be good reflectors of process
rates in nature. However, perhaps more important is the moisture made available to the specimens during the
study, the size of the samples and the temperatures they are subject to. Ideally, the temperatures should mirror
those found at the study area and accelerated cycling may be unrealistic and introduce exaggerated effects
(McGreevy and Whalley, submitted). Rock samples should, preferably, be large so as to include such properties
as bedding planes, fissures, etc.; the ‘massive rock’ rather than ‘intact rock’ (McGreevy and Whalley, 1982). The
size of the sample is not only pertinent for the inclusion of geologic considerations but also for thermal effects
and moisture conditions.

This unrealistic approach to rock moisture conditions in simulations has been extensively discussed by
McGreevy and Whalley (submitted) and the data noted here from the field reflect these inadequacies. For an
experiment to be meaningful, then the rock moisture conditions should reflect those found in the field, for
otherwise extrapolation to the field may be unfounded. To date, no experiments have clearly reflected field
conditions and, in most instances, moisture staius has probably been greatly exaggerated (McGreevy and
Whalley, submitted; Trenhaile and Mercan, 1984). This study has shown there to be variations in moisture
content within a rock type (here, quartz-micaschist), as a product of small lithologic differences, and between
sites, as a result of environmental conditions (Table [I1). Certainly the vanations in environmeszt within any
study area require consideration for some localities (as in Tables It and 111) will be wetter whilst others receive
more radiation or wind, which will remove moisture; Smith (1977) indicated such variations to be imporiant
with respect to insolation weathering in the Sahara.

When comparing field moisture content with that obtained from immersing the sample in water for 24
hours, then 52 per cent of the rocks were found to have an excessive moisture content and so simsulation would
likely be unnatural; yet the freezing of samples saturated for 24 hours is a common approach (e.g. Wiman, 1963;
Fahey, 1983). It is very possible that rocks in many positions (e.g. high on a vertical cliff face) may, despite the
most conducive of rock properties, never attain high moisture contents. Conversely, other samples indicated
water contents between 14 and 53 per cent greater than that found after immersion for 24 hours and in these
mstances simulations might show diminished results. Moisture content is clearly a major factor in mechanical
weathering processes and so values caonot just be assumed. For field interpretation of processes and
meaningful simulations then actual field moisture contents must be measured in a variety of locations.

The moisture content found for samples during the spring (Table V1I) are, in a number of cases, higher than
was found during the summer. It may well be that many of the rocks are at their wettest during this ablation
period. If that is so, then, with the temperature cycling that is known to occur during this period (Walton, 1982),

Table VII. Moisture content for quartz—micaschist during spring meltout

X water
content
Location Date n (%) s
Factory Bluffs: rock outcrop 18/9/84 10 06 5
Factory Bluffs: soil surface 18/9/84 10 1-0 0-36
Moraine Valley: rock outcrop 20/9/84 10 07 048
Moarane Valley: soil surface 20/9/84 10 095 027
Moraine Valley: rocks uncovered 25/9/84 10 a7 016
most of winter but frequently
covered in rume
Moraine Valley: rocks uncovered 20/9/84 10 075 029
most of winter but subject to
meltout

Rock samples varied in dry weight between 282 and 789 o
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this may be the time of active freeze—thaw weathering. However, at the least, it does indicate the need to
consider moisture content on a temporal as well as spaual basis.

The calculated S-value (Tabies IV and VI) appears to offer a reasonable correlation with the degree of rock
saturation found in the field and hence is a potentially good indicator of frost susceptibility. S-values obtained
for weathered schists in an earlier study (Hall, 1974} in northern Norway indicated a range (0-66-0-98)
reasonably comparable with that found for this investigation. The marginally high values from Norway
possibly reflect more extensive weathering, due to greater precipitation and higher temperatures, than is found
in the maritime Antarctic.

Fahey (1983, Table 1) in his consideration of hydration and frecze—thaw weathering of schlst obtained
laboratory-derived rock property data similar to those found for the cut blocks in this study. Data for schist
porosity presented by Goodman (1980) (05 to 19 per cent) and that by Wolff (1981) {0-62 to 3-12 per cent)are
comparable with both the data of Fahey (1983) and this study. However, all of these are ‘laboratory’ values and
do not reflect what might actually be the moisture content in the field. For instance, Fahey (1983, p. 538)
assessed *. . . whether the schist was capable of becoming critically saturated . . " but did not determine
whether it actually ever did. Yet he concluded (p. 544) that ‘frost action associated with the volumetric expansion
of pore water upon {reezing was three to four times more effective than hydration . . " despite the simulations
possibly making available far more water than the rocks would normally be likely to receive and *. . . then
undergo rapid freezing . . . (White, 1976, p. 5). However, Fahey (1983, p. 543) does point out that ‘Since this
was a laboratory study, the experimental conditions are not particularly representative of actual peniglacial
evvironments.”; but surely this then begs the question as to the applicability of the findings back to the real
world? It is this applicability of experiments to the real world which is the main problem. Wright and Gregory
{1955) showed that accelerated freezing and thawing produced more rapid results and that when specimens
were frozen immersed in water then damage occurred more rapidly than when the specimens were [Tozen in air.
Unless the study environment is one of rapid freeze-thaw cycles with rocks immersed, or partially immersed,
then the experiments show little or no relevance to the study site. This has been the problem with many
freeze—thaw expeniments (e.g. Wiman, 1963). Trenhaile and Mercan (1984, p. 329), for consideration of frost
action in coastal regions, show that *. . . experiments on saturated rock samples provide a poor representation
of field conditions . . "

CONCLUSIONS

Moisture content is clearly a major factor in rock weathenng studies and, as such, there is a great need for
detailed field studies to make laboratory simulations and interpretation of landforms more meaningful. To
date, almost all geomorphological studies have not been based on field data and therefore are of unknown
value. In many instances, it would appear that moisture values may have been exaggerated and consequently
weathering rates and mechanisms, particularly if accelerated freezing cycles were also used, are not a reflection
of reality. In other cases, moisture conditions are possibly underrated and so, again, simulations do not mirror
that which are taking place in the field. The monitoring of temperature fluctuations for simulation and process
interpretation without knowledge of moisture content, its variation through space and time, and, preferably,
its actual distribution within the rock makes any resulting hypothesis of doubtful value.

From this study it would appear that, of the laboratory derived parameters, the 5-value is the best indicator
of potential frost action. If it is not possible to obtain measurement of rock moisture content in the field, then
use should be made of the S-value when considering how much water should be made availabie to the rock for
simulation studies. However, this is by no means a substitute for actual measurement of field moisture content.
The most important aspect of rock moisture still to be resolved is that of the distribution within the rock. It is
very likely that as more field evidence of moisture content and its variations becomes available then our
consideration of processes and their rates, and landform development may have to be re-evaluated.
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DAILY MONITORING OF A ROCK TABLET AT A MARITIME
ANTARCTIC SITE: MOISTURE AND WEATHERING RESULTS

K. HaLr
Geography Depariment, University of Natal, Pietermaritzburg 3200, South Africa

ABSTRACT. The mass of a tablet of indigenous rock was monitored daily for one year
in order 1o study changes in moisture content and timing of weathering losses. The
broad climatic conditions to which the tablet was subjected were noted. It was found
that, within the mantime Antarctic, freezing temperatures occur when rocks have
high moisture contents. Although rock tablets may be considered *unnatural’, they
can provide valuable information on daily vapability of moisture status which is
essential for the planning and interpretation of realistic weathering simulations.

INTRODUCTION

Rock tablets, despite being somewhat ‘unnatural’, have been used in a variety of
geomorphological studies such as the investigation of erosion rates (e.g. Trudgill,
1975; Crowther, 1983), the study of rock weathenng in soils (e.g. Day and others,
1980), for the measurement of rock temperatures by means of internally located
thermistors (Whalley and others, 1984) and for the monitoring of rock moisture
variation on a wave-cut platform (Trenhaile and Mercan, 1934). Weathering studies,
particularly of building materials, have frequently utilized exposure trials of tablets
of rock or man-made products (see McGreevy and Whalley, 1984, for a review). The
classic study of Ritchie and Davison (1968) utilized bricks of various materials to
monitor moisture changes as a function of aspect and, with thermocouples fitted
within them, to record the incidence of freezing and thawing. Other cold-environment
studies of this type include those of McMahon 2nd Amberg (1947) and Ritchie (1972)
who studied the effects of frost action on bricks, and Cook (1952) who investigated
the effects of freeze—thaw upon concrete in a2 marine environment. In a similar
manner, Trenhaile and Mercan (1984) considered the moisture content of rock on a
wave-cut platform as a control upon frost damage, whilst Chatterji and Christensen
(1979) evalulated the frost damage to limestone nodules as a function of different
moisture contents. In the Antarctic, Miotke (1982) has obtained temperatures around
a small piece of rock on the floor of one of the dry valleys (Taylor Valley). However,
probably due to logistical constraints, no long-term study of daily changes to tablets
of indigenous rock has been undertaken in the Antarctic.

As part of the British Antarctic Survey Fellfield Ecology Research Programme a
study is being undertaken of the mechanical weathering processes operative in a
maritime Antarctic environment (Hall, 19864, b, ¢, 19874, b; Hall and others, 1986),
and involves concurrent field and laboratory investigations. As an extension of this
programme, a project was initiated (o investigate, albeit in a very simple manner, the
daily changes in the mass of a tablet of Jocal rock and to record the general climatic
conditions to which it was subjected. It was hoped that such data, for the period of
a whole year, would provide preliminary information on daily moisture variability
and on weathering rates.

METHODOLOGY

Rpck samples collected on Signy Island (60° 43 S, 45° 38" W ; see Hall, 19864, for
details of study area) were cut into small tablets and, following the procedure of

Br Amtarct. Sure. Bull. No. 79. 1938, pp. 17-25
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Cooke (1979), the porosity, microporosity, waler absorption capacity and saturation
coefficient of each ascertained. The tablets were then returned to the field in the
austrat summer [983—4 with the aim of retrieving some of their number each year and
re-testing them to see, as a measure of weathering, if any of the properties had
changed. In January 1985, one block was moved to outside the scientific station to
allow its daily mass to be recorded. Unfortunately it was not possible to use
micrometeorological logging equipment to detail the specific conditions to which the
tablet was subject. Thus, only broad, generalized statements concerning temperature,
snow or rain, wind, dryness, sun, or whether the tablet was covered (by snow or ice)
were possible. Nevertheless, this information is comparable with that which is usually
available for the bulk of field sites and is certainly equal to what is used for the general
description of large areas.

Only one tablet was used, but the results are considered to be typical for quartz-
micashist, which compnses the bulk of the island. The tablet was kept in an open
environment with its schistosity parallel to the ground surface, replicating the attitude
of most exposures.

ResULTS AND DISCUSSION

Despite the simpiicity of approach, the data offer, for the first time from this
environment, daily information for a single piece of rock over the span of a whole
year. Details of the properties of the tablet left in the field at experiment start (1983—4)
are given in Table I, whilst graphs of daily change of mass together with the broad

Table I. Properties of the rock 1ablet

Property Vaiue
a-axis (cm) 1.02
b-axis (cm) 3.30
c-axis (cm) 2.38
Cailleux flatness index 30{.80
Oblate-protate index 18.20
Maximum projection sphericity 0.54
Porosity (%) 1.46
Waler absorption capacity (%) 0.31
Saturation coefficient 0.21
Microporosity (%) 16.82
Water absorbed in 24 hrs (g) 0.23
Water absorbed under vacuum {g) 1.07

climatic conditions to which the tablet was subjected are given in Fig. 1. Occurrences
of “major’ (> 0.20 g) changes in mass, either on a daily or a cumulative (i.e. several
successive days) basis, are presented in Table II. The value of 0.2 g was chosen upon
the recognition that a rise of this magnitude constitutes a significant (> 87 %)
saturation of the rock in terms of potential for damage if that rock is then subject to
freezing (White, 1976). A decrease in mass by this amount (0.2 g) would imply a
relatively “dry’ state such that it unlikely to be damaged by freezing conditions.
The significance of the 0.2-g increments of moisture in abetting frost action may
seem contentious in the fight of the recent comments by Walder and Hailet (1986).
I—_Iovyever, it is argued that whilst the model of Walder and Hallet (1985) is a
significant step forward in our understanding of rock damage due to freezing water,
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Table 11. Details of major weight gain ar loss experienced by the rock lablet

Gainfloss Weight (g) Dares(s)

Maximum weight gain in 24 h 0.35 9 April 1985
Gainel = 0.20gin 24 h 0.22 7 February 1985
Gainof = 020gin 24 h 0.21 L0 March 1985
Gainof = 0.20gin 24h 0.2] 12 March 985
Gainof > 0.20gin 24 h 0.21 25 March 1983
Cumulative gams of > 0.20 g 0.20 25~28 February 1986
Maximum wt loss in 24 h 0.23 24 February 1985
Lossof 2020gin 240 0.22 8 February [985
Lossof 2020gin24h 0.20 Il March 1985
Cumulative loss of > 0.20¢ 0.22 6-8 April 1985
Cumulative loss of » 0.20 g 0.22 27-30 Aprl 1985
Cumulative loss of > 0.20 g 0.20 16~19 October 1985
Cumulative loss of > 0.20g 0.29 2-5 January [986
Cumulative loss of > 0.20 g 0.25* 14-21 January 1986
Cumulative loss of > 0.20 g 0.20* 3-4 July 1985

* Weight loss includes material weathered free.

it is by no means universally applicable. Within this experimental programme,
ultrasonic evidence has been obtained at freezing (Hall, 19875) which clearly indicates
a singular, massive water-to-ice phase change of > 80% of the water available 10
freeze within the rock. Under these conditions, it is those rocks with the greater
moisture content which, despite some extrusion of ice, will suffer the greatest damage
due to the 9% volume change which occurs as the water turns to ice. In addition,
there is the possibility that rocks subjected to omnidirectional freezing may be
damaged by hydrofracture (Walder and Hailet, 1985; Hall, 1986¢) and, once again,
it would be those rocks with the higher moisture contents that should sustain greatest
damage. This is not to negate the detrimental effects of other weathering processes
(e.g. wetting and drying) that are also operative, but rather to point out the
significance of moisture content with respect to freeze—thaw. However, at the same
time, the data presented here must be viewed in the context that it is simply a daily
change of mass that is recorded. No account of any changes of pore volume, due to
frost damage, during this period are quantified although this is something which
could be expected to increase with time (Walder and Hallet, 1986).

Consideration of Fig. I indicates a number of broad trends with respect to changes
in tablet mass. First, it can be seen that there are relatively frequent, large, short-term
changes from spring through to autumn, whilst the winter period (late May 1o early
September) has much more subdued daily variations. Secondly, it is evident that there
is a gradual overall diminishing of tablet mass through the year, after an initial rise
in April. Thirdly, it is apparent that the loss of tablet mass is progressive, rather than
a slepwise dimmution resulting from incidents of large particle loss.

That the greatest daily changes in mass took place during the spring-to-autumn
period is not particularly surprising as it is during this time that some precipitation
falls as rain and positive temperatures predominate (Fig. 1). Much of the winter
period (c. 80%) has below zero temperatures, with values as low as —27 °C being
recorded (21 June), and limited sunshine with very limited potential for local melting.
There is thus very little unfrozen water available to penetrate the rock. During much
of the winter period the tablet was covered by snow or ice, thereby further precluding
water availability. During the spring-to-autumn phase there is a significant occurrence
of rain (15% of the days) at times when the rock is not covered by snow or ice and
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Fig. . Graphs of the daily change of mass (g} of the rock tablet together with the broad climatic conditions
to which it was subjected.

thus able 1o take up moisture and so show a rapid gain of mass (¢.g. 2-3 November).
When the tablet is exposed, dry and windy days cause rapid moisture loss,
particularly if there are positive air temperatures (e.g. 21-23 January 1986).

Although the tablet shows frequent significant mass gains during the spring-to-
autumn period (Table II}, the number and magnitude of frecze events are lower than
in winter, Of the four recorded losses of ‘large’ particles of material, two took place
in winter (2 August and 18 September) and two in the following summer (7 October
and 18 January). Of the two summer events, one (7 October) took place during
continued negative temperatures, but was of a very small effect (0.02 g), whilst the
other occurred during a thaw phase.

The progressive diminishing of tablet mass is interesting insofar as, if there were an
increase in internal voids due to frost action, as suggested by Walder and Hallet
(1986), then some gain in mass might have been anticipated due to the greater water-
holding capacity of the sample. This increase of mass can only be attained though if
the following three constraints can be met: (1) internal frost damage does occur, (2)
water is made available to the rock, and (3) the rock is able to take up the water.
However, in practical terms, monitoring of mass gain due to the above effects may be
masked by loss of rock material resulting from weathering, and so some increase of
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water-holding capacity may have taken place. Consideration of Fig. 1 suggests that
the only time there was an unequivocal mass gain was on 9 Apnl. From 8 to 9 April
there was a gain of 0.35 g, an increase of 0.12 g above what the rock was initially
found to absorb under non-vacuum conditions in 24 hrs (Table I). After that sudden
jump, there was a gradual decrease in mass, with various gains and losses dependent
upon climatic conditions, until the first recognized loss of rock matenal on 2 August
(0.19 g). A downward trend in mass then continued, through 4 September, when the
onginal start mass was attained once more, to the end of the study period.

Patently frost and/or salt action are not the only possible weathering mechanisms
to which the tablet was subject. Such processes as thermal fatigue are possible during
the summer period when relatively high daytime temperatures alternate with cooler
night-time conditions, particularly when shading may take place to cause rapid
cooling. Wetting and drying is an inherent part of freeze~thaw insofar as the
moisture status of the rock varies. There is some evidence (Hall, in press) to show that
this absorption and desorption causes changes in the elasticity of the rock and may,
via hysteresis, cause fatigue to the rock. However, neither of these processes are well
understood and, apart from some laboratory mformation on the latter (Hall, in
press), no data are available. In addition to these mechanical weathering processes it
is recognized that some degree of chemical weathering is possible, particularly during
the summer months, and that biotic processes may also occur. Although the time
span of only one year is relatively short such that, in an evironment of this kind,
mechanical processes might be thought to predominate, ancillary studies of chemical
and biotic weathering currently in progress may later throw some light on their
relative contributions.

With respect to the process of freeze—thaw, it is very likely that under
omnidirectional freezing the water is not able to move to the freezing front as required
by Hallet (1983). Conversely, the schistose nature of the rock may, in some instances,
facilitate hydrofracture (Powers, 1945; Walder and Hallet, 1985). If crack expansion
is insufficient to accommodate the volume increase as water changes 10 ice then there
will be forcible expulsion of water ahead of the freezing front which may cause
damage to the rock - hydrofracture. If ice can only grow along the laminate mineral
interfaces, then the tensile forces will oppose each other and so crack expansion due
to ice growth may not be possible (see Hall, 1986¢, fig. 3}. This situation would be
conducive to hydrofracture. At the same time, it may well be that due to the relatively
small size of the tablet, freeze penetration may be so rapid that a massive phase
change occurs thereby precluding hydrofracture. If this were the case then it is
probable that due to a moisture gradient the bulk of the water is in the outer part of
the tablet and so ice extrusion may well occur (Davidson and Nye, 1985) thereby
limiting the amount of damage to the rock.

McGreevy and Whalley (1985, p. 344), in their highly pertinent discussion on rock
moisture content, noted that in the study of Ritchie and Davison (1968) high degrees
of sample saturation rarely coincided with freezing conditions. In this respect the
maritime Antarctic may differ, for Fig. | shows that the mass of the tablet, and hence
its moisture content, was relatively high on a number of occasions when freeze-thaw
ook place. For example, from the end of April through 1o early August the mass is
high and negative temperatures, down to —27 °C, are seen to occur. All in all the
tablet appears to have been subjected to 39 freeze—thaw cycles during the course of
the year, but it must be kept in mind that it had been in the field one year prior to
experiment start and therefore subject to weathering that cannot be evaluated
here.

A possible complicating factor is that the frequent oscillations in moisture content
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that took place during parts of the year {e.g. early March) _would appear 10 be
conducive (o weathering by wetting and drying. Further, the limited data available on
interstitial water solute chemistry (Hall and others, 1986) suggests an NaCl content
of between c. 0.3 and 0.6 m. This, then, adds the further possibility, as has been
suggested by Williams and Robinson (1981), McGreevy (1982) and Fahey (1985}, of
the interoperation of frost and salt weathering. Thus, although the data {rom t_he
tablet do provide new information, much more needs to be done before the relative
contributions and interactions of the various weathering processes are knowa.

CONCLUSIONS

Overall, this experiment attempted to provide data in answer to the questions and
criticisms posed by McGreevy and Whalley (1983) with respect to the moisture status
of rocks in the field. Although a very simplistic approach and lacking in climatic
detail, the information presented here does, nevertheless, give a record of daily
vaniations in the mass of a tablet of rock resulting from gain and loss of moisture
together with material loss due to weathering. As a cut block, open on all sides, the
results cannot be construed as relating to cliff-face situations but they do approximate
to the loose, fallen blocks found over much of the istand. In fact, the tablet probably
provides a base-line value insofar as the irregular surface of the naturally occurring
blocks probably hold, and lose, more moisture.

The data indicate the possibility, in the maritime Antarctic environment, of rocks
having refatively high moisture contents at a time when they may experience freezing.
There are seen to be daily changes in moisture content, particularly during the spring-
to-autumn period, and this wetting and drying may promote rock fatigue. Salts are
present in the rock and weathenng due to salt activity may also take place. The
interaction of at least these three weathering processes (freeze-thaw, wetting and
drying, salt) appear to produce progressive weathering of the tablet. However, it may
well be that, due to the ‘cut’ rather than ‘natural’ nature of the tablet. the
experimental period was not long enough to discern true weathering rates.

[t is suggested, based upon the evidence obtained in this pilot study, that long-term
field measurement of representative samples could be of great use to the understanding
of weathering processes and rates. More particularly, it can help to provide a firm
data base from which to construct laboratory simulattons. The results presented here
relate only to the weathering of smal! blocks in the maritime Antarctic. A
complementary study of large blocks, with more detailed monitoring of en-
vironmental factors, would prove an ideal extension of this current experiment.
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Rock Moisture Data from the Juneau Icefield (Alaska) and Its
Significance for Mechanical Weathering Studies
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ABSTRACT

Information was obtained regarding rock moisture content from nunataks along a west to east
transect across the Juneau lcefield in Alaska. The data, together with rock lemperatures and
general climatic information, were collected for east-, west-, north- and south-facing samples. For
one day data were collected every hour. The resulting information indicates the spatial and
temporal variability that can exist over both short distances and short time-spans. It is suggested
that this variability can have important repercussions with respect to weathering processes. The
number of wetting and drying cycles monitored greatly depends upon the level of sample
saturation that is considered significant. Available information suggests that wetting and drying
can be operating at more than one level within the rock and that this will result in different
weathering products. Wetting and drying may be more important than has been previously
thought, both in terms of a weathering agent in its own right and as one that interacts with other
processes, thereby speeding up their effect upon the rock.

RESUME

Des informations ont été recueillies concernant le contenu en eau des nunataks selon un transect
ouest-est au travers de |’Icefield Juneau en Alaska. Les données concernant I'humidité ont éte
notées en méme temps que des observations concernant les températures des roches et les
composantes climatiques, et cela pour des échantillons recoltés en des lieux exposés 4 I'est, &
'ouest, au nord et au sud. L’information rassemblée indique une grande variabilité spatiale et
temporelie des observations aussi bien sur des distances courtes que sur des périods de temps
réduites. Il est suggéré que cette variabilité peut avoir des répercussions importantes en ce qui
concerne les processus daltération. Le nombre de cycles de séchage et d’humidification observé
dépend pour beaucoup du degré de saturation des echantillons qui est, de ce fait, un facteur
considéré comme significatif. L ’information disponible suggére que I'humidification et le séchage
peuvent se produire & plus d’un niveau dans la roche et que cela détermine des productions
différentes de débris. Ces processus d humidification et de séchage peuvent étre plus importants
que ce qui a été supposé précédemment, aussi bien comme agent d’altération simple que comme
processus se combinant avec d’autres.

KEY WORDS: Rock moisture Weathering Wetting and drying Alaska
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INTRODUCTION

Although chemical and biological weathenng have
been recognized as operative on the Juneau Icefield
(Dixon et al,, 1984; Hall and Otte, 1990), the bulk
of studies have emphasized the role of mechanical
processes, with gelifraction, in particular, being
stressed (Hamelin, 1964; Shenker, 1979; Klipfel,
1981 Linder, 1981). Central to any consideration
of these weathering processes are data on rock
moisture content and temperature (McGreevy and
Whalley, 1982, 1985). Although in recent years
there has been an increasing attempt to monitor
actual rock temperatures (e.g. Francou, 1988), field-
based data regarding rock moisture content, and its
variability in both time and space, have received
little attention. ‘
While freeze-thaw is relatively rare on the Jun-
eau Icefield during the summer months and no data
are available regarding the presence and character
of saits, it would appear that climatic conditions,
particularly in the west, are conducive to weather-
ing by wetting and drying. Periods of hot, bright
weather alternate with times of low cloud, high
humidity and heavy precipitation that produce a
number of wet-dry cycles. The process of wetting
and drying 1s, however, poorly understood (Ollier,
1984) and little is known regarding its mode of
operation (Hall, 1988a). In some rocks water up-
take causes rock expansion, while drying results in
contraction (Nepper-Christensen, 1963), but as the
rocks may not return to their original length, this
may ultimately cause breakdown (Venter, 1981,
Hames et al, 1987). In addition, the bonding
strength of the component minerals can also be
diminished such that with many wetting and drying
cycles there can be a decrease in rock strength that
may ultimately lead to failure (Pissart and Lautri-
dou, 1984; Hall, 1988a). Wetting and drying also
operates synergistically with other weathering pro-
cesses (e.g. within freeze-thaw: Hall, [991), but its
role and contribution are, as yet, unknown, al-
though Hall and Otte (1990) showed that it played
a major role in enhancing biological weathering.
Fundamental to any consideration of weathering
due (o wetting and drying, as with other mechani-
cal weathering processes, is the acquisition of data
pertaining to actual rock moisture content and its
temporal and spatial variability. However, essential
as such data may be, very little are actually avail-
able. Subsequent to the pioneering work of Ritchie
and Davison (1968), who monitored moisture
changes in masonry maternials exposed to each of
the cardinal points, the only known studies are

those of Trenhaile and Mercan (1984) and Hall
(1986). In an attempt to add to this meagre supply
of information, rock moisture data are presented
for a summer pericd on the Juneau Icefield in
Alaska and an assessment is made of its significance
with respect to weathering.

STUDY AREA

The Juneau Icefield (Figure 1) is a relict of the great
Cordilleran ice sheet and covers an area of approxi-
mately 4000 km? along the Alaska-Canada
Boundary Coast Range (Marston, 1983). The Ice-
field is situated within a martime environment
along the southern and western edges of the Coast
Range but becomes more continental with distance
inland towards the east. While no specifics regard-
ing the climate have been published, details regard-
ing the general climatic conditions as well as the
mountains and glaciers of this region can be found
in Miller (1964). The present studies were under-
taken at four sites along a west to cast transect
across the Icefield (Figure 1). C17 (Camp 17) is
situated at the western margin of the icefield on a
ridge above a small cirque glacier. C10 i1s on a
nunatak that rises to c. 426 m above the surround-
ing ice, while C18 is located on a nunatak just to the
south of the Alaska-Canada border, in the region
of the Gilkey Glacier at an altitutde of ¢.1700 m
a.sl. C26 is close to the western extremity of the
icefield and is located on a nunatak approximately
30 m above the ice.

METHODOLOGY

Twelve visually comparable specimens of grano-
diorite were collected at C17, and, of these, three
pieces were set out facing each of the cardinal
points. The rocks were marked so that at each
study site they could be placed facing the same
aspect as at the experiment start. They were posi-
tioned in such 2 way that they were open through a
180° arc centred on their cardinal orentation (i.e.
an east-facing stone would be open in an arc from
north through east to south). These stones were
then each weighed three (at 0800, 1300 and 1800
hours) or four times each day (as above and 2200
hours) by means of a portable electronic balance
accurate to 0.1 g. The rock samples having been
dried and weighed and then saturated and again
weighed, it was possible to convert the daily rock
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mass to a measure of percentage saturation. The
rock samples (Table 1) varied in thickness between
c.2 cm and 5cm, and so, being set on the ground
surface, equated to the outer shell of the bedrock.

Air temperature in a Stevenson Screen was re-
corded together with the unscreened ambient tem-
perature at the rock surface, taken by means of a
meteorological thermometer at an open (360° ex-
posure) site. For a short period rock surface tem-
peratures were also measured at each of the four
aspects. Wind direction and speed, cloud cover and
whether it was sunny, overcast or raining were also
recorded. For one day, measurements were taken
hourly of temperature and rock mass for each of the
rock samples.

RESULTS AND DISCUSSION

The daily record for the period 1] July through to
18 August is shown in Figure 2. From 11 July until
18 July the record ts for Camp 17 at the western
(maritime)} extremity of the Icefield. From 18 July
data acquisition is at Camp 10, where it remains
until 28 July, when it moves eastward to Camp 18
until 6 August. From 10 August untit 18 August the
record is from Camp 26 at the eastern (continental)

extremity of the Icefield. Data shown include wind
speed and direction, rain or sun, cloud cover, air
and rock temperature (for a 360° exposed site), and
the average percentage saturation for the three
blocks exposed at each of the four aspects.

From Figure 2 it can be seen that daytime rock
temperatures are higher than air temperatures,
reflecting the eflect of incoming solar radiation in
warming the rock. Conversely, night-time radiative
cooling sometimes produces rock temperatures
lower than those of the air. On days with clear
skies, low wind speeds and large radiation receipts
the rock temperatures were substantially higher
than those of the air (cf. 12 July, when a 117%
difference was recorded), indicating the inadequacy
of using air temperatures as a surrogate for rock
conditions. Unfortunately, rock temperature data
from this study are still not adequate for any
detailed discussion regarding their spatial and tem-
poral variability and their effect upon moisture
changes and weathering in general, as the time
between readings is simply so large that it can hide
many variations that could have taken place,

Consideration of rock moisture conditions (Fig-
ure 2) indicates that levels on the continental side of
the leefield (C26) were very low and correspond to
the sunny conditions and high rock temperatures

Table | Sizes and shapes of the samples used in the experiments.
Axes (cm) Shapes

Sample a b c d! D? Xsize F3 R* orP R
NI 10.6 56 49 0.1 2.7 7.03 165.3 0.04 816 0.74
N2 15.2 6.6 24 0.5 31 807 4542 0.16 10.9 0.39
N3 10.2 7.0 26 0.1 30 6.6 3308 0.03 =31 0.46
51 109 6.3 46 03 32 127 187.0 0.09 5.45 0.68
S2 12.0 5.5 33 0.5 24 6.93 265.2 0.21 899 0.55
53 10.0 6.4 41 0.3 29 6.83 200.0 0.1 269 0.64
El 9.5 54 2.5 0.1 26 58 298.0 0.04 326 0.5
E2 93 74 32 0.2 32 6.63 260.9 0.06 —55 0.53
E3 12.1 5.0 4.0 0.2 24 7.03 2138 0.08 [14 0.64
Wi 104 4.0 2.5 03 L9 5.63 2880 0.16 129 0.53
W2 8.1 6.0 22 06 30 543 3205 0.2 —-53 0.46
W3 9.2 8.4 2.3 0.1 4.0 6.63 3826 0.03 —154 0.41

Axis Measurements:

'Diameter of the sharpest corner of the a/b plane.
*Diameter of the largest inscribed circle of the a/b plane,
Shape Indices:

*Cailleux’s Flatness Index.

“Modified Wentworth Roundness.

*Maximum Projection Sphericity.

OP = oblate/prolate index.
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experienced there. At the three other sites there
were periods of wet weather (e.g. 13 and 14 July)
which produced high degrees of saturation. How-
ever, while the basic trends in moisture content for
the four aspects are often similar, important varia-
tions do occur. For example, on 31 July there was
rain and a westerly wind that resulted in those
samples on the western side having a high (<95 %)
moisture content. The samples to the south, how-
ever, showed an initial drying phase followed by a
small peak indicative of wetting, but the moisture
content was still less than 50%;,. The north-facing
samples showed a wetting response greater than
those of the east or south, owing to the frequency of
prevailing northwesterly winds. On the other hand,
a northwesterly wind on a day with sun (27 July)
resulted in a low, flat response from the north and
west aspect samples, while those for the south and
east showed small peaks indicative of slight mois-
ture increases.

The responses are not always so obvious or
simple. For instance, on 3 August there was a
strong southeasterly wind accompanied by inter-
mittent precipitation, and yet the north, south and
eastern aspects show a decrease in moisture content
due to the drying effect of the wind predominating
over the wetting by intermittent rain. At the same
time the leeward, western aspect maintained a high
level of rock moisture content due to the absence of
wind to promote drying. For times of high radia-
tion inputs, with consequent high rock tempera-
tures (e.g- 12 August), it is the southerly aspect that
exhibits the lowest rock moisture content. Overall,
the rock response with respect to its moisture
content will be a funtion of moisture type (i.e. rain,
mist, snow, etc.), wind direction and speed, the time
of day and the radiation input (here shown indi-
rectly by rock surface temperature). Short-term
changes in any of these factors (e.g. fluctuations in
wind direction) can rapidly aiter the moisture sta-
tus of the rock. In spite of the greater insight into
rock moisture content that these data offer, a
clearer understanding of temporal and spatial vari-
ability requires much more detailed rock and cli-
matic data than are available here. However, for
one day (12 August) measurements were taken
every hour (Figure 3) and these start to show some
of the complexity and varability that can occur.

Figure 3 clearly shows that the rock surface
temperatures follow the progression of the sun
through the day. The east-facing rocks heat up first,
followed sequentially by those of southerly, west-
erly and northerly aspects. The eastern and south-
ern aspects experience the highest temperatures,

while the north has the lowest. The loss of heating
due to direct radiation is shown by the sharp drop
in temperature as exhibited by the south-facing
rocks after 1700 hours. After initially calm condi-
tions, a southeasterly wind probably caused the
slight drop in the temperatures of the eastern
aspect, while a shift to the southwest a little later is
reflected by the slight rise prior to afternoon cooi-
ing. As the temperatures show a marked vanability,
so too does the rock moisture content despite this
being a day withour any form of precipitation. For
example, the eastern samples show an increase in
moisture content from 16 %, to 24 %, at 0800 hours
as the sun warms the rock, followed by a decrease
to 149, by 1200 hours, a plateau and then an
increase from 1500 hours to 269, at 1600 hours,
after which it remained constant. The south-facing
samples start in an almost dry state but then exhibit
a sudden nse to 17% by 0900 hours, a return to
almost dry by 1000 hours and then back to 7%, by
1100 hours. This is followed by a gradual rise to
1054 at 1300 hours and then back to an almost dry
state at 1600 hours, where it remains until 2000
hours, after which it suddenly rises to 129%. The
south-facing samples appear to slightly mirror the
changes in the eastern samples but with a different
magnitude of change and the timing generally
several hours Jater. The west-facing samples show a
gradual decrease through to 1100 hours followed
by a slight rise to 1300 hours and a subsequent
decrease. Finally, the north-facing samples show an
initial drop from 259% to 17%, followed by a rise
and a fali that paralle] the changes in the eastern
sampies (and are | h later than those of the south).

There are three main attributes apparent from
Figure 3.

First, the north-, east- and west-facing samples
all have moisture contents substantially higher
than that of the south (N > W > E » S).

Second, moisture contents can rise subsequent to
initiat heating of the rock. This phenomenon, not
yet clearly understood, has alsec been found by
Meiklejohn (personal communication, 1991) from
work on sandstones heated by early morning sun
during winter in the Drakensberg Mountains of
southern Alfrica. It may be that the heating of the
cool rock sets up a water vapour transfer due to the
temperature gradient in the rock. Moist air moves
into the rock, where it cools and the moisture
condenses. Later, as the rock continues to heat up,
this temperature gradient disappears and the mois-
ture is driven off.

Third, there are significant temporal and spatial
vaniations in moisture content that could have
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significant repercussions with respect to weather-
ing.

In terms of weathering it was noticeable that
during the record period, even recognizing that it
was during a summer, no freeze-thaw events were
recorded at any sites. Had any taken place then, as
would be the case later in the year when they do
occur, rocks of different aspects would have been
affected 10 different ways as a result of the combina-
tion of varying moisturc regimes and temperature
conditions. Thuos, it is suggested that preat care
should be taken in appropriating the [reeze-thaw
process to any location in the absence of detailed
rock temperature and moisture information. The
small-scale variability in both these factors can be
so great (see Hall, 1992, for more details) that it
may be found that rocks of differing aspects may or
may not [reeze in the presence of freezing air

temperatures. Equally, the recording of subzero
rock surface temperatures is no indicator that the
freezing conditions were of any significance, as
there may be little or no water available to freeze.
Smali-scate, aspect-controlled, vanability in rock
moisture could result in one aspect suffering freeze-
thaw weathenng, while another a shornt distance
away ( <2 m) does not. Conversely, it could be that
the wetter rocks do not suffer temperatures condu-
cive to the freezing of available moisture, while the
drier rocks of apother aspect do. Finally, the
amount of water present, and the magnitude, dura-
tion and rate of freeze combine (o determine the

_nature of the freeze-thaw mechanism (see Hall,

1991). Without such data, it is impossible to under-
stand the manner in which the rock is being broken
and how this varies temporally for any one given
tocation.
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Although freeze-thaw did not take place during
the study period, wetting and drying events certain-
ly occurred at the more maritime locations. Again,
the information from this study, despite being more
detailed than in other weathering studies, is still not
sufficient to give an accurate picture of the number
of wetting and drying cycles, as it was possible for
changes to take place within the time between
readings. However, from the data that are available
it would appear that the actual number of events
experienced by any aspect is constrained by the
threshold of moisture content that is adopted.
Consideration of Table 2 indicates that, on the
basis of information presented in Figure 2, the
number of events for any given aspect can vary
significantly, dependent upon what level of satura-
tion is chosen. However, a lowering of the threshold
does not always imply a greater number of cycles
(cf. E for C17), as it may be that the moisture level
will remain above the lower [imit but cycle back and
forth across a higher level. The problem is really
one of the meaning of the threshold adopted. In
other words, is the more readily accepted higher

Table 2 Wetting and drying cycles for different
degrees of saturation monitored at the four study sites.

Site 105, 25% 50% 5%,
C17

N 0 p3 3 2
E l 7 4 2

S 2 3 4 3
w 3 5 4 2
x 1.5 425 3.75 225
C10

N 1 2 4 2
E 0 4 4 2
S 2 5 3 2
w 2 3 4 0
X 1.25 35 375 1.5
C18

N 2 5 3 1

E 1 2 3 2

s 1 4 2 2
W 0 2 3 3

x 1.0 325 275 2.0
C26

N 4 0 0 0
E 1 0 0 0
3 2 0 0 0
W 3 0 0 0
3 25 0.0 0.0 0.0

level actually of any greater significance? It must be
recognized that the moisture levels cited here refer
to the whole block, although, in reality, water is
concentrated within the outer shell of the rock
rather than being disseminated throughout the
block. Thus, the only real distinction between a
109 saturated rock and a 75% saturated rock is
the depth to which the rock i1s wetted. This, then,
implies that cycling through, say, a 10% or 25%,
threshold relates to the outermost margin of the
rock and may result in granular disintegration or
very thin flaking of that rock. On the other hand,
cycling through a 50% or 75% (or higher) level
may actually be causing the wetting and drying
effect to be taking place below the surface layer and
result in the production of a thicker weathered skin.
In reality, both will be operating at most sites
during any one year but it may help to explain, as
was found on the nunataks of the Juneau Icefield,
how flakes produced from the bedrock (i.e. due to
higher moisture levels) subsequently broke down to
material of sand grain size {due to the lower
moisture levels).

Thus, consideration of moisture level vanations
within rock are much more complex than has been
supgested previously. Not only are the variations
spatially and temporally controiled such that signi-
ficant variability can occur over short distances and
small time-scales, but also the effects upon weather-
ing processes might be more important than has
been hitherto thought. In addition to being a
controiling factor upon the nature and effect of
frecze-thaw weathering, the degree of saturation
and its variability may control the nature and
extent of weathering due to wetting and drying.
Wetting and drying can also work synergistically
with freeze-thaw, the former being operative dur-
ing wetter, milder conditions and accentuating the
effects of freeze-thaw, which operates during colder
periods, owing to the resulting fatigue. Wetting and
drying also exerts a control upon, and must inter-
operate with, biological weathering. Hall and Otte
(1990) found that chasmoendolithic algae were a
major cause of flaking in granitic rocks on some of
the nunataks of the Juneau Icefield. Expansion and
contraction of the mucilage of algae living parallel
to the rock surface but at a depth of several
millimetres was as a direct result of wetting and
drying. The resulting flakes were found to break
down to sand-sized grains and it may be that low-
amplitude wetting and drying cycles aided in this
process.

From available studies it would appear that
weathering as a direct result of wetting and drying
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is likely to be slow (Pissart and Lautridou, 1984;
Hames et al, 1987; Hall, 1988b). However, the
number of cycies that might occur in any one year
may well be very large indeed at some locations and
so, through fatigue, could still be effective in caus-
ing breakdown, both by their own direct action and
also by weakening the rock, thereby lessening the
extent of activity required for other processes.
What is required, apart from more detailed field
data on rock moisture content itself, is information
on how wetting and drying actually operates, what
the effect of different moisture levels are, and how
wetting and drying interoperates with other weath-
ering mechanisms.

CONCLUSIONS

The data presented here, albeit from only a short
summer period, give some insight into the complex-
ity and variability of rock moisture content that
can occur in cold regions. Significant differences are
seen to occur between rocks of different aspects,
even though the samples were physically only a
short distance apart, and this may have important
ramifications with respect to the resulting weather-
ing. The more detailed data for a single day show
that this variability can be very large and thus
indicate the need for a shorter sampling period if a
true picture of wetting and drying is to be obtained.
With respect to wetting and drying, it is apparent
that the saturation level adopted will greatly aflect
the perceived number of wetting and drying cycles
thought to affect the rock. However, it may well be
that rather than a single threshold a range of
different levels should be examined in order to
evaluate the zones within which the respective
cycles are effective, as this may have some bearing
on the nature of the resulting breakdown.

Ultimately it will be necessary to obtain informa-
tion on rock temperatures, radiation input, wind
speed and direction, together with precipitation
type and amount, in order to explain the temporal
and spatial variations in rock motsture content that
are measured. However, this level of information is
needed to fully investigate not just wetting and
drying but also the role of all mechanical weather-
ing processes, as well as those of chemical and
biologicai weathering. With respect to wetting and
drying itself, there is clearly still a need for extensive
laboratory investigation into the manner in which
this process operates such that the field data can
then be properly evaluated.
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Rock Moisture Data from Livingston Island (Maritime Antarctic) and
Implications for Weathering Processes
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ABSTRACT

Rock moisture content was determined for rock samples on different aspects of rock out-
crops on Livingston Island during a summer season. As a resuit of the dominant rain-
bearing northerly winds the southern aspect usually has rock moisture levels lower than the
nerthern. The southern aspect, however, experiences high rock moisture levels during
periods of snowmelt, snow accumulates on the southern, lee-side of the rock outcrops.
Wetting and drying events are more frequent on the northern exposure, although not as
common as at a site open through the full 360°, while the southern aspect tends to experi-
ence continuous, low moisture levels with infrequent dry events. Contrary to earlier sugges-
tions, freeze—thaw weathering does not appear 10 be a major factor during the summer.
Although rock moisture levels are conducive to freeze~-thaw, rock temperatures rarely go
below 0°C. Rather, it appears that weathering due to wetting and drying may be more com-
mon on the northern aspects than was previously thought while chemical weathering is active
on southerly aspects. Rock moisture levels may support rock damage due to segregation ice
during the winter freeze when the rate of freezing is slowed by the overlying snow cover.

RESUME

Le contenu en eau de roches a été mesuré sur des échantillons divers prélevés pendant
I'ét€ sur des affleurements de I'lle Livingston. Comme les vents pluvieux dominants vien-
nent du nord, les roches exposées au sud ont habituetlement des teneurs en eau plus basses
que celles exposées au nord. Sur les versants exposés au sud, des teneurs en humidité sont
cependant élevées pendant les périodes de fonte de neige car la neige s'accumule sur les
versants sud qui se trouvent sous le vent. Les phénoménes de séchage et d’humidification
sonl plus fréquents sur les affleurements exposés au nord, tout en n'étant pas aussi nom-
breux que sur les sites exposés a tous les vents (360°). Sur les affleurements exposés au
sud, les niveaux d’humidité restent peu élevés et les asséchements sont rares.

Contrairement a ce qui a été suggéré précédemment, I'altération par gel-dégel ne semble
pas étre, I'été, un facteur de désagrégation principal. Quoique les niveaux d’humidité
solent favorables aux actions de gel-dégel, les températures des roches y descendent rare-
ment sous 0°C. Au contraire, il apparait que l'altération due aux alternances séchage /
humidification doit étre plus fréquente sur les versants exposés au nord, tandis que ['altéra-
tion chimique serait surtout active sur les versants exposés au sud. Les niveaux d’humidité
des roches peuvent engendrer une désagrégation due a la formation de glace de ségrégation
pendant I'hiver parce que la vitesse de gel est ralentie par la couverture de neige.

KEY WORDS: Maritime Antarctic Rock moisture Cryogenic weathering
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INTRODUCTION

Quantitative data regarding weathering pro-
cesses in the Antarctic are relatively rare.
Where they do exist, they focus primarily on the
continent and the dry vallevs of the McMurdo
region in parlicular (e.g. Campbell and Claridge.
1988). The dry valleys are certainly very unusual
from the point of view of weathering owing Lo
their exireme aridity and cold. For this reason,
they are doubly important in that they are per-
ceived as an analogue for the hyper-arid inner
planets of our solar system (Vishniac and Main-
zer, 1973; Hall, 1989). However, the dry valley
environment does not constitute the ‘norm’ for
the Antarctic, Even within the various continen-
(al oases significant differences in environmental
conditions occur: note the comments of Pickard
(1986) with respect 10 the summer wetness of the
Vestfold Hills, a condition rarely experienced in
the McMurdo region. However, above and
beyond these differences on the continent there is
the distinction between the continental and the
maritime Antarctic. Although recognized as a
biologically active zone, and of geological signi-
ficance, little attention has been paid to the dis-
tinctly different weathening regime experienced
on the islands as compared with the continent
proper.

Rock moisture is difficult to measure in the
field (Thorn, 1988). As a consequence, field de-
terminations of weathering processes and labora-
tory simulations have both been put in question
(McGreevy and Whalley, 1985; Thorn, 1992).
However, following the pioneering work of
Ritchie and Davison (1968) some attempts have
been made to monitor rock moisture content (e.g.
Trenhaile and Mercan, 1984; Hall, 1986, 1991a;
Humlium, 1992). Nevertheless, empirical daia are
still extremely limited and most deductions as to
the nature and rates of weathering in cold regions
remain subjective and unverified (Hall, 1986,
1991b; Thorn, 1992). Following a pilot study
undertaken in Alaska (Hall, 1991a) an attempt
was made to obtain information on the spatial and
temporal variability of rock moisture from a mari-
time Antarctic site. Although significant in itself,
the rock moisture data are of even greater value
when combined with information pertaining to
rock properties (Hall. 1993a) and rock tempera-
tures (Hall, 1993b), as obtained here,

STUDY AREA

The Byers Peninsula, located at the western ex-
tremity of Livingston Island (62°40'S, 61°00°W),
constitutes the largest ice-free area (50 km?) in

Ice

Rugged Island

e
Q
< h e s
Chester Cone

B Y ER S

aeaches

\
\
\

\
P
\

Laages Pt

A

Pamnt Smefhe

* Camp

N

W
Deviis Pt
o

50°

<

| 61° 00 W
l

§1°00' W U
0 5 10 Poamma T
= I | LI5S e //-\ RN
Kilomelres S 'k_«,{.\,.‘ 4
SN <
R

Cover .
|:| Mz\\) l).\

St |

[ZV L EPRVEVIN

T

« Raotch Dome

ENINSULA

Figure }  Localion of studv area.



181

Rock Moisture Data and Impiications for Weathering

the South Shetland Islands and is one of the
largest tn lesser Antarctica (Figure 1). According
to John and Sugden (1971) the mean annual tem-
perature is —3°C and the annual precipitation is
of the order of 100 to 150 cm water equivalent.
The study area consists of an extensive assem-
blage of raised beach platforms at a number of
levels, with the highest (54 m a.s.1.) dated at 9700
years BP, interspersed with upstanding volcanic
plugs that frequently exhibit columnar jointing
and a number of dykes and sills. The geology,
mainly volcanics interpedded with conglomerates
and sandstones, is well described by Hobbs (1968)
and Smellie er a/. (1980). During most years the
mean daily temperature is above freezing from
December to March and permafrost is behieved to
be present below an active layer of 0.3 to 0.7 m
thickness (Thom, 1978). Spow accumulation 1s
particularly pronounced on the lee side of ob-
stacles, this normaily being the south side as a
result of dominant northerly winds. Extensive
cloud cover in this region limits daily radiation
receipt and this is particularly pronounced on the
southern aspects of outcrops. Thus, snow accu-
mulations in the lee of obstacles survive well into
January and the next season’s snowfall begins
soon after the snow of the preceding winter has
finally ablated.

METHODOLOGY

Fundamental to the study of weathering pro-
cesses, be they mechanical, chemical or biological,
is knowledge regarding rock moisture content and
its variability both spatially and temporally. An
mtitial study of rock moisture content on Signy
[sland (Hall, 1986) was unstructured and was thus
unable to show variation of moisture with respect
to both time and space, although the subsequent
daily monitaring of a rock tablet for one year did
provide some useful data for an open site (Hali,
1988). In the present study three sites were util-
ized to monitor rock moisture content. The first,
al the site of the field camp, was on a raised beach
atc. 12 ma.s.]. and approximately 400 m from the
sea. The second site was a dolerite dyke, with an
east to west trend, a further 200 mintand atc. 25 m
a.s.1. The third site was to the south of the first two
and was on a small volcanic rock boss at ¢. 30 m
a.s.l. and 300 m from the coast. At site ] three
blocks of rock from each of site 2 and site 3 were
placed on the horizontal ground surface, open
-through the whole 360°, next to an automalic
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weather station. At site 2 three pieces of dyke
rock were placed on each of the north and south
faces of the dyke al a height of 1 m above the
ground surface. At site 3, three pieces of local
rock were positioned 1 m above the ground sur-
face on each of the north, east, south and west
faces of the rock boss. All of these rocks were
weighed several times each day. Each rock
samwple had been previously oven-dried for 24
hours at 103°C and then weighed to gel its dry
weight. Each had also been saturated by immer-
sion in water for 24 hours and weighed again to
get ils saturated weight. Thus 1t was possible to
transform cach daily weighing to a percentage
saturation for that rock. By this method varia-
tions in rock moisture content for sites of differing
exposure were obtained for a period of 45 days
during January and February.

Alsite 1 an automatic weather station was used
10 log incoming radiation, wind direction and
speed, together with air, ground surface and 5 cm
depth temperatures throughout the field season.
In addition, a Squtrrel logger was also used at site
1 to monitor the upper surface and north-facing
surface of a piece of dolerite positicned on the
ground surface. At site 2 thermocouples were
affixed to the rock surface and, via drill holes, at
1 ¢m depth on both the north and south faces;
temperatures were read at the same time as the
rocks were weighed. Atsite 3 thermocouples were
affixed to the rock surface on each of the cardinal
faces and also read when the rocks there were
weighed. This instrumentation therefore provided
standard climatological data (from the automatic
weather station at site 1) together with actual
temperatures experienced by the rock at each of
the rock moisture monitoring sites (Hall, [993b).

A measure of weathering was obtained [rom
both sites 2 and 3 as well as from a variety of
locations on the peninsula by means of a Schmid:
hammer, an indentor, by measuring weathering
rind thicknesses, and from the collection o
weathered-free material from the rock faces
{(Hall, 1993a). In addition, analysis of interstitial
rock water chemistry is being undertaken to gin
some insight into the nature and concentration ol
salts present in the rock and their variability a~ a
function of aspect together with their possibic
infiuence on both mechanical and chemical
weathering processes. A number of genera!
observations regarding periglacial processes werc
obtained as these give information both in their
own right and indirectly with respect to the
weathering regime of the island (Hall, 1992).
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RESULTS AND DISCUSSION

For the monitoring of rock moisture contenc three
samples were used at each site. This was partly as
a safeguard against sample loss or damage (r.e in
such an instance there would not be total loss of
data as would occur had only one sample been
used) and partly as a means of establishing sample
variability. However, it also provided an import-
ant insight into the effect of sample mass upon
considered percentage saturation and, via sample
size, indirect information pertaining 1o the depth
of bedrock wetting. As an example, the dry mass
of samples S1 to S3, from the south side of the
dyke, were 211.7 g, 256.1 g and 366.6 g respect-
ively. Consideration of Figure 2 indicates thal if
only a sample of mass S1 bad been vsed then this
would have indicated a generally high level of
saturation (>80%) while if S3 had been used then
a lower level would have been obtained (<70%).
While the values for S2 were notably lower
than St and marginally higher than S3, all three
samples followed the same trends (Figure 3) with
the degree of saturation varying as a function of
rock mass. In other words, all three samples
reflect the same changes in rock moisture conlent
but differ in the degree of saturation.

With similar surface areas the thicknesses of
the three samples S1 to $3 (50 mm, 55 mm and
65 mm respectively) could be considered to crudely
equate to a comparable depth of bedrock. Thus
saturation of S1 but not §2 implies saturalion 1o a
depth of approximately 50 mm whilst saturation
of sample S3 would imply saturation of bedrock
to a depth of at least 65 mm. For tnstance, on
Julian.day 35, S) was saturated and so was S2 but
not S3, thereby indicating sufficient moisture was
available (o saturate the rock to a2 depth of about
55 mm. Unfortunately, for the other test sites in
this undercaking either the rock sample thick-
nesses were very similar or samples became dam-
aged and/or wealhered such that these types of
comparisons and deductions were not possible.

White (1976, p. 5) begged the question ‘In how
many mountain ranges of on how maany arclic
plains will bedrock fortuitously ever become
>50% water-saturated . . . and then undergo
rapid freezing 10 crack the rock?' In essence,
White argued hal it was adsorbed water (hydra-
tion) that was a major cause of rock breakdown in
cold regions as the hydration mechanism was able
10 generale stresses sufficient to fracture the rock
but did not require the high levels of rock mois-
ture necessary for ‘classic' freeze—thaw (i.c. the
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Figure 3 Three-lerm running mean for samples S1-83 show-
ing (hat 1he trends of the percentage saturation are the same.

9% volumel(ric expansion as walter (urns o ice).
While not negaling the basic premise of White
(i.e. the necessity of knowledge concerning rock
moisture content) the above data indicate that the
question 1s not as simple as it may first appear.
Clearly there is a rack moisture gradient, with the
greatest amount of water near (o the rock surface.
Thus, there can be high moisture levels in the
ouler part of 4 rock and a zone of saluration, or
aear-saturation, that would vary in thickness as a
function of the amount of water made available,
For example, if sample S1 (thickness = 50 mm) is
saturated but not sample S3 (thickness = 65 mm)
then this implies that for S3 the outer 50 mm has a
maisture comntent at or close 10 100% and a lesser,
unknown amount in the next 15 mm. As argued
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above, the 65 mm of sample S3 would crudely
equale Lo Ihe outer 65 mm of bedrock and so
reflects the moisture gradient found there. Thus,
while a large block of rock is not, as a whole,
>50% saturated, the outer shell of that rock may
well be. High rock moisture levels are also re-
quired by the ice segregation model of Hallet
(1983) and so, again, knowledge of (he moisture
gradient is important. Although, following the
question of White, {reezing did not occur during
the record period when rock moisture levels were
high, it must be recognized thal it is a possibility
within this region,

Using clasts of similar mass and surface dimen-
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sions for the north and south sides of the dolerite
dyke (Figure 4) it can be seen that the south side
has a markedly lower degree of saturation when
compared with the north. The lowest levels
attained on the north side were of the order of
36% saturation, but most were above 40%, while
on the south side levels below 20% saturation
were attained and, except for the latter part of the
record, most values were below 40%. As
meteorological data indicate the dominant, rain-
bearing winds to be from the north, it is not sur-
prising that the northern aspect of the dyke had
the higher degree of saturation. The south face
exhibited high levels of rock saturation when the
snow that accumulated on this lee side started to
melt. Such a situation is shown by sample S1 for
Julian days 43 to 49 where rock samples posi-
tioned prior to snowfall and buried by the snow
indicate high moisture contents as the snow
melted. The high rock moisture levels are only
found in the outer part of the rock, there not
being sufficient water available to penetrate to
any substantial depth owing to the snow losing
contact with the rock as thaw progresses. Thus,
the northern aspect experienced frequent high
levels of welting as a consequence of the northerly,
rawn-bearing winds while the southern aspect re-
ceived substantial wetting mainly as a result of
snowmelt.

The data from the rock boss (Figure 5) still
indicate the northern aspect 10 be wetter than the
southern but the highest saturation levels occur
on the eastern aspect. That the east experienced
the highest moisture levels was not due to it re-
ceiving more precipitation but was rather a func-
non of fewer drying events. The eastern aspect
was little affected by dry northerly or southerly
winds and received litile in the way of direct
radiation (0 facilitate evaporation. Although on
clear days the eastern side was warmed by the sun

Figure 4 Acwual values of percentage saturation for samples
of similar size and mass for the north and south sides of the
rock dyke.

and had temperatures markedly higher than the
southern aspect, and only marginally below that
of the northern aspect, the number of instances
when this occurred were very few. The poor
weather, with overcast skies and rain, that limited
radiation to the eastern aspect often cleared by
the late afternoon such that the western aspect
received direct radiation on a number of oc-
casions and was affected by the dry, northerly
winds blowing past. In turn, this resulted in the
western aspect having the (marginally) lowest
saturation levels.

For the rock boss the sizes of the samples used
equale to approximately the outer 60 mm of the
bedrock. This then implies that during the record
period the eastern aspect was always above 40%
salurated, the northern was mostly above 30%
and the south and west were, except for a few
shorl periods prior to day 42, below 30% satu-
rated. The north and south sides of the boss show
reasonably similar patterns to that of the dyke,
with comparable levels of saturation.

The data from the open site reflect a combina-
tion of frequent moisture inputs and rapid drying
that result in a highly fluctvating graph (Figure 6).
Being e¢xposed through the full 360° the rocks
freely received any and all precipitation, resulting
mn the high moisture contents. Equally, drying
occurred due (o the non-precipitation-bearing
winds of any direction together with heating by
incoming radiation at any time during daylight
hours. Thus the rocks show both rapid wetting
and rapid drying. Figure 6 also indicates a general
decrease in moisture content from Julian day 7
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With respect to weathering, the rock moisture
data help explain the cause of rock breakdown for
this area and also show the importance of aspect
upon weathering in general. Throughout the re-
cord penod temperatures rarely fell below 0°C,
either i the mir or & the rock surface. In fact.
there were only fve events when rock surface
temperalures wenl below D°C and the lowest
value recorded was —1.3*C. Only near the end of
the smudy period were low iemperalures sisning
to oorur bul they were in conjuncion with smow-
falls that covered much of the rock serfaces. At
the start of the study penod a large pErcentage
{c. 60%) of the arca was sull snow cowvered
Thus, many of the opsiandmg rock outcrops, bke
the dyke and the rock bows wsed o thes stoady, are
insulated from mir temperature Auctuations for &
substantial part of 1the year by the proteciive snow
cover. Dnly those rocks that become exposed in
early spring or remain uncovered into lale auiumn
nreE '.'_||1||:|.'r 4] f:r:"tlng lEmperaturcs other than
that of the annual freeze. On the Byers Peninsula
it would appear that it is not the absence of water
that 15 the consiraini upon effeciive freeze-thaw
pctipn byl rather thai, owing to the insulating
snow cover, the rock = not exposed (o conducive
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thermal conditions (i.e. freeze—thaw cycles).
Conversely, during the short summer period the
rock surface temperatures were frequently greater
than 5°C during the day, and values in excess of
[5°C were measured on several occasions (Hall,
1993b). Thus, the rocks were frequently in a wet
state and subject to warm, rather than freezing,
temperatures.

The apparent timited role of freeze—thaw on
the Byers Peninsula is at odds with the sugges-
tions of other workers in the South Shetland
Islands (e.g. John and Sugden, 1971; Araya and
Hervé, 1972; Simonov, 1977; Hansom, 1983;
Stiiblein, 1983) who emphasize the importance of
this process. Although researchers have recorded
frequent freeze—thaw events based on air temper-
atures, the thick snow cover effectively insulates
the majority of the rock outcrops from its effect.
Thus, as Thorn (1988) has noted, air tempera-
tures are not a surrogate for rock temperatures.
Rather, it would seem that the high moisture
contents coupled with the high rock tempera-
tures that occur in summer are conducive (0
chemical weathering. The available dala
regarding weathering rinds (Hall, 1993a) certainly
substantiate the proposal of active chemical
weathering in the Antarctic. This was also
recently proposed for the Antarctic continent by
Balke er al. (1991). Although the absence of
freezing during the short summer and the
insulating effect of the snow during spring and
autumn inhibit frequent freeze-thaw events
(which effect destruction by the 9% volumetzic
increase as water changes to ice) the presence of
moisture coupled with slow rates of fall of
temperature below the autumn snow cover may
be conducive to-frost action resulting from the
segregation ice model of Hallet {1983). For the
model of Hallet, slow rates of fall of temperature
are required and, if sufficient moisture 1s
available, the growth of ice will continue so long
as water can be drawn to the freezing zone. Asice
growth is in excess of the simple 9% volume
change, it will ultimately exceed the available
space and thus cause rock fracture. Practical limi-
tations on the applicability of this model are that
rock moisture contents are often low at the onset
of the freeze period and that rates of fall of tem-
perature exceed those required by the model. On
the Byers Peninsula, however, conditions may
well be conducive to this form of frost weathering
and, recognizing the limited frequency of other
forms of freeze—thaw action, could help explain
the clearly fractured rock that is observed on the
peninsula,

25

The frequent wetting to various depths of the
outer shell of the rock. coupled with the drying by
either wind or sun, makes weathering by the pro-
cess of wetting and drying highly likely. During
the short summer period over 100 wet—dry cycles
can occur (Hall, 1992) and laboratory experi-
ments currently in progress indicate a mass loss of
3.2 g from 82 wet—dry cycles applied to a 917.9 g
block of local rock. While wetting and drying can
clearly operale to loosen surface material it is also
possible, as postulated by Hall (1991a), that it can
cause subsurface weakening and even failure.
Where the rocks are experiencing frequent wet-
ting and drying cycles, but the rock never actually
attains a totally dry state, then the mechanical
weathering effect will be experienced at some
depth below the rock surface. Such a situation
could clearly operate synergistically with other
mechanical weathering processes, such as freeze-
thaw (when it occurs), to effect a faster rate of
breakdown. Weathering rinds, found to depths of
c. 4 mm are indicative of the presence of mois-
ture, and suggest that the wetting and drying
mechanism could aiso be operative at or near this
level.

CONCLUSIONS

The lack of data regarding rock moisture con-
stitutes one of the major stumbling blocks with
respect 1o our ability to determine the nature of
cryogenic bedrock weathering. Like rock temper-
ature, rock moisture varies both temporally and
spatially and so data are required before any
judgement can be made regarding what processes
are operative. Data obtained from this study indi-
cate that rock moisture varies significantly as a
function of aspect and can influence the nature of
the weathering that will take place. It is found
that the outer shell of the rock ofien attains high
moisture levels such that, had freezing taken
place, then ‘classic’ frost action could have occur-
red. Equally, the high moisture levels would be
conducive to rock damage due to segregation ice
should the rate of fall of temperature be slow
enough, as may occur during autumn. However,
although many authors have argued for the rote
of frost weathering in this region, it would appear
that wetting and drying may be a major contribu-
tor to mechanical weathering. More importantiy,
chemical weathering also appears to be a major
factor on the southern aspects where rock mois-
ture is maintained in the outer part of the rock,
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owing to it being protected from the sun and the
drying northerly winds, and rock temperatures
remain above zero for long periods during the
summer despite the southerly aspect. The data
provided here, although more detailed than those
obtained from any other Antarctic location, are
still highly limited temporally. Thus, a call is
made for more extensive data acquisition with
particular emphasis on long-term recordings.
Until this is obtained, judgements regarding the
nature of weathering remain highly speculative
and it is not possible to test the applicability of
theoretical models.
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A major element, rarely ever quantified, in rock weathering studies is that of interstitia) rock moisture.
Essentially there are four factors that need to be monitored: 1) Rock moiscure content, 2) Rock mois-
rure distribution, 3) Rock moisture chemistry, and 4) Status of the moisture (i.e. frozen, liquid or gas).
As fundamental as these factors are most are never monitored in the field and for (2) there is no known
field rechnique available to facilitate dara acquisition. An outline of methods that allow for moisture
content, chemistry and starus to be monitored are given. Two techniques, one crude and one more
sophisticated (but more problematic), that provide on-going data regarding moisture distribution will
be suggested. Finally, all of the above are presented in the context of the fundamental need for such

data
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SOLUTES FROM ROCK SAMPLES WITH SOME COMMENTS ON
THE IMPLICATIONS FOR WEATHERING STUDIES: AN
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ABSTRACT. A new method is presented that allows determination of the solutes
available inside a rock sample. Such results bave not previously been available and
yet they are of great importance for investigation of both chemical and mechanical
weathering. The data also provide a useful input into studies of mineral cycling. The
findings from this pilot study suggest that chemical weathering on Signy Island is
in a very carly stage. The indicated range of molarity for NaCl (0.34-0.57) is exactly
that suggested by some workers to be most potent in aiding freeze—thaw action.

INTRODUCTION

A major problem in weathering studies is the accurate assessment of rock water
content (McGreevy and Whalley, 1985; Hall, in press a) for this is an important control
of both physical and chemical weathering. In addition, knowledge of the chemical
- composition of the rock water is extremely important as it helps determine what
chemical reactions have taken place within the rock (Selby, 1982). Further, the types
and amount of salts present in the aqueous content have a direct control on the rate,
and the actual mechanism, of both freeze—thaw and salt weathering (Hallet, 1983;
Williams and Robinson, 1981). Yet, despite its obvious significance, the analysis of
interstitial water from rocks is limited, as far as the authors know, to one sample from
chalk undertaken by Kinniburgh and Miles (1983).

Whlst there are data available on the chemistry of precipitation and soil moisture
content (Walton, 1984; O’Brien and others, 1979; Mumford and Peel, 1982; Dixon
and others, 1984) and of run-off in cold environments {e.g. Reynolds and Johnson,
1972) these do not take cognisance of changes that may take place within the rock.
For instance, the interaction of water availability, rock properties and chemical
weathenng could give solute accumulation within the rock or may result in the
flushing-out of the weathering products in solution. Such information provides
essential data for the investigation of mineral cycling and pedogenesis as it aids
quantification of the chemical input 1o the soit directly from the rock rather than as
a product of soil processes per se. In addition, the role of chemical weathering in cold
climates is gaining significance for iocalities where adequate water and hydrogen ion
supply are available (Dixon and others, 1984; Thorn, 1976; Dixon, 1983) and so there
is a pressing need for information on rock water chemistry. This same information

Be. Ancarct. Sunc Buwlf. No. 70, 1986, pp. 79-34 79
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is also urgently required for the undertaking of laboratory simulations. Fz_lhey (1985,
p. 103), in trying to determine what solutions to use for laboratory simulation pf frost
and salt weathering, sums up the present situation: ‘ Unfortunately there are virtually
no published data available on the concentration of salt solutions in low temperature
environments.’ Consequently discrepancies in simulated weathering experiments (e.g.
Williams and Robinson, [981; McGreevy, 1982) are largely a result of the lack of
knowledge on what salt concentrations to use in the experiments.

The aim hereis to present a new, refatively simple, method whereby the solutes from
inside a rock may be analysed. The resuits of four pilot tests are given and then
considered in terms of their implications for weathering in the maritime Antarctic.

STUDY AREA

The samples were collected from Signy Island (60° 437§, 45° 38" W), cne of the
smaller islands in the South Orkney Islands group (Fig. 1). Geologically the island
comprises metamorphosed sediments, primarily quartz-micaschist but with smaller
areas of amphibolites, marbles and quartzites (Mathews and Maling, 1967; Storey and
Meéneilly, 1985). The island is small in size, about 8 km north—south and 4.8 km
east—west, with an area of 19.94 km? and rising to a height of 279 m. About cne-third
of the island 15 currently ice covered but much of the remainder is subject to long-term
snow cover. Precipitation is approximately 0.4 m yr~! but with running water in
summer mainly as a result of snow and ice melt.

METHODOLOGY

Samples of quartz-micaschist were collected from the cliff-face and scree at the base
of Factory Bluffs in Factory Cove (Fig. 1). The cliffs are north-facing and only a short
distance (c. 20 m) from the sea. Upon collection the rocks were sealed in several plastic.
bags and returned to the island laboratory. A sample of snow, that had fallen during
the preceding 24 h, was also collected from the surface of the scree for analysis.

Laboratory Procedure

Upon return to the island laboratory the rocks were removed from their bags and
weighed. They were then dried for 72 h at 105 °C to drive-off any moisture and leave
all solutes as precipitates. The rocks were then sealed in bags and returned to South
Afnca, where they were then weighed, crushed and milled to a coarse powder. A
subsample of 50 g of the powder was added to 50 ml of deionized water: the whole
was then shaken for 15 min to dissolve all soluble material. The aqueous solution was
then filtered under vacuum and forced through a 0.4 gm filter to remove any fine
matenal in suspension. One millilitre of concentrated HNOQ, was added to the filtrate
1o dissociate the cations {rom the salts. The resulting sample was then analysed for
theelements Ca, Na, Mg, K, Si, Fe and Cu using an Instrument Laboratory Plasma-100
sequential inductively coupled Argon plasma emission spectrometer.

Sub-samples of the rocks were analysed, following the procedure of Cooke (1979),
for their porosity, water absorption, capacity, saturation coefficient and microporosity,
as all of these properties are related to water availability and movement within the
rock. Analysis of the chemical composition of two quartz-micaschist samples was
undertaken by means of electron excitation X-ray fluorescence spectrometry (Walton,
pers. comm.) whilst X-ray diffraction, using peak height percentages, was undertaken
on the four samples to obtain the percentage composition of plagioclase, silica, mica
and chlorite.
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Fig. 1. Locaton map for Signy Island.

RESULTS AND DISCUSSION

Results of the spectrometer analyses of the rock solutes and the snow sample,
together with the properties of the rocks, are presented in Table 1. X-ray diffraction
analyses of the four rock samples are given in Table II and the Betaprobe results for
two schist samples are shown in Table [IT. Whilst it must be considered that water
from sea spray, if it entered the rock, could introduce salts, particularly those of Na
and Mg, there is, pevertheless, a noticeable difference between the solute content of
the snow and the rock. Whilst the origin of the salts (i.e. externally introduced or as
a product of weathering) is important with respect to comprehension of chemical



193

82 HALL, VERBEEK AND MEIKLEJOHN

Table I. Rock properties, moisture content and spectrometer analysis of solutes for four Signy Island schist

samples.
Sample
Property 1 2 3 4 Snow
Porosity (%) 2.63 1.48 2] I — —
Water absorption capacity {%4) 2.16 0.99 - 1.85 — —
Saturation coefficient 0.82 0.67 0.92 —- —
Microporosity (%) 75.0 583 4.0 — —
Microporosity M!? 1.97 0.86 0.89 — —
Rock dry weight () 144.7 2717 1300 484.0 —
Moisture content (g) 0.80 1.30 20 1.98 —_
Moisture content (% ¥ 0.55 0.57 0.61 041 —
Element {p.p.m.)
Ca 9.1 10.8 6.8 6.6 0.56
Na 65.1 748 62.9 32.0 2.55
Mg 2.47 2.52 1.23 2.16 0.12
K 41.7 67.9 46.8 41.6 0
Fe 0 0.12 0 0.37 0
St . 1.0 1.4 1.8 20 0
Cu 0.07 0.10 0.14 0.20 0.016

' Rock crushed before these properties found.
* Microporasity M! is microporosity as per cent of total bulk volume.
* Moisture content as a percentage of rock dry weight,

Table I1. X-ray diffraction analyses to show the percentage mineral composition of the {our rock samples
detailed in Table I.

Rock component 1 2 5 6

Plagioclase n 48 50 31
Silica 2 26 33 38
Mica 27 20 15 29
Chlorite 14 6 2 2

' Peak height percentages.

Table [I1. Betaprobe analysis of two charactenstic schist samples from Signy Island.!

Rock

Compound AL B (%)
§,0, 60.0 64.3
Al O, 15.4 15.2
Total Fe as Fe, O, 7.52 729
MgO 2.69 2.90
Ca0 5.04 1.94
Na,0 3.48 2.28
K;0 2.00 2.64
MnO 0.12 0.10
TiO, 1.28 0.73
P,O, 0.24 0.17
F 0.06 0.06
S 0.04 —

. ' c??l‘a supplied by Walton (pers. comm.) and do not represent analyses of samples 1—4 shown in Tables
an
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weathering processes and rates, it is rather what salts are available, and in what
amounts, within the rock that are pertinent to mechanical weathenng considerations
(see below). One factor that introduces an error into the spectrometer analyses is that
some Na and K may be liberated from the crushed plagioclase and/or K-feldspar
during the dissolution treatment. This, though, is considered to be minimal as
comparison of results of different shaking times up to one hour showed no significant
differences in solute content. If highly accurate results are required then a similar
amount of feldspar to that found in the rock could be subject to the same treatment,
the solution analysed and the resulting p.p.m. of Na and K subtracted from that found
for the crushed rock. In this pilot study this was not possible.

Utilizing the known weight of the onginal rock and its moisture content, it was
possible to change the data units from p.p.m. to moles. Since 1 mole Na derives from
| mole NaCl the molarity of NaCl for the four samples was calculated (0.57, 0.51,
0.45 and 0.34 M for samples !4 respectively). This allowed a determination of the
salt most active in mechanical weathering in units which allow comparison with
simulation studies of other workers. Some authors (e.g. Fahey, 1985) utilized MgSO,
for polar weathenng simulation but the low molarity found here (0.012, 0.018, 0.027
and 0.04 M for samples 1-4) suggests it is not an active salt in this particular maritime
Antarctic environment.

It is thought that Ca and Na are derived from the plagioclase, which is found in
high concentrations (Table II) and, compared to the other minerals, is relatively
soluble. The Mg comes from the chlorite and the K is derived from the micas. Si could
come from any of the minerals listed in Table II and niay, in fact, be derived from
them all. The Fe could come from either the chlorite or the micas whilst the origin
of the Cu is uncertain. Overall, the impression is one of a very early stage in chemical
weathering, particularly as extensive leaching would have given higher Si values. This
conclusion is borne out by the results of tests on the mechanical strength of the rock
(Hall, in press b) which, on the engineering grade classification of Day (1980), classify
them as only “slightly weathered’.

It is worth noting that McGreevy (1982), in experiments on rock breakdown due
to the eflects of freezing salt solutions, found that the greatest destruction was
associated with 0.25-0.5 M solutions of NaCl. Exactly how and why such a concen-
tration may abet freeze-thaw weathering is uncertain, and it could even be that the
damage occurs due to hydration (NaCl—NaCl. 2H,0) at +0.2°C {McGreevy, 1982).
However, Hallet (1983) suggests that at low solute concentrations the freezing
temperature is lowered and so the unfrozen water content is increased, as too is water
mobility at sub-freezing temperatures. By increasing water transport to freezing
interfaces, crack growth speed would be accelerated and thus more rapid destruction
would occur. Whatever the actual mechanism, the importance of this technique is that
it has, for the first time, allowed some estimate of the actnal salt content of the rock
to be determined. Thus, laboratory simulations can now be undertaken with a closer
approximation to reality in an endeavour to elucidate what processes are operative.

CONCLUSIONS

A new method for determining the solute content of rocks is presented. Lo its current
form it is not a high precision technique but refinements could be added to improve
accuracy. Nevertheless, these data are unique and, as such, give a valuable guide to
both the understanding of weathering processes (particularly freeze-thaw and salt
weathering) on Signy Island and to what salt concentrations (o use in laboratory
simulations of mechanical weathering. The solute co ncentrations that have been found
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suggest limited chemical weathering of the rock, which is perhaps to be ;xpccted.from
4 cool Antarctic environment and rocks with low water contents, and this is consistent
with the findings of little diminished rock strength. With respect to mechanical
weathering, the analyses show NaCl to be the dominant salt and its concentration
to be within the range suggested to be the most effective in aiding freeze-thaw. Upon
the encouraging basis of these preliminary findings further experiments are planned
to enlarge the data base to a statistically valid size.
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Abstract: Chemical alteration of rock in the Antarctic is considered to be less
dominant than physical weathering processes. The rescarch presented in this discus-
sion represents investigations to determine the extent of contemporary chemical
weathering in an area that hitherto has not been investigated. A glacial outwash
stream on southeastern Alexander Island was investigated to determine the extent of
active chemical weathering. Data indicate that solution of minerals does take place
during the Antarctic summer when water is present. Contrary to studies elsewhere in
the Antarctic, there is littte evidence of maritime or biological influences on the ob-
served weathering regime. Although chemical weathering is active, its relative im-
portance campared to that of physical weathering could not be determined.

INTRODUCTION

The weathering environment in cold regions is usually assumed to be
dominated by physical weathering processes, and this is particularly the case in
the Antarctic (Campbell and Claridge, 1987; Thom, 1992; Hall, 1995). Low tem-
peratures have resulted in the assumption that frost shattering is the dominant Ant-
arctic weathering process (Simonov, 1977), However, a number of studies have
also indicated the role of salt weathering and thermal stress fatigue (e.g., Gunn and
Warren, 1962) and some have questioned the possibility of frost action in an arid
environment (van Autonboer, 1964). The problem with the assumption of freeze-
thaw is twofold: (1) the absence of data to indicate the presence of water; and
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(2) the fact that rock temperatures in the summer are often extremely high despite
the low air temperatures, exhibiting diurnal fluctuations across the 0°C boundary.
The key is that the presence of water (as required for frost action) combined with high
(10°C) rock temperatures provide an environment that is conducive to chemical
weathering. Balke et al. (1991) recently demonstrated that water, not temperature, is
the limiting factor in facilitating chemical weathering in the Antarctic, even though
the period in which such weathering can take place (summer) is relatively short.

As noted above, chemical weathering is acknowledged as taking place in the
Antarctic (Green and Canfield, 1984; Weed and Ackert, 1986; Campbell and
Claridge, 1987; Green et al., 1988, Balke et al., 1991; de Mora et al., 1991, 1954)
and recent research in aqueous geochemistry has shown that bedrock weathering
contributes to the chemical composition of stream and standing water in the dry
valleys of eastern Antarctica (e_g., Green and Canfield, 1984; Green et al., 1988;
Balke et al., 1991; de Mora, et al., 1991, 1994). However, studies of streams in the
dry valleys (Green and Canfield; 1984; Green et al., 1988; de Mora et al., 1991),
meltwater on the Ross Ice Shelf (de Mora et al., 1991), snow near the Antarctic
coast (Piccardi et al., 1994), and pools in the maritime Antarctic (Jones et al.,
1993; Caulkett and Ellis-Evans, 1997) all have found that aerosols and saits from a
maritime source are a significant source of the ions.

Geological controls on weathering processes are immediately apparent in the
study area. Both vertical and lateral dilatation, resulting from deglaciation, is observed
on ridge tops and along the sides of valleys, respectively. The results of chemical
weathering also are particularly evident along joints and bedding planes. Iron oxide
stains are found in and adjacent to some horizontal beds. Furthermore, gypsum
deposits, sometimes substantial (=24 mm thick), are found in joints and close to ground
level around bedrock or large boulders. Evidence suggests that these precipitates
originate from the solution of calcite cements and subsequent precipitation as gypsum
(Homme, 1967, 1968; Taylor et al., 1979). It has been hypothesized that the precipitates
are paleo-features indicative of accumulation under stagnant conditions (Taylor
etal., 1979). However, it is equally likely that they are the result of precipitation of
solutes from mobile solutions. This is suggested by their occwrence at the edges
of water channels and at places where moisture from melting snow and ice was (or
is) available. The origin of the water to provide the precipitates, particularly con-
sidering their relationship to joints and bedding, plus their occurrence around the
base of boulders in or near the valley bottom as well as the observed thicknesses, is
likely to be meltwater during deglaciation. The loss of the extensive ice cover
would have produced substantial melt, and its movement along joints and bedding
planes, plus concentration on the valley bottom, could be expected.

The observed landscape is the result of former as well as contemporary weath-
ering and other geomorphic processes. The questions thus arise as to what are the
nature and role of present-day weathering and transport processes and their effect
on the landscape. Hall (1997a, 1997b) provides some answers regarding mechani-
cal weathering and its relationship to cryoplanation forms found in this area. A
major unresolved problem is that of the nature and impact of chemical weathering
and the role it plays in landscape development. In an attempt to obtain answers to
this question, chemical analyses of meltwater streams in Viking Valley and of
standing snow-melt pools in the surrounding areas were undertaken.
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Fig. L. The study area io southeastern Alexander [sland, Antarctica.

SETTING

The study site, located at 71°50'S, 68°21" W, is one of several east-west-oriented
tributaries of the Mars Glacier on Alexander Island (Fig. )). These east-west-
trending valleys are all markedly asymmetrical, with steep south-facing slopes
and more gentle north-facing slopes (Meiklejohn, 1994b). Viking Valley contains
asmall (700 m long) remnant glacier at its head (eastern end), which feeds summer
meltwater into Secret Lake via a braided channel system. The lake developed as a
result of water pooling against a rock bar within the glacially overdeepened basin
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{(Meiklejohn, 19%4b). The flow of water exhibits diumnal cycles, with the strongest
flow occurring in the afiernoon after the sun has reached its highest point above
the northern horizon, while the weakest flow is in the early hours of the moming
after the sun has reached the lowest point above the southern horizon. Water flow
in the 1992-1993 Austral summer in Viking Valley was observed to increase from
early summer (early December) until reaching a peak in early January, after which
the onset of cooler weather resulted in no further melting. This has been observed
to be the general seasonal pattern in areas to the north of this particular site (Taylor
et al., 1979),

The geology of the exposed ground surface from Syrtis Hill in the north to
Two-Step Cliffs, some 5 km? in extent, appears almost identical to that described
to the north (Home, 1967, 1968; Tayloretal., 1979). The study area is part of a belt
of Jurassic and Cretaceous marine sedimentary rocks bounded on the east by King
George VI Sound and to the west by the Le May Range (Horne, 1968; Tayloretal.,
1979). Deglaciation of the well-jointed sedimentary rocks has, with weathering,
produced a generally rounded style of topography (Taylor et al., 1979). Quariz,
alkali-feldspar, and plagioclase are the main mineral constituents of sandstones of
this study area, and over 50% were found to have calcite cement. Of significance
to the present discussion regarding chemical weathering are the following obser-
vations. The area is one of continuous permafrost, with a shallow active layer (ca.
5 to 20 cm). An unusual form of non-sorted patterned ground, characterized by
pseudo-sorting around the non-sorted margins, is abundant in this area, and obser-
vations appear to indicate that both thermal contraction and frost action (weather-
ing and/or sorting) have contributed to the observed polygonal patterns (Hall,
1997a). Details of the weathering regime and the role of mechanical weathering in
Viking Valley can be found in Hall (1997b). A distinctive landform on the nuna-
taks in this area is the so-called “cryoplanation terrace” and details of observations
and a discussion regarding their formation can be found in Hall (1997a).

METHODOLOGY

Water samples (of ca. 250 ml} were collected at weekly intervals from various
specific points in Viking Valley between 11 December 1992 and 10 January 1993
(Fig. 2}. In addition, pH, electrical conductivity, and water-temperature mea-
surements were taken at hourly intervals at 17 locations for much of the study sea-
son. Solute analysis followed the procedure adopted by Hall et al. (1986) and
Meiklejohn (1994a). The specific locations from which water was sampled and
measurements taken were selected so that it would be possible to identify any
changes in chemistry that occurred in glacial and snow melt over a distance of ca.
150 m. The water samples were analyzed for sotuble cations (K*, Na*, Mg2*,
Ca?*, and $i**) and anions (Cl, NO3~, C¥", and SO?") using atomic absorption and
ion chromatography, respectively. Each sample was stored in refrigerated condi-
tions and filtered through a 0.45 pm micropore filter before analysis. Cation analy-
sis was conducted in a Plasma 100 atomic absorption spectrophotometer. Prior to
analysis for cations, each filtered sample was ionized using concentrated nitric
acid (0.2 ml cone. nitric acid was added to 20 ml of the sample). Anion analysis
was conducted in a Waters liquid ion chromatograph.
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RESULTS AND DISCUSSION

Studies in the dry valleys of East Antarctica and in the Maritime Anrtarctic indi-
cate a2 maritime influence on the aqueous geochemistry (Green and Canfield,
1984; Green et al., 1988; Balke et al., 1991; de Mora et al., 1991). However, the
low Na* and K* cation concentrations from the Viking Valley indicate that there is
pegligible maritime influence (Table 1, Fig. 3). The major cation concentrations
were calcium and magnesium, whereas the most common anions were chloride
and sulfate. Nitrates also were found, but because of a lack of any specific ob-
served tendencies and the instability of nitrates in light, it was decided not to con-
sider them in this discussion. Given the low concentrations of ions in ice and snow
samples, the results indicate that bedrock is the likely source for the observed
chemical composition of the meltwater.

The source of the calcium is likely the result of calcite solution or the re-
solution of gypsum precipitates along the watercourse (comment from an anony-
mous referee). Data show that chemical concentrations increase over a seemingly
short distance (ca. 150 m) (Table 1; Fig. 3). Snow had the lowest concentration of
iops, whereas that of the glacier ice was slightly higher (Table 1). Water samples
from the stream source had a similar chemical composition to that of the fresh
snow, but with increased concentrations where melting glacier ice contributed to
the flow. The observed increase in chemical composition down the length of the
braided channel system was reflected in increased electrical conductivity readings
(Fig. 4); pH values exhibited a similar increase, averaging 7.3 at tbe start of the
outwash stream and 7.8 at the lake entrance, probably as a result of the elevated al-
kalinity resulting from augmented calcium and magnesium-jon concentrations.
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TABLE |

Average Concentrations of Certain Ions (in mg/1) in Water Samples from
Viking Valley, Alexander Island®

Sample n Mgt Ca?* Cl SO’
Snow 7 0.11 0.70 0.36 0.00
Glacier ice 7 0.14 1.00 0.82 0.12
Source 7 0.13 0.92 0.28 0.12
Braided channel 21 0.39 2.95 3.41 0.41
Lake entrance 7 0.69 5.13 424 0.78
Melt pool (ridge crest) 5 17.40 37.50 9.66 12.52

*Individual samples were determined £10 mg/); averages were calculated and the values
rounded.
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Fig. 3. lon concentrations of water samples from Viking Valley, Alexander Islend.

Alternatively, the increase in pH could be due to the hydrolysis ofCOi' (comment
from an anonymous referee). It is more difficult to identify the sources of the other
ions identified in the analysis. There has been no documented volcanic activity,
which may account for them. Magnesium ions may originate from the solution of
alkali feldspars, aithough the possibility exists that sulfate ions may originate
from re-solution of gypsum or the solution of gypsum originating from calcite.
Furthermore, the presence of the sulfur ion may be due to the equilibrium of gyp-
sum and water (Hem, 1992; comment from an anonymous referee).

The significance of these data is that they show that the concentration of dis-
solved solids increases along the length of the stream; in other words, solution is
taking place as the water flows along the braided channel system. It would thus
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Fig. 5. lon concentrations of water samples from Secret Lake, Viking Valley, Alexander island.

seem that the ground over which the water flows contains soluble material that is,
despite the relatively short distances involved, taken up by the water. If these 10ns
were derived from re-solution of precipitates, the first meltwater samples would
be expected to show the highest concentrations and these concentrations would
then decrease through the summer as the source was depleted. However, the oppo-
site was found; ion concentrations increased through the summer (Fig. 5). The
contrary decrease in chemical concentrations of the lake water (Fig. 5) is likely to
be the result of dilution following the melting of ice that covered its surface at the
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beginning of summer and an influx of water from the glacial outwash stream. This
observation was supported by a noticeable rise in the level of the lake (of ca.
50 cm) during the monitoring period. The ice, which was anchored on the lake
floor near its banks, had the effect of damming the inflow of water; following
melting of the ice, rnixing with the rest of the lake was thus possible and so concen-
trations became diluted. The implication of the above data is that solution of par-
ent material takes place as the water flows over the valley floor—chemical
weathering 1s taking place. Observed temporal variations of stream water chemi-
cal composition show that although ion concentrations increased down the length
of the braided channel system during the day, these concentrations reached a peak
in the early afternoon and then decreased (Fig. 4). A probable explanation is that as
the flow of water increased, so there was no increase of water contact with soluble
material, but rather a deepening of the water column, and hence less solution oc-
curred relative to the volume of water (i.e., the amount of solution did not decrease
but the volume of water increased such that there was, as a function of water vol-
ume, a decrease in soluble material).

Stream temperatures varied little during water flow, averaging close to 1°C,
while that of the lake gradually increased from 0.2°C at 12:00 on 7 December 1992
103.8°C at 13:00 on 7 January 1993. [t must be noted that the lake temperature was
measured only near the edge, where it was shallow, and thus the temperature is
only representative of the surface layer (particularly as the colder water would
sink). Temperature data indicated no significant relationships with other variables
(Table 2).

Possibly, the most significant data were obtained from analysis of standing wa-
ter located between a meiting snowpatch and the bedrock wall. The ion concentra-
tions of these samples were more than 10 times that of the stream water (Table {;
Fig. 6}. This water is in contact with bedrock longer than is the stream water in the
valley bottom, and so a greater amount of solution is possible. The recorded high
concentrations of calcium (Table 1} are likely dertved from solution of calcite cement
and alkali feldspars. Although it is accepted that the low temperatures may en-
hance the solubility of calcite, the relatively high concentrations of calcite com-
pared to those of the glacial cutwash stream are important. The key observation is
that chemical weathering is enhanced where water is in contact with bedrock be-
hind a late-lying snowpatch. In addition to chemical processes, the moisture is po-
tentially responsible for a whole number of other weathering processes, such as
wetting and drying, hydrolysis, and (given the thermal conditions) frost shatter-
ing. However, it is worth noting that during the study period the recorded tempera-
ture regime would not have been conducive to cryogenic weathering (Hall,
1997a). Nevertheless, the finding of chemical weathering at such a location indi-
cates that weathering processes other than solely mechanical ones do take place in
cold environments and consequently their synergistic role in landform develop-
ment must be taken inte account. Recognizing the direct association of both niva-
tion and cryoplanation landforms with snow (Hall, 1997b), and the occurrence of
such features in this area, a more holistic approach to weathering is required than
the simplistic recourse to only freeze-thaw as the landform originator.

The evidence regarding the action of chemical weathering helps explain en-
hanced weathering at the base of cliffs and around large boulders as well as some
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TABLE 2

Water Temperature (in °C) at 13:00 for the Stream in the Viking Valley
Braided Channel System, Alexander Island, during the 1992-1993 Austral

Summer?
90 m Lake

Date Source 15m 26m 35m 50m 70 m (seepage) entrance Lake
21 Dec. 1992 0.2 0.4 stream frozen 2.7 —— stream frozen — 0.6
24 Dec. 1992 05 08 10 1.1 13 28 2.9 3.8 1.0
26 Dec. 1992 04 05 08 09 10 23 3.2 3.5 1.3
27Dec. 1992 063 03 12 12 13 26 3.7 39 2.0
20Dec. 1992 03 03 LI 16 18 35 5.6 2.5 1.7
31 Dec. 1992 ~————— stream frozen — 6.2 35 2.4
1 Jan. 1993 0.2 1.1 2.0 3.1 stream frozen 6.4 6.1 2.8
2 Jan. 1993 0.3 1.0 21 27 40 4.5 5.4 4.7 2.9
3 Jan. 1993 03 02 11 12 14 33 2.6 3.2 2.5
4 Jan. 1993 05 02 17 18 21 47 4.2 5.6 2.6
5 Jan. 1993 05 02 12 13 16 3.6 39 4.1 2.8
6 Jan. 1993 03 66 14 16 2.1 48 2.7 2.4 2.6
7 Jan. 1993 06 04 15 17 2.1 55 34 4.4 2.7
8 Jan. 1993 04 04 13 16 20 4.8 35 4.6 38

"Note that the siream was frozen and not flowing on the days not indicated.

of the gypsum precipitates. Considering the observed occurrence of snow along
the risers of terraces in this area, the moisture from snowmelt is highly likely to fa-
cilitate both mechanical and chemical weathering that play a combined role in ter-
race development. The observation of gypsum precipitates along the drainage
runnels of the terrace treads indicates both chemical weathering and transport in
solution of the weathering products. Their re-deposition by evaporation (from the
transporting water) also may enhance mechanical weathering on the treads by
crystallization pressures and ensuing thermal and/or hydration effects on the pre-
cipitates. Clearly, there is a need for greater consideration of chemical weathering
within the developmental model of such terraces.

In the Allan Hills area of East Antarctica, pits observed in dolerites are as-
cribed to solution etching (Conca and Malin, 1986) thereby recognizing the effects
of chemical weathering. Earlier research from this general region (e.g., Taylor
et al., 1979), however, has suggested that the extensive honeycomb weathering
seen here is likely the result of frost shattering, the moisture being supplied by
wind-blown snow. Therefore, we would argue, given the effects of moisture as in-
dicated by this discussion, the actual process(es) causing honeycomb weathering
may be one of any number of weathering processes. Taffoni could thus be formed
by a synergistic suite of weathering processes combined with wind- and/or water-
based transport of the weathered products. Recent temperature data from a taffoni
have indicated the role of thermal processes rather than frost shattering (Hall,
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Fig. 6. lon concentrations from sampling points in Viking Valley and a site on a ridge crest on
southeastern Alexander Istand.

1997a). Thus, as is the case with the terraces (noted above), there is a need for a
more comprehensive approach to the initiation and development of taffoni. In-
deed, even the very occurrence of gypsum precipitates along jointing and bedding,
which is attributed to meltwater during deglaciation, may have played a role in ini-
tiation, whereas present-day weathering may be quite different—possibly based
on thermal stresses in the absence of any water supply and the transport away of
the precipitates during taffoni growth.

Whereas it can be seen that chemical weathering is indeed active during the
Antarctic summer, its relative importance when compared to physical processes
could not be determined. Although there are some data pertaining to mechanical
weathering processes (Hall, 1997a), neither the chemical data presented here nor
the mechanical weathering information are sufficient grounds for any meaningful
judgment. Indeed, it will be extremely difficult to differentiate between the vari-
ous weathering processes in the field situation, owing to their synergistic interac-
tion and to the changes in that relationship over time (seasonal, annual, and on the
longer, crigin/developmental scale), It can, nevertheless, be stated that chemical
weathering is a component of contemporary processes that are shaping the Antarc-
tic landscape in this area.

CONCLUSION

The chemical analysis conducted from water samples in Viking Valley,
Alexander Island indicate that contemporary chemical weathering processes are
active in Antarctic environments where moisture is present. These findings sup-
port recent weathering studies (e.g., Green and Canfield, 1984; Weed and Ackert,
1986; Campbell and Claridge, 1987, Greenetal., 1988; Balkeetal., 1991; de Mora
etal., 1994), which have shown that chemical weathering processes may indeed be
significant in terms of bedrock alteration in cold environments. However, as has
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been shown with physical weathering processes (e.g. Hall, 1995), moisture is a
constraining factor when considering the effectiveness of chemical weathering. [t
is, therefore, only possible for contemporary weathering processes to occur during
the warmest part of summer when there 1s sufficient meltwater to provide mois-
ture. It should be noted, however, that this also is a time of high rock temperatures
and thus an environment highly conducive to chemical weathering is created for
this short summer period. The importance of chemical weathering in creating the
Antarctic landscape should, therefore, not be understated: it does occur and is a

crucial component.
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THE UTILIZATION OF THE STRESS INTENSITY FACTOR (X,.)
IN A MODEL FOR ROCK FRACTURE DURING FREEZING: AN
EXAMPLE FROM SIGNY ISLAND, THE MARITIME ANTARCTIC

Keviw HaLL

Geography Department, University of Natal, Pietermaritzburg, South Africa

ABSTRACT. A recent theoretical model to explain rock fracture during freezing (Hallet,
1983) offers a potentially valuable means for explaining weathering in the field. The
model utilizes the stress intensity factor (K,¢), and a value for this is derived for
quartz-micaschist, the main rock on Signy Istand. It is shown that the main problem
of the model for field applications is the attainment of a saturated state. However,
it does offer a theoretical framework against which field data can be evaluated, and
it provides a mechanism to explain why the cliff faces are mainly unweathered whilst
loose talus blocks show extensive breakdown.

INTRODUCTION

Freeze—thaw weathering 1s a process usually cited (e.g. Washburn, 1980) as a major
weathering agent in polar and high-altitude locations. Despite the apparent ease with
which it is quoted it is, nevertheless, a mechanism which is as yet little understood
and for which there are few quantitative field observations (McGreevy, 1981). In broad
terms there are three major controls: temperature, moisture and rock properties.
Although especially germane to the mechanism, data on temperatures are few (see
McGreevy, 1981 for a review) and those on moisture even rarer (Trenhaile and
Mercan, 1984; Hall, in press a; McGreevy and Whalley, in press). When considering
moisture it is apparent that its chemical composition is important (Williams and
Robinson, 1981; McGreevy, 1982; Fahey, 1985) and yet information on solutes of
rock moisture iz situ is limited to one sample from chalk (Kinniburgh and Miles, 1983)
and the recent analysis of four samples from this current study (Hall and others, 1986).
The properties of the rock have been considered to varying extents in different studies
with porosity, water absorption capacity, saturation coefficient and microporosity
being the most common ones cited (e.g. Fahey, 1985; Hall, in press a). There are,
however, other parameters such as compressive strength, specific energy index
(Sztavin, 1974) and fracture toughness which play an important role. Here it is the
use of the fracture toughness index (X0} which is to be considered.

Gunsallus and Kuthawy (1984) have stated clearly that the development of fracture
mechanics is based on the precept that a single parameter, K, the stress intensity factor,
can be used to represent the stress field ahead of a crack. The value of X is mainly
a function of the level of applied stress and crack size. The fracture toughness of a
rock is thus its critical stress intensity factor value. With knowledge of the value of
K¢ (cntical intensity factor mode I: the opening mode (Schmidt and Rossmanith,
1983)} for the particular rock under study and measurements of the crack length it
is possible, by means of a model suggested by Hallet {1983), to calculate the pressure
inside the crack for propagation to take place, and the temperature required to
generate that pressure,

The moisture content of the rock, and its chemical composition, affect both the
strength of that rock (Broch, 1979) and the operation of the model {(Hallet, 1983),
and therefore data on interstitial rock water is of vital importance. In addition, if the
rock is saturated or nearly so, then temperature is the major control on the tensile
8r. Antarct. Swe, Bulf, No. T2, 1986, pp. 53-60 53
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stress exerted by the growth of ice within the rock. So, for a valid utilization of K, .,
moisture and temperature data are required. In this study information has been
obtained, for the first time in a potar environmeat, on both of these parameters and
so the application of K,- can be attempted. However, the details on temperaure
(Walton, 1982), moisture (Hall, in press a) and rock properties (Hall, in press a and
b)are given elsewherc and itis ooly the derivation and application of K| - to freeze—thaw
studies within a maritime Antarctic environment which are presented here.

STUDY AREA

Data and rock samples were collected from Sjgny Island (Lar. 60°43’S, Long.
45° 38° W), one of the smaller islands in the South Orkneys group (Fig. 1). Signy is
¢. 8 km north to south, c. 4.8 km east to west, has an area of 19.94 km? and rises to
a height of 279 m. Approximately one-third of the island is covered by an ice cap,
but much of the rest of the island is subject to long-term snow cover and the whole
is an area of discontinuous permafrost. Running water is limited and mainly confined
to a few small streams along the margins of the ice cover,
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Geologicaily the island comprises metamorphosed sediments, primarily quartz-
micaschist with smaller outcrops of amphibolites, quartzites and marbles (Mathews
and Maling, 1967; Storey and Meneilly, 1985). Climatically it is a typical cold, cceanic
island with a mean monthly temperature of —4°C but with the surnmer three months
slightly above freezing (Collins and others, 1975). The precipitation is 0.4 m yr~! and
is mainly in the form of snow, except for January and February when rain can
predominate. The mean amount of sunshine is only around 1.5 hr day~! with average
wind speeds of about 26 km hr™!. The vegetation is typical of the maritime Antarctic
and is comprised of fructicose lichens, cushion mosses and occasional areas of the grass
Deschampsia antarctica (Smith, 1972). There are extensive areas of patterned ground
(Chambers, 1967).

TECHNIQUES AND APPROACH

Samples of quartz-micaschist were collected from various positions on rock
outcrops and the ground surface for a variety of altitudes and aspects. In addition,
sampiing was undertaken in different environmental conditions during spring and
summer, i.e. from under snow cover, during snowmelt, in a meltwater rivulet, during
thawing of frozen ground, etc. The field moisture content of all samples was obtained
(Hall, in press @) and the rocks subjected to the irregular lump point-load test in order
to find their compressive strength (Broch and Franklin, 1972). As quartz-micaschist
is anisotropic tests were carried out both parallel and transverse to schistosity (Hall,
in press ). Data on temperature conditions on Signy at two vegetated sites are already
available (Walton, 1977 and 1982) but year-round micro-meteorological data logging,
by means of ‘ Datacapture” 16-channel recorders, is currently in progress at the three
reference Fellfield sites (Factory Bluffs, Moraine Valley and Jane Col: Fig. 1). Finally,
information on the sotutes available inside the rock has been obtained (Hall and others,
in press) as these may play a role in inhibiting (Mcgreevy, 1982) or abetting (Williams
and Robinson, 1981) frost action. Thus, measures of rock moisture content in Situ,
and 1ts chemical composition, together with point-load strength and a range of
temperatures to which the rock may be subject, have been obtained.

To obtain the fracture toughness (K;.) of the rock, the regression equation of
Gunsallus and Kulhawy (1984) was used, where

All point-load readings were index referenced to a standard 50 mm size (designated
15,,) following Broch and Franklin (1972, fig. 25). Although the regression equation
of Gunsallus and Kulhawy (1984) was not derved from quartz-micaschist it was
utilized here because no data are available for this rock type (see Atkinson, 1984).
Thus it was possible to obtain a value of K, which could be incorporated into the
model for the breakdown of rock due to freezing produced by Hallet (1983):

Kie = (2} p+o) @

wh;re Hailet (1983) defines / as the length of a 2-dimensional crack, P as the pressure
Inside the crack, and o as the “applied’ normal stress perpendicular to the crack plane
(tensile stresses being positive). Hallet's equation could then be rewritten as

Pekie(2) o

50 as to obtain the value of P required in the crack for propagation to take place.
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Table I. Vaiues of P (MPa m™) found for cracks of different lengths with a vaniety of overburdens.

Crack lengths (m)

Qverburden
thickness (m) 0.0001 0.0005 0.001 0.005 0.01 0.1
1 105.53 47.13 33.34 14.92 10.56 3.36
2 105.37 47.15 33.36 14.94 10.58 3.38
5 105.46 47.24 33.45 15.02 10.67 3.46
10 105.59 4737 33.52 15.10 10.80 - .60
50 106.67 48.45 34.66 16.24 11.88 4,68
[00 108.03 49.81] 36.02 17.60 13.24 6,04
150 109.38 5116 37.37 18.95 14,59 7.3

As overburden pressure plays a role in determining the value of P, the mean density
of the rock was determined and so the compressive pressure was then calculated for
various thicknesses of overburden and entered into equation 3. Finally, accepting that
internal ice pressure increases with negative temperatures at a rate of 1.14 MPa deg™!
(Hallet, 1983) for any saturated rock, it was possible to calculate what temperatures
would theoretically be required to generate these pressures and then to compare them
with the island temperature records.

RESULTS AND DISCUSSION

The mean of 50 X, values derived from point-load tests via equation | was found
to be 1.32 MN m™. The range of K, values was low, varying between 1.4891 (for /s,
normal to schistosity 3.81 MN/m?) and 1.2000 (for I3, parallel to schistosity
0.1 MN/m?) despite taking values both transverse and para]lel to schistosity. There-
fore, utilizing this value of X, together with crack lengths (/) of 0.0001, 0.0005, 0.001,
0.005, 0.01 and 0.1 m, together with o set for overburdens of 1, 2, 5, 10, 50, 100 and
150 m, it was possible to generate a variety of results for P (Table I). The value of
o was derived from the density of the quartz-micaschist (¥ of 20 samples = 2.76 g/cm?)
multiplied by 4 (the height of a column of uniform cross-section) times acceleration
due to gravity.

The values of P shown in Table I are based upon a saturated state. If this
presumption is accepted then, knowing the rate of pressure increase with decrease in
temperature {1.14 MPa deg™!) it is possible to calculate the theoretical temperatures
required to achieve these pressures (Table II). If the rock is not saturated then this
model (equation 2) is said not to give adequate results (Hallet, 1983) but, nevertheless,
it does provide a hypothesis for comparison against observed temperatures.

The theoretical values shown in Table I are constrained by the degree of saturation
of the rock and temperatures from actually achieving the required levels. Results of
moisture determinations (Hall, in press a) show that most samples were less than 509/
saturated. However, of a sample of 47, eight showed > 905, saturation, with four
fully saturated, and a further 10 had > 509, moisture content. Those samples with
the higher moisture contents all comprised small blocks residing on the ground either
in melt rivulets or from under melting snow. Samples taken from the wetter, outer
faces of vertical cliffs and from small rock outcrops all showed low (15-30%, ) moisture
values. Consequently, on Signy Island it would appear that the model of Hallet (1983)
can only be practically applied to blocks that have been released from the cliffs.

Qualitative observations and the results of engineering geology tests (Hall, in press
b) all indicate that the cliffs have been subject to very little weathering. Further, the
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Table II. The calculated temperatures required to gencrate P (as given in Table I) for different crack
lengths and overburden pressures.

Crack lengths {m)

Overburden
thickness (mt) 0.0001 0.0005 0.001 0.005 0.01 0.1
| —92.41 —41.34 —-29.25 —13.09 —-9.26 —2.95
2 —92.43 —41.36 -29.27 —i3.11 —9.28 —2.96
5 —-92.51 —4[.44 —29.34 —-13.18 —9.36 —3.04
i0 —92.62 —41.55 —29.40 —13.25 —9.47 -3.16
50 —=93.57 —42.50 —30.40 —14.25 —10.42 —4.11
100 —94.76 —43.69 =31.60 —15.44 —11.6} -5.30
150 ~95.95 —44 88 —16.62 —12.80 —12.80 —6.48

analysis of solutes from inside rocks taken from a cliff face (Hall and others, 1986)
also shows that minimal chemical weathering has occurred. What weathering has
taken place on the cliffs appears to be associated with large blocks bounded or
associated with discontinuities (lithologic, structural, etc.). Certainly these dis-
continuities may be preferential sites -for moisture and, with the larger crack size,
require less severe temperatures for crack propagation. However, the model of
Hallet may not be applicable to this situation.

What is apparent is that it is the small released blocks and the undersides of
overhangs that show the greatest amount of weathering. The overhangs are certainly
subject to gravity on the unconstrained lower edge where schistosity is parallel to the
ground, and this must abet any weathering agent. The small blocks on the ground,
which are most vulnerable to weathering along the planes of schistosity, appear to
show the greatest amount of damage. This may be for a number of reasons: greater
moisture content, damage dunng fall, a greater number of effective temperature
events, freezing from several faces and the possible additional effects of hydrofractuning
(Powers, 1945; Hallet, 1983).

If, as was found to be the case, some of the blocks had a high moisture status then
the main control on rock destruction by crack propagation is that of temperature.
Temperatures measured at the ground surface show values as low as —25°C, with
events between 0°C and —15°C fairly common at sites with little snow cover.
However, these are surface temperatures, whereas the crack-walil temperature and the
rate of cooling (slower rates being preferential) are the actual controlling factors.
Walder and Hallet (1985, p. 342) state ‘Clearly, crack growth for a fixed final
temperature is greater, the lower the cooling rate’ but experiments currently in
progress on the quartz-micaschist show (Fig. 2) that the rate of fall towards a final
temperature is faster for a large-amplitude freeze than for a small-amplitude freeze.
This is the case even where the small-amplitude freeze has a faster environmental rate
of fall of temperature (4.2 deg h™ as against 3.0 deg h™%). Inside the rock the rate of
fall is some three times faster, over the same range, when the final temperature is —6°C
as opposed to —3°C and both rates (c. 1.6 deg h™! and 0.45 deg h~') are in ranges
suggested to be too fast to be efficient by Walder and Hallet (1985, p. 342).

However, an unconstrained block sitting on the ground is subject to cooling from
the surrounding air on five faces, and not one as on a cliff face. In this case, water
may be forced ahead of the freezing fronts towards the centre of the block and produce
a closed system. The effect of this water pressure could be to cause hydrofracture
during freezing and such a situation would be most likely ‘... during rapid freezing
in rocks that are saturated, or nearly so, when slow crack growth due to ice segregation



213

58 HALL
°C
01 a—a 9 mm am=—a 9 mm
o—0 18 mmjyon -6°C cycle o--8 19 mm on —=3°C cycle
—051 w—x 44 mm »—-a 44 mm
-1
\\
R R ettt N
=15+ a ~
e R .
= Pl T a_ “-.‘__“— -
T
-2 4 Vi ‘-.__.__;%QA.';\_‘-‘—/ -
e e .
‘-“\t::t\\ [}
-2.5 \\‘:\‘.‘/
~——
—31
\\ ~
\\ \\.
-35 ; N

05 10 15 20 25 30 35 40 45 50 55 60 65
Hours

Fig. 2. Plots of temperatures at various depths within a quartz-micaschist biock. The cuvironmental rate
of fall of temperature for the —6°C cycle was 3 deg h™? and for the —3°C-cycle 4207

is unable to accommodate the volumetric increase associated with the H,O-phase
transition” (Walder and Hallet, p. 343). Thus, whilst siow rates of fall of temperature
are required for the cliffs, but are not apparently found above a depth of ¢.0.6 m where
the rock is almost dry (Hall, submitted), it is the faster rate which would be most
destructive for the loose blocks. It is suggested that hydrofracturing is the cause of
rock destruction for the loose block, when saturated (or nearly so) and experiencing
a relatively rapid rate of fall of temperature inside the rock from several faces, thereby
producing a closed system. This hypothesis, based on the utilization of the stress
intensity factor and its application to cliff-faces and talus blocks, appears justified both
upon the basis of field observation and on empirically derived data.

The above discussion appears to fit the field evidence and, as such, offers an
explanation for the pattern of rock breakdown found. However, the role of other
mechanisms such as salt or insolation weathering in aiding breakdown cannot be
ignored. Further field and laboratory studies are currently in progress and determine
the role of these other agents and how they interact with freeze—thaw. In addition,
the role of events at levels below apparent threshold levels must be considered, for
as Mura (1981, p. 268) states ‘It is well known that materials fail under repeated (cyclic)
loading and unloading at stresses smaller than the static fracture stresses. The
magnitude of the stress required to produce failure decreases as the number of cycles
increases.” Thus, whilst the stress intensity factor and its application in models is a
great step forward in our theoretical understanding of * freeze-thaw’, great care must
be taken in its appiication to a field situation. Indeed, Walder and Hallet (1985) have
pointed out that thaw is not a prerequisite for continued crack growth.
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CONCLUSION

The use of the stress intensity factor (K,.) via such models as that suggested by
Hallet (1983} appears to offer a good theoretical framework for more sophisticated
investigation of {reeze—thaw weathering. The greatest difficuity in the application of
the model to the real world is its requirement for a saturated state. To date the
utilization of the stress intensity factor has been towards explaining open system,
bedrock breakdown (Walder and Hallet, 1985) where abundant water supply is said
to be ‘quite plausible’. However evidence from the maritime Antarctic would suggest
that this saturated condition is definitely not the case in bedrock and so its applicability
for bedrock may be limited in this environment. Nevertheless, it does offer a means
of explaining why small, unconstrained blocks do show breakdown when cliffs do not
and, importantly, it offers 2 means of deriving important theoretical data against
which to test field data. At present, the testing and application of both X, and the
models utilizing it is limited by insufficient field data on temperature, moisture and
moisture solutes. Once we obtain extensive information on these controls it will be
possible to better determine the applicability of the models to the real world.
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ABSTRACT

As part of a study on freeze—thaw weatliering in the manitime Antarctic an investigation was made of the physical properties
of the local rock. Tesls were made of point-load compressive strength, Schmidt hammer in situ rock strength, moisture
content, indentor resistance and the size range of weathering products. The resulting data were used to consider the form of
freeze-thaw weathering operative in the field and its relationship to laboratory simulations. A distinct difference between
‘massive rock’and ‘intact rock’ is observed in the field. It is suggested that future studies should generate a greater database
pertaining to rock properties as it is an invaluable aid in the study of mechanical weathering,

KEY wORDS Maritime Antarctic  Freeze-thaw  Hydrofracture Engineering techniques

INTRODUCTION

Part of British Antarctic Survey’s Fellfield Programme in the maritime Antarctic involves a feld and
laboratory investigation of mechanical weathering of quartz-micaschist (Walton and Hall, submitted). As part
of this study it was felt that a better understanding of how and why the rocks were weathering could be-
obtained if some knowledge of their physical properties was established. To date, many weathering studies
have neglected the properties of the rock(s) under investigation and this gap in data hinders detailed
understanding and analysis of resuits. The aim of this present project was to establish a database of
information relating to both the rocks themselves and the conditions which they were experiencing; this need
became even greater when it was found that there was a dearth of published information pertaining to
quartz-micaschist. Having obtained the data on rock properties these could then be applied to the hypotheses
and findings relating to freeze-thaw,

Data on the engineering properties of most rocks are available, but geomorphologists involved in
weathering studies have, as shown by McGreevy and Whalley (1984), been reticent to use such information. In
the context of this present study, there is information available on the properties of schist and the effects of
schistosity (e.g. Bell, 1983; Brown et al, 1980; Deere and Miller, 1966, and Goodman, 1980 being recent
examples) but a number of early simulation experiments which used schists (e.g. Brockie, 1972; Wiman,
1963; Martini, 1967) neglected to consider the properties of the rocks under test. More recent studies
{Lautridou, 1982; Mottershead, 1982; Fahey, 1983) have detailed the grain size analysis of the weathering
products whilst Fahey (1983) has also given data on water absorption and retention for schist. Finally,
Trenhaile and Mercan (1984) obtained, for a coastal environment, actual field saturation percentages of schist
which, dependent upon sample position with respect to the lide, were seen to vary between 256 and 930 per
cent.

0197-9337/87/020137-13306.50
© 1987 by John Wiley & Sons, Ltd.
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However, as informative as the results of the above studies are, they refer to schist and not quartz-micaschist
for which there appears to be a distinct lack of information. Wolff (1981, Tables 4.3 and 4.6) gives data on the
porosity (469 per cent) and permeability (3-8 x 107 m s ') of weathered quariz-micaschist, but no data on
unweathered rock could be found. Hall (in press) showed that variations in quartz content and the form of the
quartz (i.e. pods, thick or thin bands, etc) had an effect on the properties of that rock with respect to moisture
content. Some of those data wili be briefly repeated here together with new information on compressive
strength, indirectly derived estimation of tensile strength, rock mass strength, indentor tests and weathering
product sizes. This data will then be used to evaluate the weathering of quartz-micaschist, but the resuiting
findings will then be considered in the context of maritime Antarctic weathering in general.

STUDY AREA

All of the rock samples were collected from Signy Island (60°43'S. 45°38'W), one of the smaller islands in the
South Orkney group (Figure 1). Geologically the island comprises metamorphosed sediments, mainly
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quartz~micaschist with smaller areas of amphibolites, marbles and guartzites (Mathews and Maling, 1967).
The island is smali, being only 8-0 km north to south and 4-8 km east to west, with an area of 19-94 km? and
rising to a height of 279 m. Approximately one-third of the island is ice covered and much of the rest is subject
to long-term snow lay, and it is an area of discontinuous permafrost.

TECHNIQUES

Samples of rock were collected [rom all parts of the island and included both loose blocks obtained from screes
and moraines as well as material derived directly from rock outcrops. An attempt was made to collect samples
representative of the observed variations in quartz content and form. Upon collection, samples were weighed
so that, after drying, an evaluation of their field moisture content could be obtained. Samples were then subject
to the irregular lump point-load strength test following the procedures set out by Brock and Franklin (1972). As
quartz-micaschist is anisotropic, tests were undertaken both parallel to, and normal to, the direction of
schistosity. Results are subject, for a number of reasons (see Broch and Franklin, 1972) to a percentage error
but an attempt was made to minimize this by conducting a number of tests and taking their mean value.
According to Deere and Miller (1966) there is a strong, positive correlation between compressive strength and
point-load tensile strength with, according to Szlavin (1974, Figure 4), tensile strength being approximately
one-fifth of the compressive strength. Using a National Coal Board indentor, tests were undertaken on rock
flakes, both collected in the field and derived from point-load tests, to gain an evaluation of their hardness and
degree of weathering at a microscale.

In the field, estimation of the compressive strength of the in situ rock was obtained by means of a Schmidt
hammer. Although the instrument actually measures hammer rebound due to rock hardness, this value is
directly correlated with compressive strength (Day, 1980). However, the use of the Schmidt hammer was
limited by the nature of the quartz-micaschist, for its uneven surface texture has an effect on the readings
(Williams and Robinson, 1983). In addition, use of the hammer parallel 10 schistosity was frequently inhibited
by the destructive collapse of the mica laminae under bammer impact, thereby lessening the reading
considerably. Despite these problems, a limited number of readings were obtained which were able to be used
and integrated into a Rock Mass Strength (Selby, 1980} study.

Samples of weathered material, collected from a variety of locations in the field, were analysed for their grain
size distribution. As the size range of the weathering products is a function of the rock concerned and the
processes that it has been subject 10, the data aliowed for comparison with the results of other workers and with
the material derived from simulation experiments. Finally, in the laboratory, tests were undertaken on the rock
samples, following the procedure of Cooke (1979), to determine their porosity, microporosity, water
absorption capacity and saturation coefficient.

RESULTS

Blocks of quartz-micaschist were subject to the point-load strength test with, as the rocks are anIsotropic, tests
carried out both parallel and transverse to schustosity (Table I). Using resuits from the same rock sample it was
found that, on average, the rock was 70-2 per cent (s = 26-17) weaker when the load was applied parallel, rather
than normal, Lo schistosity. Following the strength designations of Broch and Franklin (1972)the results of the
testsare presented in Table I1. It can be seen that when tested normal to schistosity the bulk of the samples (743
per cent) are in the compressive sirength range ‘High' to ‘Very high’ whilst only 174 per cent of those tested
parallel to schistosity managed to achieve the rating ‘High’. In all tests moisture contents were determined and
found not to be sufficient to diminish point-load strength according to the findings of Broch (1979).
Deere and Miller (1966) show that there is a very strong positive correlation (+0917 to +(0-947) between
uniaxial compressive strength and tensile strength with, according to Szlavin (1974) tensile strength being
about 20 per cent of the compressive strength. Thus, the tensile strength of the rock is dominantly ‘Low’ to
‘Medium’ when tested normal to schistosity and *Very Low’ 10 ‘Low’ when stressed parallel to schistosity
{Tabie II).
‘ Data on the in situ compressive strength of the rock was obtained via the Schmidt hammer. Despite its
limited practical use in this present situation a number of readings were obtained, the analysis of which showed
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Table . Some results of point-load tests

Rock

Direction

MN/m?

Moisture
content ( %)

Quartz-micaschist

Quartz-micaschist

Gamet rich Qms

" = "

Quariz-micaschist

" "

Quartz-micaschist

" b

Rich in quariz Qms

Quartz-micaschist

Qms—rich in quartz

Qms—2'5 mm laminae
+ garncts

Gently folded, many
small bands

Folded thin bands

- " "

-

- -

-.H-— -

- -

-

-

- -

-

1

J

-

-

,—

+
I
t

+
[
4

-—e

-—

+
]
*

1-31
015
317
0-101
384
506
171
174
005

079
110
115

1-55
0-48
025
I-14
1-2

098
G-94
401

0-39
094
0043

498
1-08

361
273

025
225
055
019
2905
041

=032
{05g)

=01
(04 g)

17

022

0-23

023

015

013

G-10




220

UATTZ-MICASCHITT AND FREEZE - THAW WEATHERING 14|

Tabie Il Compresirer g iemmile rock wrengih for guarts-maarhud
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Compressive sprengih
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that large resultani variations, due to the quartz snclusions, could be found within smail areas. An example of
hammer rebound varnbility is shown in Figure 2 where the readings were obtained (rom a large block on the
beach at Factory Cove, [t can be seen that the average hammer readings for micaschist are lower than those of
quartz-micaschist whick are, i orn, less than ihose of quarte Thus, care must be 1aken in the use of the
hammer rebound values as readings taken directly on quartz would indicate strength ratings greater than that
of 1he rock a1 8 whole Whilst the role of quartz inclusions in increasing strength values could be seen, no
sguficant cormelation berween hammer value and the form of the quartz inclusion was found. Hammer
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readings for quartz-micaschist at other localities around the island indicated mean values between 52-5 and
$7-7 taken normal to schistosity and 17-4 to 44-4 parallel 10 schistosity; details of results are given in Table [IT.

Aithough the hardness of the rock is itself of little relevance o weathering studies, the use of an indentor
allowed a semiquantitative indication of the degree and depth of weathering at a microscale. Simplistically,
those areas which had a brown, rusty colouration were considerad to show ‘weathering’ whilst those of a
silver—grey colour were not. Although this test is more applicable to the assessment of the chemical
deterioration, it was nevertheless felt to be a usefu] addition insofar as it was at the microscale and, in a sense,
the resistance of the flake 1o the pressure of the indentor needle gave some idea of strength at this level. Graphs
of the movement of the needle {"Tum’) versus amount of penetration are given in Figure 3 and they show that,
generally speaking, greater penetration was achieved for brown areas. However, some surficially grey spots
indicated weaker, more weathered zones beneath the surface and some brown zones showed weathering to
only a shallow depth {¢. 0-2 mm) and then they had a bardness more similar to the grey sites. For a needle
movement up to (-6 mim, all the brown-coloured positions showed greater penetration than did the grey. One
brown (7.5 YR 5/8) spot on a flake from a block of highly-weathered (i.e. soft and friable) quartz-micaschist,
which had a low quartz content, showed a 0-885 mm penetration for a turn of 1-4 mm and an 85 per cent greater
penetration when compared with a grey site for the same amount of tum.

Details of the findings on rock moisture content, rock porosity, water absorption capacity and saturation
coefficient have already been presented (Hall, in press) but as much of this information is pertinent to this
discussion a brief summary will be given. It was found that moisture content varied with the form and amount

Table 1L, Details of Schmidt hammer tests

Hammer reading Cede in
Orientation Rock x 5 n Details Figure 2
é Micaschist 383 74 11 Finely schistose A
é Quartz 62:6 35 13 Nodules of quartz A
% Micaschist 39-4 80 20 'Slabs’ of schist B
wd Quartz SIS 89 13 Slightly fractured bands of quartz Bi
- == Qms* 429 94 20 Highly foliated, weathered C
=t Qs 549 59 20 Schistosity dipping at 38° D
- = Qms 306 93 22 Shows signs of weathering E
— == Quariz 615 31 20 Quartz bands F
- = Qms 584 4-5 29 Thin quartz bands stand proud G
- = Micaschist 52:6 64 16 Finely laminated section G
- — Quartz 66-9 26 13 Quartz bands G
- = Qms 54-6 81 22 Quartz bands stand proud; signs of H
weathering
- = Qms 531 54 25 Very fine schjstoéity + fine quartz I
bands
- % Qms 174 42 14 Very soft and highly weathered -
—_— Qms 57-7 7-3 22 Very fine foliation + quartz bands -
— % Qms 44-4 119 16 Very fine foliation + quartz bands -
= Qms 525 &7 17 Coarse foljation + quartz bands -
= Qms 478 80 19 Coarse (oliation + quartz bands -

* Qms = Quartz-micaschist.
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Figure 3. Results of indentor tests

of quartz inclusions, with the quartz-rich end of the spectrum having lower water contents (x = 0-30to 0-32 per
cent) than the micaceous end (X = 1-17 per cent). Although actual water amounts appeared low (range 0-12 to
1-27 per cent), the degree of saturation varied from fuily saturated through to only 14-3 per cent saturation.
Rock porosity ranged between 0-55 and 4-65 per cent with water absorption capacities (percentage) from 0-41
and 3-45. Saturation coefficients appeared to reflect the observed amount of field moisture for the bulk (63 per
cent) of samples and to be a good indicator of potential frost susceptibility. The biggest problem was the lack of
a method to determine the distribution of the water within the rock; to tell whether it was disseminated or
within a specific zone.

Finally, analysis of the size range of weathered material collected in the field was undertaken as this is the
end product of the weathering processes. Although there may have been some additional comminution of
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material resulting from abrasion during sieving, it is thought that the results still closely indicate the true size
range. The results of the size analyses are shown in Figure 4 in which it can be seen that the coarse [raction
{c. 70 per cent > granule) predominates. Whilst the coarse component may well reflect mechanical weathenng,
the result of samples (Nos. 111a and 111b) from a site with a strong chemical weathering component showed a
greater fine fraction. There appeared to be a small peak of matenalat the + 3¢ size grade which may reflect the
lower size range of quartz particles.

DISCUSSION

Bell (1983, p. 88) states “The type of weathering which predominates in a region is largely dependent upon
climate, which also affects the rate at which weathering proceeds. The fatter is also influenced by the rock mass
concerned, which in turn depends on its muneral composition, teéxture and porosity, and the incidence of
discontinuities within it’. In geomorphological studies the role of climate has been recognized and attempts to
monitor significant parameters, although to a lesser extent than one would think {McGreevy, 1981), have been
undertaken but the properties of the rock mass have, by and large, been ignored (McGreevy and Whalley,
1984). In this study an endeavour has been made to take cognisance of some of the physical properties of the
rock concerned, and an attempt will now be made to consider them in the context of mechanical weathering of
quartz—micaschist in the maritime Antarctic. The findings will then be considered in the wider connotatien of
Antarctic mechanical weathering in general.

The Schmidt hamrmer results (Table III) give a good reflection of the strength of the massive rock with, on
the engineering-grade classification of Day (1980, Table 4), the buik of the quartz-micaschist falling into the
range of ‘slightly weathered’ to ‘moderately weathered’. The qualitative descriptions for these groupings, as
given in Fookes et al. (1971, Table 2), perfectly fit the field observations with an extensively weathered site
showing a low average hammer reading (x = 17-4) which equates to *highly weathered’ on the engineering-
grade classification, That hammer readings parallel to schistosity did not show significantly lower readings
than those normal ta schistosity is attributed to, in most cases, the limited amount of weathering and the quartz
inclusions which greatly increased hammer rebound. Whilst the hammer values for micaschist in Table III are
fairly simijlar to those of Bell (1983) and Deere and Miller (1966) those of the guartz-micaschist are
significantly higher, reflecting the presence of the hard quariz inclusions. Thus, although there is variety in the
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Figure 4. Results of grain size analyses for five samples
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readings, and care must be taken in reading the quartz only (too high an average) or collapsing schist edges {too
low an average), the hammer readings indicate that the cliffs have not been subjected, in most cases, to extensive
weathering. The hammer readings substantiate the point load test results (see below) and so may be used as a
rapid guide to the generalized state of rock; a point made by Day (1980, p. 79; 1981, p. 170},

An attempt was made at investigating the Rock Mass Strength (RMS), following the procedure of Selby
{1980), incorporating Schmidt hammer values as indicators of intact rock strength. Results of this (Figure 5)
gave an RMS score of 79-83 for the ciiffs at Factory Blufls when values for joints (spacing, orientation and
width) were given for the major discontinuities and values of 57-63 when values for the schistosity itself were
used. These values then rate the cliffs as ‘strong’ and ‘moderately strong’ respectively (Selby, 1980, Table 5).
When the RMS rating is plotted against the angle of slope they sit almost exactly on the regression line of Selby
(1980, Fig. 4), thereby fitting with the test vaiues found for other locations in Antarctica and New Zealand and
s0 indicating the {p. 48)". . . appropriateness of the classification parameter and the values assigned to them’,

At the microlevel, the indentor tests gave a quantilative representation of hardness and an indication of rock
strength. Unfortunately, the National Coal Board indentor that was used, which has a needle-point indentor
and does not constrain the rock flakes, does not lend itseif to direct comparison with the results of Cook et al.
{1984} who used a large indentor on confined samples. However, it can be seen (Figure 3), as would be expected,
that the quartz is much stronger than the mica with the needle of the indentor penetrating/flexing the mica up
to 85 per cent more than the quartz. Direct comparison between the ‘brown’ (weathering rind?) and ‘grey’ sites
does show the former to be initially softer, but then there is variety with some grey locations being softer
beneath the surface whilst some that were surficially brown were harder than the grey at depth. However, this
information pertains largely to chemical weathering at the microscale and does not indicate any significant
distinctions with respect to the overall mechanical strength of the massive rock. What the indentor record may
indicate, are the positions where small-scale surficial weathering might first take place as oot only is the rock
weaker but also the chemical weathering may have produced a greater water absorption coéfficient thereby
improving the potential for frost action. It is hoped to test these ideas in order to evaluate the potential of the
indentor as a tool in weathering studies.

Particle size analysis of weathered matenal collected [rom on or below quartz-micaschist outcrops (Figure
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4) clearty showed a preponderance of coarse matenal (> granule), as might be expected from an environment
where mechanical weathering is dominant. The samples (111a and b} collected from a ledge on a cliff face at
Factory Blufls which, qualitatively, appeared to be subject to a greater amount of chemical weathering (the
rock is ‘soft’, friable and severely discoioured) showed a marginally greater (c. 4 to 14 per cent) amount of finer
materal than the other samples. The percentage of products finer than + 4¢ in 111aand b was also greater (c. 2
per cent), indicating a further breakdown as a probable result of chemical action. The large amount of coarse
material in all samples must be, in part, attributed to the quartz inclusions which are not readily or rapidly
diminished in size by the mechanical weathering. The small peak at the + 3¢ level found in some samples may
represent the lower level (very fine sand) of quartz communication. '

In simulation studies Lautridou and Ozouf (1982) found that schists usually produce very little fine material
except in the case of the freezing of chemically weathered schists; a situation somewhat analogous to the Signy
samples [ 11a and b except for the incorporation of the extra, coarse-sized quartz particles. Overall, the results
of this current study were fairly similar to those of Lautridou {1982, Fig. 2) for a freeze—thaw simulation of
schist, with freeze temperatures of — 8°C, for 500 cycles. The application, though, of Lautnidou’s 500 cycles io
the field situation of a cliff-face could translate to an extensive period of time when considering local moisture
contents (Hall, in press) and temperatures (Walton, 1982). For, on Signy, even assumung a preferential location
with adequate meisture, although temperatures do go well below —8°C they rarely do this on other than an
annual freeze—thaw cycle. Therefore, ignoring the potential effects of negative temperature oscillations about a
subzero frecze-point and stress variations of negative temperature cycling (Hall, 1980) which are currently
being investigaled, comparable breakdown would probably be on a scale of greater than one cycle equating to
one year. In other words, weathering would be relatively slow; an attribute indicated above from other lines of
evidence.

Moisture is, particularly in the context of freeze-thaw weathering, a prerequisite because, even if
temperatures are conducive, . . . in the absence of water no frost damage occurs’ (Litvan, 1974, p 21). However,
data on rock field moisture contents are extremely rare (Trenhaile and Mercan, 1984; Hall, in press) and, as a
consequence, many simulation studies have little resemblance to real world situations (Trenhaile and Mercan,
1984;: McGreevy and Whalley, in press). Thus, 1o a study of this kind knowledge of moisture levels and their
variability is of prime importance, for without this information interpretation of processes and rates is almost
impossible.

[t was found (Hall, in press} that the moisture content of cliff-face rocks was low whilst that of loose blocks
residing on the ground was much higher, with some even being fully saturated. The low degree of saturation for
the cliffs is thought to be due to four main factors: (1) the water absorption coeffictent for the rock is low, (2) the
schistosity is normal to the direction of water movement which thus does not increase the ability of the rock to
take-up water, (3) water moving down the steepcliff-face has orly a short reside time, and (4) availabie moisture
is limited (precipitationis¢.(-4 m y~ ). Despite their low absorption coefficients, many of the loose blocks that
reside in the soil, or in areas along which water moves and ponds, are able to take up more moisture as they are
in contact with the water for a longer time, they have a larger contact area, and water may be able to enter
directly along the lines of schistosity.

Finally, the compressive strength values (Table II), as shown by the point-load test, indicated a high strength
range when tested normal to schistosity. As all the cliffs examined had schistosity normal to the cliff-face, this
explains the ability of the rock to maintain high, sieep faces. However, it is the much weaker tensile strength
parallel to schistosity which is exploited by crack tip propogation in forcing the laminae apart during
mechanical weathering.

With respect to destruction by mechanical weathering processes it is important te know both the forces that
the mechanisms can exert and the strength of the rock which is available to resist them, and the factors
influencing these interactions. Hallet (1983} has shown that the theoretical stress intensity factor (K, ) for fissile
metamorphic rocks is low and, as a consequence, if sufficient moisture is available then only smail pressures are
required 10 facilitate crack propogation under freezing conditions. As the tensile strength of the rock is very
low, when stressed normal to the schistosity, then neither the forces available to propogate the cracks nor the
forces available to resist them are high and so failure along lines of schistosity is, subject to the controls of
temperature and moisture, theoretically relatively ‘easy’. According to the equation of Hallet (1983) the



226

QUARTZ-MICASCHIST AND FREEZE-THAW WEATHERING 147

pressures required for crack extension would be low and that means temperatures need not go severely negative
to achieve sufficient stress to cause failure; the relationship of pressure to temperature being 1-14 MPa°C™ "
However, compressive overburden pressure increases the force required to promote crack tip extension
(Hallet, 1983; Hall, submitted) where, as in the case here, schistosity is normal to the cliff-face. The effect of
overburden may, in fact, not appear unduly great with, for example, temperatures required for crack extension
being depressed by 1-2°C and 3-5°C for overburdens of 50 m and 150 m respectively (Hall, submitted).
However, these are crack wall temperatures and, subject 1o the availability of moisture, may be sufficient to
exercise the difference between an effective or non-effective event, particularly with respect to the smaller, more
rapid subzero oscillations. In addition, subjective observation and available data tend to indicate that it is the
base of the cliff that may be wetter, but there the overburden is greatest and so cooler temperatures are required
for crack growth compared to the higher, but drier, locations. It is the loose blocks, which have no overburden
effects and appear to have more frequent higher moisture contents, that will experience the greatest number of
effective events.

However, the loose blocks may be subject to a number of deleterious effects that the cliff does not expenience.
The blocks may be fractured or damaged by the {all itself, estimation of which is difficuit to assess. The damage
may compnse extension of crack or schistosity length, and this means according to the equation of Hallet
(1983), that temperatures need not be so severe to produce crack propogation (Hall, submitted, Table II).
Perhaps more significant though, is that the loose blocks, if they are able to obtain moisture, may be subject to
hydrofracturing as they have simultaneous freezing-plane penetration from several surfaces (Walder and
Hallet, 1985; Hall, submitted).

It is suggested that the combination of greater moisture availability, the potential for hydrofracturing, and
the lower temperatures required for crack tip extension explain why many of the loose blocks show greater
breakdown than do the cliff faces. Almost certainly it is moisture which is the major control, for small blocks in
positions of poor moisture acquisition (i.e. on the top of a moraine, surface of a large scree slope, etc.) also
rarely show any sign of breakdown. Conversely, some blocks which are found in areas of good water supply,
even sometimes standing in pools, may show no apparent sign of breakdown. When tested, these rocks are
found to have very poor absorption coefficients and so, despite its availability, the rocks had low interstitial
water contents. Thus, weathering is a result of the complex interrelationship of temperature, moisture and rock
properties; all three need to be favourable for damage to occur.

An implication of zl] the foregoing is that, with respect to Signy Island, the bulk of the breakdown to finer
material takes place after large blocks have been detached. These large biocks are broken-free along major
boundaries (e.g. joints, lithologic, faults, etc) where there is adequate moisture available. The released block
and the pieces broken off during its fall are then more readily broken down. The loss of the block from the cliff
now means that there are overhangs/notches within which, on the floors and the roofs, the rock is
unconstrained. At these positions the temperatures required for effective frost action are not so low and the
splitting away of material is aided, particularly on the roof, by gravity and dilatational forces. It was noticeable
in the field that at such locations slabs of material from c. | mm to 0-2 m in thickness were readily puiled away
and that numerous loose pieces were scattered around,

In general, weathering studies require detailed information on temperatures, moisture content and rock
properties in both a temporal and spatial context. Limited sampling, in either time or space, may pive
erroncous results and hence incorrect process interpretation. In fact it is likely that, for any given location,
processes may change through time, both seasonally as the controls of temperature and moisture alter,and on
a longer limescale as rock properties change due to weathering effects. Information on these three main
controls are extremely rare in geomorphological studies to date with even the most ubiquitous, that of
temnperature, being limited to mainly surface data thereby negating knowiledge of crack wall temperatures and
rate of fal] of temperature with depth. Thus, the utilization and application of theoretical models such as that of
Hallet (1983) are imited by our lack of field data; a point overlooked by Walder and Hallet (1985, p. 342) when
they stated . .. the important conditions of . . . abundant water supply are quite plausible . ... At the
moment it would appear that theory has outstripped field observation and until adequate data are obtained
frorq the rpal w'orld, simulations and theo;eucal modelling are going to be of limited value. Certainly the data
obtained in this study on all of the considered controls indicate a complex and varying situation.
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CONCLUSIONS

The consideration of the engineering properties of rocks offers an imporiant input into mechanical weathering
studies and the utilization of rock fracture mechanics. The relatively simple point-load test allows for
information on compressive strength, tensile strength and the fracture toughness index to be obtained, thereby
producing data describing the rock properties exerting an influence on crack propagation. With point-load
data as a background it may be possible to utilize the more convenient Schmidt hammer to more readily obtain
comparable information within the study area. The indentor test has potential as a useful tool in weathering
studies far greater than was exploited here and more research on this is necessary. The monitoring of rock
water content, together with its chemistry, and the knowledge of the rock properties controiling moisture
acquisition are of central importance to mechanical weathering studies and no study is really viable without
such data. This database of information on the rock and its properties allows for a far greater insight into the
operative weathering processes.

Results from this study indicate that there is a significant difference between the responses of *massive rock’
and ‘intact rock’ to mechanical weathering. The ¢liffs (massive rock} appear to be aflected primarily along
major discontinuities whilst loose blocks are being exploited along the lines of schistosity. Explanation for
these differences is given by a combination of moisture contents, required temperatures and the effects of
overburden as described by the model of Hallet (1983). The relatively high compressive strength of the rock
(with load normal to schistosity) explains the ability of the cliff to maintain steep faces. At the same time, the
overburden pressure involved would increase the tensile stress needed, and hence require low temperatures, for
the effects of freezing to promote crack extension along the planes of schustosity. Conversely, in unconfined
blocks the tensile stress for failure 1s lower and, assuming adeguate moisture, very low temperatures are not
required for crack propagation. A major controlling factor is water content and this, in turn, is controlled by
both its availability and the absorption coefficient of the rock.

The distinction between massive and intact rock found in the field has serious implications for laboratory
simulations. Weathering rates found for blocks, even relatively large ones, may not be directly applicable to the
same material in the confined situation of a ¢liff. The cliff is an open system with unidirectional freezing whilst
the loose block is, due to omnidirectional freezing plane penetration, a closed system and hence may be
experiencing an entirely different form of *freeze-thaw’ weathering. Thus great care must be taken with respect
to experimentation and its relationship to the field situation,

It would appear that the use of engineering geology techniques to the investigation of mechanical
weathering processes is a profitable one. The extended database helps not only the understanding of the field
situation but also olfers a valuable background for the development of realistic laboratory simulations, The
obtaining of such data pertaining to the properties of the rocks also allows for the application of rock fracture
mechanics techniques, and hence a new nsight into the mechanisms and rates of rock breakdown. Without
such a database pertaining to the properties of the rock and its environmental situation, then simulations have
extremely limited application to the field, hypotheses are based on a great deal of conjecture, and the field of
study cannot really advance as theory cannot be justiftably applied. There is currently a great wealth of
technigues at our disposal and these need to be utilized in mechanical weathering studies, in all environments,
so that our explanations and ideas can rest on a more sound background of empirical information.
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ABSTRACT

By means of re-evaluating a number of properties of rock tablets left in the field for vz?.rying time
periods, an estimation of rock breakdown rates is attained. From data obtained during the last
five years, it would appear that rates are very slow, only of the order of 2%, mass loss per 100
years. These rates refer to omnidirectionally frozen, relatively wet _sgmplgs and, on the basis of
laboratory simulation results, are over 50 times greater than for umdlrecu_onally frozen bedrock.
It is suggested that mechanical weathering rates in the maritime Antarctic are very slow.

RESUME

En réévaluant différentes propriétés de tablettes de roche laissées sur le terrain pour des periodes
de temps variées, une estimation des vitesses de fragmentation de ces roct_les a éte ol.:ncnuc. A
partir des données recueillies pendant les cinq derniéres années, il apparait que les vitesses de
désagrégation sont trés lentes et atteignent seulement par siécle une perte de 'ordre de 2% de la
masse. Ces vitesses s¢ rapportent 4 des gels dans toutes les directions d’échantillons relativement
humides. Elles sont cependant 50 fois supérieures & ce qui se produit lorsque la roche gele dans
une seule direction. Ces données suggérent que la désagrégation mécanique des roches dans

I’Antarctique maritime est trés lente.

KEY WORDS: Maritime Antarctic Mechanical weathering Freeze-thaw Rock tablets Weathering rates

INTRODUCTION

One of the many questions concerning the nature
and efficacy of freeze-thaw weathering regards the
rate of operation. In recent years there have been a
number of attempts to quantify the rate of frost
shattering in the field (e.g. Fahey and Lefebure,
1988). Other studies have investigated temporal
and spatial variations in bedrock shattering but
have not monitored rates (e.g. Gardner, 1983). The
most detailed undertaking to date (Matsuoka,
1990) monitored the rate of frost weathering over a
five-year period and related the findings to the
controlling factors of rock temperature, rock
moisture content and the physical and strength
properties of the rock. A combination of these field-

1045-6740/90/010061-07$05,00
© 1990 by John Wiley & Sons, Lid.

derived data together with empirical relationships
obtained from laboratory simulations (Matsuoka,
1688, 1989) allowed Maltsuoka (1990) to suggest a
predictive model of the frost shattering rate.
However, these studies, like those of other
researchers {see Matsuoka, 1990, for a review) have
all been with respect to relatively dynamic
environments characterized by low-magnitude,
high-frequency freeze-thaw events and abundant
moisture availability.

As part of the British Antarctic Survey ‘Fellfield
Ecology Research Programme’, an attempt is in
progress to investigate mechanical weathering rates
in the maritime Antarctic, with particular emphasis
on the role of freeze-thaw. Studies within this
programme have so far included the analysis of

Received 14 November 1989
Accepred 28 November 1989
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sites (Figure 1) reflect different environmental
conditions on the island, and each has a
microclimatic data logger that provides details of
the conditions to which the rocks are subject. The
Factory Bluffs site is about 80 m asl. and 200 m
inland from the coast. It is blown snow-free for
much of the time and has no ice or mountains
overshadowing it. The Moraine Valley site is about
S0m asl and 650 m inland from the coast. The
valley has ice at its inland (southern) end and along
the whole of the western side. There is a glacial
debris-veneered bedrock wall along the east side
and the valley is open to the sea at its northern
extremity. The valley walls to the east and west rise
to ¢. 150 m above the valley bottom. Jane Col is at
an altitude of ¢. 150 m a.s.l. and is ¢. 700 m from the
coast. This is an ice-surrounded location subject to
a jong period of snow cover.

Although the altitudes and distances are small,
they generate significant environmental differences.
The island itself is small (c. 19.9 km?) and rises to
only 279 m a.s.l. at its highest point (Tioga Hill).
Degree of exposure to winds and sun, sea spray,
shadow effects, cold air drainage from the ice,
aspect and longevity of snow cover, all generate
marked differences in the conditions to which the
rocks are subject.

METHODOLOGY

Three large blocks of indigenous quartz-micaschist
and two of marble were cut into 86 small tablets
with dimensions in the region of 5 x 5 x 2 cm.
Following the procedures of Cooke (1979), the dry
weight, porosity, microporosity, water absorption
capacity and saturation coefficient were determined
for each tablet. In the austral summer of 1983-4
between 26 and 30 of these cut tablets were located
at each of the three study sites detailed above. The
tablets were placed on the ground in a small area (c.
3 % 2m) close to where the micrometeorological
transducers are situated. Tablets were not
positioned with any particular orientation but were
all equally exposed to the climatic conditions of
each site, and so no significant microvariations that
could cause differential weathering are thought to
occur. Some of these tablets were then retneved in
1985 (15 tablets), 1987 (13), 1988 (11) and 1989 (5),
and their properties were retested. It is hoped that,
as sufficient tablets remain (42), collection and
reanalysis will continue for at least the next five
years.

Mechanical Weathering Rates 63
RESULTS AND DISCUSSION

The reweighing and evaluation of the tablets after
collection is considered to provide information
regarding weathering rates. Changes in dry mass
define the material lost during the intervening
period, while changes in properties such as porosity
are indicative of internal modification to the rock.
Although it is recognized that a number of other
mechanical weathering processes, as well as
chemical and biological processes, are involved, it is
assumed that freeze-thaw in some guise or other is
the dominant agent. Abrasion by blowing snow or
sand could also cause mass loss but is thought
unlikely, as long-exposed outcrops show no wind-
mouiding effects, it is a relatively wet environment
such that blown particles are rare, and winter
temperatures are not cold enough to give very hard
snow that could cause abrasion.

Graphical presentation of the mean percentage
change in dry weight (based on three tablets per
sample per sample year) shows a general increase in
weight loss with time (Figure 2). Sample A, a
marble, shows the greatest percentage loss, while
the two quartz-micaschists (samples D and E) show
slower rates, which still increase over time. Why the
marble responds at a faster rate is not certain, but
the reason is probably related to the extensive
microfracturing found in the marble (this appears
comparable to the extensive {racturing and rapid
failure due to frost action experienced by marble in
Svalbard: Seppild, personal communication, 1989).
However, this generalized information, although
giving a picture of the rate of mass lost from the

-samples, hides the variations that occur between

the three sites as a resuit of different local
environmental conditions.

The percentage change (based on one sample per
site per sample year) in dry weight of the marble
(which has the same form of change as the quartz-
micaschist but expresses it more clearly) for the
three study sites is shown in Figure 3. It can clearly
be seen that the greatest amount of weight loss was
found for the samples located on the exposed cliff-
top, which i1s blown-free of snow for much of the
year and thus experiences [requent temperature
oscillations. In addition, the melt of snow that is
trapped in the lee of obstacles, together with the
lack of steep gradients and the presence of fines in
the soil, all combine to produce relatively high rock
moisture contents at times when [reezing can occur
(Hall, 1986a, 1988b). The wvalley situation, where
snow lay is longer than on the clifi-top, indicates a
slower rate of breakdown. It is still a moisture-
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Figure 3 Weathering rates for the three study sites.

retaining environment in so far as much snowmelt
moves through and across the study site, plus the
fact that there are fines that aid water retention.
The study site is snow-covered for much longer
than the clif-top and so experiences far fewer
freeze-thaw oscillations (also fewer wetting-drying
cycles). Why the 1987 and 1988 values should have
been so similar is unknown and can only be
ascribed to a chance effect. The samples from the
col show the siowest rate of breakdown, which 1s 1in
accordance with this site being snow-covered for
the greater part of the year. The combination of low
temperatures and low radiation inputs inhibit
moisture availability during the short pertod that
the site is snow-free. -
Using multiple linear regression of the form
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where ¢ is weight loss (g), x is time (yr) and y is
surface area (cm?), an r value of +0.69 was
obtained for the marble and of +0.75 for the
quartz-micaschist. The ‘total surface area’ gave
better correlations than mean size or the combined
area of the two largest faces. It is accepted that rates
are highly unlikely to be linear, some form of
exponential relationship being more probable, but
the database is not yet sufficient to deduce the
nature of the curve, Thus, for the time being a linear
relationship is presumed. Using this, it is possible to
calculate mass loss for longer time periods. Mass
loss from the test samples to date is of the order of
0.1-0.5g, and thus a best estimate from the
regression equation gives a loss of only 2.2 g from a
94.2 g tablet after 100 years.

This suggests that the rate of rock breakdown, at
least initially, is very slow. Although rates for the
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Chapter 3

Laboratory Simulations
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Laboratory simulations have long been a major consideration in cold region
weathering studies (e.g. Thomas, 1938; Wiman, 1963; Martini, 1867; Potts, 1970;
Lautridou, 1971; Brockie, 1972; Steijn, 1979; Lautridou and Ozouf, 1882; Fahey,
1983; Swantesson, 1985; Matsuoka, 1988} and much has been deduced from
these experiments regarding the nature and rate of freeze-thaw weathering. The
major problem is that, as Fahey (1983, p.103) states, “...experimental conditions
are not particularly representative of actual periglacial environments” and so
“laboratory experiments are ultimately only worthwhile if it can be shown that they
mimic natural conditions successfully” (Thorn, 1988, p.13). A significant problem
in the majprity of laboratory experiments regarding freeze-thaw weathering has
been the assumption that freeze-thaw was the critical process and so
experimentation was modeled to only investigate this. Further, in most freeze-thaw
simulations the broad, idealized climatic themes of ‘Icelandic’ or ‘Siberian’ cycles
are used, based upon the recommendations of Tricart (1956): the former being
high frequency, low amplitude freezes and the latter low frequency, high amplitude
freezes. Whilst this certainly facilitates, at least in principle, comparison between
undertakings, the reality is that the cycles themselves may have little relationship
to the field situation. The variability in freeze rates, and even freeze amplitudes,
for each of the cycles as used by different researchers introduces complexities that

make comparisons hazardous. Thus, even the application of these “theoretical’
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cycles to create a standard for comparison did not work. Warren (1914a, p. 413)
warned that, it would be unsound “...to assume that the results of a certain
experiment must also be produced by natural agencies, without evidence that
similar conditions exist in Nature to those employed by the experiments.” With
respect to the simulation of freeze-thaw in the laboratory, McGreevy and Whalley
(1982, 1985) point out that there are inadequate data regarding rock temperatures
and rock moisture for any meaningful undertaking. Fahey (1985) also noted that

there is a lack of information pertaining to the chemistry of interstitial rock water.

The argument is sometimes made that simulations, even if not based on field data,
are meaningful insofar as they still allow an evaluation of the mechanism(s)
associated with the process. Although clearly true, the problem is that the
researcher is still left with the dilemma as to whether this mechanism can ever take
place for it is not known whether the required conditions occur at the study site(s).
Further, the issue may be compounded by others taking those results and, by
repetition, adding an “authority” to the findings that is, in fact, potentially false. The
classic examples of just such a situation are the laboratory studies of Griggs
(1936) and Blackwelder (1933) on thermal stress fatigue which did not replicate a
‘natural’ situation but the results of which, through endless repetition, became
“fact” (see the discussion on this in Chapter 4). In truth, as argued in Hall,
(1999a), these very experiments probably stifled the idea of thermal stress fatigue
as an active agent in cold regions such that the concept of freeze-thaw gained
even greater credence as an explanation for the broken rock. In much the same
way, the findings from freeze-thaw experiments wherein rocks certainly broke down
helped reinforce the freeze-thaw concept for they appeared to ‘prove’ what was
found in the field. The “frost susceptibility” of rocks, based on the laboratory
studies of Icelandic and Siberian cycles, became accepted such that the findings
of, for instance, a broken, anguiar sandstone in a periglacial area thus must, de

facto, be the result of frost action for it had been ‘proved’ that sandstone was
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indeed frost susceptible. The two fallacies of the argument are: first, that no other
process(es) was/were operative, and, second, that the conditions utlized in the

simulation were meaningful to that field situation.

The main problem with freeze-thaw simulations was, and continues to be, the
allocation of moisture. As McGreevy and Whalley (1985) point out, rock moisture
data are all but non-existent. Laboratory experiments tend to have samples
submerged in water, in trays half-full of water and/or, in some instances, sprayed
with water; often a dry sample is also used as a ‘reference’. That the dry sample
showed little or no breakdown compared to the wetted samples ‘proved’ the
efficacy of freeze-thaw weathering. The reality of samples being frozen in trays of
water and the applicability of this to a field situation seems to have rarely been
questioned (McGreevy, 1982 being one such exception). Further, as McGreevy
(1982) clearly identifies, freeze-thaw is not the only mechanism causing rock
breakdown and even within the freeze-thaw simulation there exists the likelihood
of weathering due to wetting and drying (resulting from the gain and loss of
moisture), salt (from the precipitation out of salts during drying sequences and/or
as a cryohydrate during freezing of saline water), and thermal stresses (due to the
temperature cycling driving the ‘freeze-thaw’ cycle}. Thus, many experiments may
well have been recording rock breakdown due to more than just freeze-thaw but

this was neither recognised nor evaluated.

A number of papers deal with some of the issues raised in the above discussion

regarding laboratory weathering simulations:

¢ Hall, K. 1986¢c. Freeze-thaw simulations on quartz-micaschist and
their implications for weathering studies on Signy Island,
Antarctica. British Antarctic Survey Bulletin, 73, 19 - 30.

¢ Hall, K. 1988b. The interconnection of wetting and drying with
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freeze-thaw : some new data. Zeitschrift fiir Geomorphologie,
N.F. Suppl. Bd., 71, 1-11.

L 4 Hall, K. 1988e. A laboratory simulation of rock breakdown due to
freeze-thaw in a maritime Antarctic environment. Earth
Surface Processes and Landforms, 13, 369-382.

¢ Hall, K. and Hall, A. 1996. Weathering by wetting and drying: Some
experimental results. Earth Surface Processes and
Landforms, 21, 365-376.

¢ Hall, K., Cullis, A. and Morewood, C. 1989. Antarctic rock
weathering simulations: simulator design, application and

use. Antarctic Science, 1, 1-9.

The last paper cited above deals with the design and possible applications of a
simulator for weathering studies. Rather than attempt to utilize a commercially
available cabinet, which might not have been able to do all that was required, a
cabinet was designed that would have the range of options considered necessary
for the undertaking of weathering simulations and the collection of data during
experiments (Fig. 6). The cabinet was designed to facilitate cold temperatures (to
at least -20°C) with the ability to warm or cool at any predetermined rate. The
cabinet was also made such that the set cold temperature could be held whilst
radiative heating of the rocks, via infra-red lamps, was undertaken (to simulate
thermal stresses due to radiative heating in cold environments). Cabinet
dimensions enabled the use of (relatively) large rock samples (+ 0.75x 0.75 x 0.5
m). A range of transducers to monitor cabinet and rock parameters (e.g.
temperatures, ultrasonic p-wave velocities, rock cracking, acoustic emissions, etc.)
were incorporated within the system. Although unsophisticated by comparison to
present-day computing capabilities and power, the cabinet and transducers were
controlled by a computer and the software to run the complete system (cooling,

heating and transducers) was especially written. In addition to the computer-
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controlled programmed temperature conditions, the computer also monitored all
of the other transducers and recorded their outputs. Thus, for instance, it was
possible to know the temperature at which rock cracking (as shown by a fiber optic
crack detection system) took place. Later, a second cabinet was built that allowed
more complex temperature cycling and these two cabinets provided the fou ndation

for the weathering simulations cited here.

The data provided by the cabinet simulations offered many new insights into
freeze-thaw weathering mechanisms, rates, and interactions. Further, via the data
output it was possible to test new hypothetical models (e.g. Hallet, 1983) regarding
the mechanism and the controlling factors regarding freeze-thaw weathering. By
means of unidirectional freezing experiments it was possible to evaluate
weathering of rock walls based on data from Signy Island (Antarctica). Testing of
the influence of anisctropy on unidirectional weathering was also undertaken. The
ultrasonics proved invaluable in determining, via pulse velocity changes, if and
when freezing of interstitial water took place and also how this changed when NaCl
solutions were used to replicate interstitial rock water chemistry measured in the
field. The ultrasonic data, cornbined with monitored exotherms from latent heat
release upon freezing of the water, were also able to indicate the extent and rate
of interstitial water freezing as a function of the rate of change of temperature.
These findings were significant in evaluating the hypothetical model of Hallet
(1983). Allin all, a substantial amount of new information pertaining to all aspects
of freeze-thaw were generated by the laboratory simulations - as provided in the

papers cited above.

The moisture data were so significant to weathering studies and to the undertaking
of meaningful laboratory simulations, that an attempt was made to investigate the
role of wetting and drying both as an integral part of freeze-thaw and as a

mechariism in its own right. The finding of multiple wet-dry cycles in some field
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situations (Chapter 2) suggested that this should also be investigated in the
laboratory, particularly as little is known regarding the role of this weathering
mechanism (Prick, 1999). Several of the papers cited above deal with wetting and
drying, as a process on its own and also as an integral part of freeze-thaw
weathering. Hall (1988b) used ultrasonics in an attempt, initially, to determine
interstitial rock water distribution. Although the concept worked in principle when
tested on a perspex model it failed when rock was used. As a result of the ‘failure’
of the test when applied to the rock a number of new insights into the wet-dry
weathering mechanism were forthcoming. Further to this work, the experimental
sequence reported in Hall and Hall (1996) provides information regarding the
impact of water allocation as used in freeze-thaw weathering experiments. It is
shown that the method of water allocation can, through time, impact upon porosity,
pore-size distribution, water absorption capacity and the actual weathering of the
rock. Itis argued that wetting and drying effects can enhance and exacerbate the
freeze-thaw weathering such that future studies of freeze-thaw need to take this

into account.

Thus, the simulation information presented here builds on, and adds to, the data
collected in the field. The simulations take on some meaning with respect to the
study sites as they are based on rock samples collected from, and temperature-
moisture conditions prevailing at, those sites. A number of new findings with
respect to freeze-thaw, the role of salts, and of wetting and drying were obtained.
Significantly, these findings helped set the foundation for a better understanding
of the synergistic relationship between the various weathering processes. Within
the initial study framework, the laboratory simulations also give new insights
regarding weathering processes and rates that could then be evaluated in the field
(see Chapter 7). ltis suggested that the material found here adds to our body of

theory and to our better understanding regarding weathering in cold regions.
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Uttrasonics

Fiber"

Fig. 6
View of the first purpose-built climatic simulation cabinet. Details regarding the

cabinet and the transducers are provided in Hall, et al,, 1989,
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FREEZE-THAW SIMULATIONS ON QUARTZ-MICASCHIST AND
THEIR IMPLICATIONS FOR WEATHERING STUDIES ON SIGNY
ISLAND, ANTARCTICA

Kevin HaLp*

British Aniarctic Survey, Natural Environment Research Council, High Cross.
Madingley Road, Cambridge, CB3 0ET, UK

ABSTRACT. Resulis of two series of freeze-thaw simulations on quariz-micaschist
indicate that there is a significant difference in the rate of freeze penetrating depending
upon whether the plane of schisiosity is normal or parallel to the advancing [reezing
front. Rate of fall of temperature is up 10 five times faster when schistosity is parallel
to the freeze advance, In these stimulations it was found that the rate of fall of
temperature within the rock was controlled primarily by the amplitude of the [reeze
event raiher than the environmental rate of fall of temperature. A distinction is made
between open systems (¢.g. cliffs) and closed systems (e.g. loose blocks) with respect
to processes and rate of breakdown. It is suggested that, with the very low porosity
of this rock, there is a difference in the freeze mechanism based upon schistosity
orientation but that, overall, moisture content plays a crucial role in determining
whether any frost weathering will occur,

INTRODUCTION

A series of laboratory simulations of freeze-thaw cycles were undertaken, as part
of the investigation of the mechanisms and rate of weathering of quartz-micashist in
the maritime Antarctic environment of Signy Island. To date, the results of many
simulations have been more reflections of experimental design and procedures rather
than the environmental conditions which rocks might experience in nature
(McGreevy, 1982). However, in the present instance the study of freeze-thaw
weathering comprises part of a larger study, the Fellfield programme (Walton and
Hall, submitted), and consequently, for the first time, a large data base was available
to relate the simulations to the field situation.

A number of early freeze-thaw studies utilized schists (e.g. Wiman, 1963; Martini,
1967, Brockie, 1972) but no data were presented on either the properties of the rocks
themselves or the environments that were being simulated. Thus, the results of these
early experimenis could not be relaied to any particular environment. Recent studies
have shown the imporiance of information on such factors as rock water content (e.g.
McGreevy and Whalley, 1985), rock thermal properties (McGreevy, 1985), interstitial
rock water chemistry (Williams and Robinson, 1981; McGreevy, 1982; Fahey, 1583),
and the engineering properties of rock (McGreevy and Whalley, 1984). In this study
most of the necessary background data were either already available or produced as
part of this study, e.g. field micrometeorological conditions (Watton, 1982), rock
moisture content and properties controlling this (Hall, 1986a), the chemistry of the
interstitial rock water (Hall and others, 1986), the physical properties of the rock
(Hall, in press) and the application of rock fracture mechanics (Hall, 19864). Thus
the planned simulations could be closely related to the physical and environmental
constraints characteristic of quartz-micaschist on Signy [sland. The data presented
here relate to two sets of simulations, and are concerned with the rate of fall of
temperature within the rocks and the effects of schistosity orientation upon this and
subsequeEnl processes.

* Present address: Geography Department, University of Natal, Pietermaritzburg 3200, South Africa.

Br. dnearc. Suru. Bull. No. 3, 1986, gp. 19-10 19
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Fig. 1. Locanon map for Signy [sland.

FeELD SiTUATION

Rock samples and field data were collected from Signy Island (60° 43" S.
45° 58’ W), one of the smaller islands in the South Orkneys (Fig. 1). As the bulk of
the island’s metamorphosed sediments comprise quartz-micaschist (Mathews and
Maling, 1967; Storey and Meneilly, 1985), this rock was chosen for the iniual
simulations. In the field, all clifis and rock outcrops observed had the plane of
schistosity normal to the chifl face and parallel to the ground (Fig. 2), with minor
variations due to localized folding. Thus, over the face of the clifi’ schistosity wus
normal to freezing piane penetration. On blocks that were weathered - free from the
cliffs, and at the very cliff top, schistosily was somelimes parallel Lo the direction ot
freeze penctration. On the chiffs, once some material has been removed, gravity wds
weathering (Hall, 1n press), and the orientation of the schistosily abets this. This cluct
of gravity is recognized but is not considered in any detail in the following text.

Chmatically, there is a typical cold, oceanic regime with a mean monthly temperature
of ¢. —4°C. but the summer three months have means slightly above freezing
(Watson, 1975; Collins and others, 1975). Rain predominates in the summer but
during the rest of the year the precipitation is in the form of snow. Wind speeds
average 26 km h™! and mean sunshine levels are less than 1.5 h per day.
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Fig. 2. Example ot a typical quariz-micaschust cliff. Note (he explonation along the lines of schistosity that
are parallel (o the ground and normal (0 the face In addition. 2 number of verncal cracks can be
scen thal define Lhe edges of large blocks in the process of bewng weathered-(ree
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METHODS

Samples of quartz-micaschist were collected from different environmental positions
at a number of locations of Signy Island (Hall, 19864). For the bulk of the samples
the collected (i.e. ~wet ") weight was found and then subsamples were subjected 1o the
irregular lump point toad test (Broch and Franklin, 1972) in order to gain a measure
of the strength of the rock at field moisture content (details of rock strength tests are
presented in Hall, in press). The rocks were then dried at the island laberatory so that
it was possible to calculate the actual field moisture content (Hall, 1986a). Later, the
rocks were tested {or porosity, microscopy, saturation coefficient and water absorption
capacity following the procedures described by Cooke (1979). In addition, a new
technique, was used to obtain information about the interstitial rock water chemisiry
(Hall and others, [986). Thus, for the rocks that were to be used in the simulations
there was a data base pertaining to the field properties of the rock concerned.

Data on the ciimate and microclimate ai various selected reference sites were
available (Walton, 1977, 1982). However, in 1983-84 ‘Datacapture’ micro-
meteorological data loggers (Walton and Hall, submitted} were installed at the main
study areas (Factory Bluffs, Moraine Valley and Jane Col; Fig. 1). These data were
used in planning the temperature cycles to be used in the simulations. The temperature
of the environment chamber is controlled via a microcomputer that continually
monitors the chamber, compares the measured and programmed temperatures and
initiates corrective action when required. The same microcomputer, via additional
hardware, monitors, logs (on disk) and prints out the sensor data (cabinet and 6 rock
temperature sensors, and cabinet humidity) at pre-programmed intervals; details of
the equipment are presented in Walton and Hall (submitted).

Simulation [ was carried out on a 12.0145 kg block of quartz-micaschist with
sensors on the rock surface and at depths of 9, 19, 44 and 92 mm. The rock was
encased in polystyrene such that only one a/b plane, with schistosity parallel to the
cooling front, was exposed, and wetted to a typical field moisture content (0.11% by
weight). In Simulations IT a 9.5836 kg block, at field moisture (0.14%;, by weight), was
encased in polyurethane foam such that only one face (the b/c plane) was exposed.
In this instance schistosity was normal to the freezing plane, a situation found on most
of the cliff exposures observed in the field. Thin film platinum resistance temperature
sensors were placed at the rock surface and at 35, 10, 20 and 60 mm depths behind
the exposed face. In addition, a small sample of this rock (dry wt = 91.9 g) was
“saturated’ by immersion in water for 48 h {i.e. the rock absorbed the maximum
amount of water possible under non-vacuum conditions) and was then placed in a
tray of water to half its depth as a means of comparison with earlier experiments (e.g.
Wiman, 1963). The two samples were very similar with respect 10 their composition,
beth having thin silica laminae with the occasional small silica pod.

Both simulations, comprised the same temperature sequence, as shown diagram-
matically in Fig. 3. which wasconsidered 1o approximate to conditions occurring in ihe
spring to autumn poeriod. Simulation [ ran for 12 full cycles (600 h) and generated
349368 data readings whiist Simulation 11 ran for 10.5 cycles (528 h) with 196376
data recordings. The frequency of data collection during Simulation I is presented in
Fig. 2; data read rales remained the same in Simulation 1l except during the long,
warm phases when fewer readings were obtained in order to conserve disk space.
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Fig. 3. Graphs to show the temperature sequence, including rate of change of iemperature, to which the
samples were subjected and the rates ai which the computer monitored dala dunng those cycles.

RESULTS AND Discussion

In Simulation I sudden temperature rises during cooling phases occurred at 44 mm
depth in rock when the temperature was between —1.2° and — 1.4°C. The rises varied
between 0.7° and 0.9°C, and are thought to reflect the release of latent heat during the
water-to-ice phase change (Fig. 4). It was noticeable that no signs of this latent heat
release were detected in the early cycles, only after four complete cycle sequences were
the first peaks recorded, but they were consistent thereafter. During the —3°C cycle
the chamber temperature at the time when the exotherm was produced averaged
—2.6°C, alevel it had held during the preceding two hours. The high during the —6°C
cycle occurred at a cabinet temperature of approximately — 5.3°C during the continual
fall towards —6°C. Some small, apparent peaks were recorded for other depths.
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Fig. 4. Examples of some exotherms monitored at 44 mm depth dunng Simuiation 1 together with a
simplified graph detailing the various paris of the temperature curve.

notably a 0.3°C rise at — [.1°C for the 19 mm depth sensor, but none like those
observed at 44 mm depth.

Whilst it might be thought that the temperature peaks were due to water freezing
in the drill holes, rather than in the rock itself, this is not considered to be the case
for four reasons: Firstly, the presence of a tight-fitting sensor covered with a coating
of thermal grease would allow very little moisture to enter into the dnll hole.
Secondly, Douglas and others (1983) show that freezing was initiated in a 5 mm hole
(the width of the present drill holesy at —0.6°C, a temperature somewhat higher than
the —1.1° to —1.4°C found in this experiment; thirdly, if the freezing points were
related to water in the drill hotes then it would be expected to be noticeable in ail holes
and most likely at the first freeze after wetting, when the holes would still contain
some moisture. However, four full cycles were required before thermal peaks were
observed. Finally, whilst it is possible that some water from within the rock was, after
a number of cycles, forced tnto the doll holes under hydraulic pressure in front of
the advancing {reezing plane (Powers, 1945), this is thought to be minimal due to the
presence of the tighly fitting sensor tube and its covering of thermal grease.

Consideration of the resultant teraperature data allowed the rate of fall of
temperature to be calculated for different depths during both freezing cyeles (Table
[). What is apparent Is that the rate of fall of temperature wirhin the rock is partly
controlled by the final temperature to which the freeze is going. For instance, for all
sensor depths, the rate of fall of temperature over the range 0-3°C is faster, up to
5.5 times faster, during the —6°C cycle than during the — 3°C cycle. This more rapid
fall of internal rock temperature found for the —6°C sequence occurs despite the
environmental rate of fall of temperature being slower (3°C h~!) than during the
—3°C cycle (4.2°C h™'). The marginally faster cooling rate observed at the 19 mm
depth may be due to the presence of quartz which allows for a faster passage of heat,
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Table |. Typical cooling rales observed at various depths in the rock for Simulauon [

Cooling rate (°C h™'}

Chamber
Runge riaie At surface 9mm |9 mm 44 mm
010 —6°C cycle
dto -3 3*C [ 1.7 1.7 1.4
~3to -6 3°C 0.3 0.3 04 04
010 —3°Ceycle
Do =1 4.2°C 0.4 0.3 0.9 0.4

Properties: Rock weight, 12.045 kg; Paorosity, 0.83% : Saturation coefficient, 0.6; Moisture content.
0.11%; . Water absorpuon capacity, 0.38%, ; Compressive strength, 1.98 MN/m? normal 10 schistosity.
0.4 MN/m* paralle} 10 schistosity

Table (1. Some thermal peaks observed during freeze phases

Temperature exotherm (°C)

Experimeni Sensor depth
no. (mn) From To
I 44 -1.2 —-0.3
[ 44 —-1.0 -0.J3
! 44 -1.0 —-0.3
1 44 -1.2 -0.3
{ 92 —-1.0 -0.7
[ 92 —i.l ~0.8
Il 60 =3 -29
I b] —4.0 -3.7
It 10 —4.0 -35
II 10 -39 —-33
11 20 -3.7 -32
i 60 -36 —34
[l 10 -3.0 -7
I 20 -2.6 -1.6
1 60 —-24 -2
Il 60 -2 -1.9

Note: for all peaks shown the Lime taken to retumn te onginal pre-exotherm temperature vated from
8 to 34 mun.

due to its thermal conductivity being higher than that of the mica. Although this is
by no means certain, quartz is distributed throughout the rock with numerous
localized concentrations, and so it could well be that a drill hole coincided with one
of these.

In Simulation II thermal peaks during {reezing were found at various times, for
all depths (5. 10, 20 and 60 mm). However, unlike Simulation I, the temperatures at
which peaks occurred were much lower and the degree of water supercooling was not
as great (Table II). Although the exotherms were much smaller they are not
“instrument errors” insofar as the time taken o return gradually to the pre-exotherm
value varied between 8 and 34 min. Rates of fatl of temperature (Table [11) again show
that, despite the faster environmental decline, the rate of fall of temperature within
the rock was faster {¢. 3.5 umes) for the lower end temperature (—6°C),

Comparison of Tables I and I1I clearly show that the rate of fall of temperature
within the rock is slower in Simulation I1. For the 0° to —3°C range (of the —6°C
freeze). rates for the smaller btock were about half those found in the larger block.
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Table I1. Typical cooling rates observed at vanious depths in the rock for Simulation 1

Coeoling rate (°C h™Y)

Chamber
Runge rate 5 mm [0mm 20 mm 60 mm
010 —6°C cycle
Oto -3 3°C .84 0.90 0383 0.85
-l -6 3*C 0.23 0.24 0.22 0.24
Oto —3°Ccycle
0o -3 4.2°C 0.24 0.25 0.24 0.26

Properties: Rock weight. 9.3836 kg; Porosity. 0.54% ; Sawration coefficient. 0.71: Moisture content,
0.14% Waler absocption capacity, 0.39%; | Compressive sirength (normal Lo schistosity), 1.8¢ MN/m*

For the —3° 1o —6°C range they were only reduced by about one-third. The main
distinction between the two simulations, both rocks being similar in comparison, (s
that of the relationship of freezing plane penetration 10 schisiosity orientation. in
Simulation [ schistosity was parallel to the freezing plane whilst in 11 1t was normal
to it. As the rate of fall of temperature in the rock can be crucial to both the type
and rate of destrucuon (Walder and Hallet, 1985), it is apparent that the orientation
of schistosity in relation o freezing plane penetration could exert a significant
influence. On Signy Island all cliffs and rock outcrops observed were comparable to
that of Simulation II. However, for loose blocks on the ground and for rock near the
top of cliffs, penetration would be both parallel and normal to schistosity.

The reason for the effect of schistosity orientation upon the rate of fall of
lemperature is not clear. However, it may be related to the presence of air/water along
the mineral interfaces of the laminae. When the plane of schistosity is parallel to freeze
penetration the air/water 'layers’ are very thin and are possibly *bridged’ at many
places by the quartz particles. This, then, would allow for a relatively rapid transfer
of heat. When penetration is normal to schistosity then the gain/loss of heat in the
air/water along the laminae, as the freezing plane progresses inward, would be slower
since the air/water is a poorer conductor than the rock and the ‘bridging” by quariz
particles would not help in this instance. However, the importance of schistosity
orientation with respect to freeze penetration extends beyond its effects upon the rate
of fall of temperature.

Where the laminae are paraltel to the direction of freeze penetration then there is
a closed (i.e. water migration is confined) rather than an open (where water is free
Lo migrate) (Fig. 5) system, even in the situation of a ¢liff which would otherwise be
recognised as an open state (Walder and Hallet, 1985). Due to its low permeability
and the presence of silicate laminae, migration of moisture between layers is highly
improbable. Thus, the combination, particularly in cliffs, of low rock moisture content
(Hall, 1986a), negligible between laminae water movement, and the relatively
simultaneous freeze along each plane of schistosity, means that tittle destruction will
occur as the ice will fill the dry sections rather than exert a tensile force (Fig. 5). Water
mgration along laminae to freezing points is almost non-existent due to simultaneous
freezing. Only in situations of high moisture content could tensile forces be developed
(i.e. saturation of 2 91%,). Conversely, where schistosity is normal to freeze there is
a greater potential for frost weathering, despite the frequent low moisture contents.
In this instance freeze penetration is progressive rather than simultaneous and so it
may be possible to have water migration to the poini of freezing or the forcing away
of moisture in front of the advancing ice front (Powers, 1945), both of which could
cause damage to the rock (Fig. 5). Essentially it will be the amouni of moisture which
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Fig. 5. Diagrammaltic representation of the types of freezing envisaged for schistosity normal to, and
paraltel 10, the freezing plane (not 1o any scale).

is the primary control of the degree of damage produced: the greater the moisture
content the greater the potential for tensile forces. In a sample with adequate moisture
the slow rates of fall of temperature associated with this schistosity orientation would
be conducive to the mechanism of frost shattering suggested by Walder and Hallet
(1985).

A further factor mitigating against extensive damage to the rock, particularly in
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the case of freeze penetration parallel 1o schistosity, is that of “opposing lorces’.
Haltet (1983}, in his model of rock breakdown due to freezing states that there is
expulsion of water ahead of the freezing front, in a saturated rock, as long as crack
expansion is insufficient to accommodate the volume increase due to the ice-water
transition. In a laminated rock, like quartz-micaschist, where moisture is concentrated
along the lines of mineral interfaces, this would mean that upon freezing the ice in
cne laminate would be exerting pressure against ice in another (Fig. 5b). Thus, with
schistosity parallel to freeze penetration it is only the outer layer and the edges of the
laminae that might be subject to damage, even in a saturated rock.

During Simulation II a small sub-sample of the large block was first saturated and
then placed in a tray of water to half its depth. At the end of the experiment. despite
only experiencing seven full cycles, as opposed to the 10.5 cycles of the large block.
the sample had lost 0.76% (by weight) material whilst the block lost only 0.013%,.
Two factors help to explain the greater loss from the small sample: a higher moisture
conlent and omnidirectional freezing. The simultaneous freezing from all sides would
produce a closed system and hence the potential for hydrofacturing (Walder and
Hallet, 1985), and the greater moisture content would abet this process. This would
help explain why loose blocks in the field with relatively high moisture contents
exhibited a greater degree of breakdown than did the cliffs. Theoretically, with the
asymmetric freeze penetration of small blocks there should be the greatest potential
for frost damage towards the base of the block. There water would freeze last and
so lateral water migration would take place over a longer period.

The anisotropic response of quartz-micaschist and schist to freezing is something
not previously recognized and, as such therefore, has not been taken into account in
earlier studies (e.g. Fahey, 1983). The evidence available here suggests that, with
unsaturated small blocks subject to rapid freezing little damage will occur. as was
found by Fahey (1983, p. 541). This is because the volumetric increase at the water
to ice phase change is taken up by the available free space along the laminae. With
small samples that experience rapid falls of temperature, giving freeze penetration
parallel 1o schistosity, there 15 no mechanism available to cause localized tensile stress.
Thus, in any future study which encompasses laminated rocks it would be necessary
to consider the asymmetric nature of freeze penetration.

CONCLUSIONS

The orientation of the plane of schistosity to the freezing front appears to affect
both the rate of fall of rock temperature and the actual process operating. [n addition,
the rate of fall of temperature within Lhe rock is seen to be more a function of {reeze
amplitude than the rate of environmental temperature decline. A clear distinction,
with respect to freeze mechanisms and potential for rock damage, can then be made
between the “open’ system of a cliff and the ‘closed’ system of a loose block. It is
suggested from the simulation data, that loose blocks should undergo greater and
faster weathering than cliff faces and this is borne out by the author’s field
observations. Due to anistropy of the rock, loose blocks, which are subject 1o
simullaneous freezing from all sides, are frozen ‘asymmetrically’, since freeze
penetration 1s faster when entering parallel to schistosity, and as a consequence it is
possible that the greatest damage may be towards the base of a block. Generally it
is concluded that weathering rates, particularly for non-saturated cliff situations, are
likely to be slow. It is suggested that a major control on the degree of weathering is
moisture content. The simulation results appear to agree with field observations. This
underlines the importance in wealhering studies of using field data to plan laboratory
simulations.
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The intetconnection of wetting and drying with freeze-thaw:
some new data

by
Kevin Harw, Pietermaritzburg, South Africa

with 3 figures

Summary. Ultrasonic monitoring of moisture adsorprion and desorption of a quarte-
micaschist produced results contrary to expectations. Upon warer uptake rather than an
ulrrasonic velocity increase due to the introduction of a better propagaring medium there was
a velociry decrease. This velocity decrease is interpreted as being a consequence of changes
in rock elasticity brought about by a diminution 10 the bonding strength of the rock. This
means that wetting, prior to treezing, may weaken z rock. In addition, because of hysteresis,
a rock will experience strength reduction and possibly ultimately failure, resulting from
wetting and drving alone.

Key words: Weathering, freeze-thaw, Wetting and drying, Ultrasonic monitoring.

Introduction

The presence of water within a rock is a prerequisite for the action of weathering
by freeze-thaw (Huprc 1979, p. 148). Most, if nor all, rocks in cold regions are
subject 1o fluctuations in their moisture content (Hacr 1988a), aad in some loca-
tions such as tidal areas may experience marked periodic variability {TRENHAILE &
MEercan 1984). This change in moisrure status, namely cvclic werting and drving,
itself comprises a weathering process, albeit one about which little is known (OcLLies
1984). Several authors have investigated the relative contributions to rock break-
down of wetting and drying and temperature fluctuations (e.g. FAHEY & DAGESSE
1984; Pye & Speruing 1983; Uusinoka & Eronen 1979). Bowever, despite the
obvious intimacy of water with frost action, few authors other than Moss et. al.
(1981) and MucrinGe & Younc (1983) acknowledge the inter-operation of these
TWO processes.

Water has been recognised as having a number of effects upon the rock with
which it is associated. Brocn (1974, 1979) clearly demonstrated that there is a
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decrease in the strength of rock with an increase in moisture conrent. Dunn &
Hubec (1966) showed that the cyclic expansion and contraction of adsorbed water
associated with wetting and drying could cause deterioration of carbonate rocks.
Prssant & LauTRIDOU (1984) and Hames et. al. {1987) found that some rocks could
expand as a result of water uptake, whilst Davison & Serepa (1978) showed that
rock expansion could also take place upon the freezing of the interstitial water. The
amount and distribution of warer within a rock is also known to exert an influence
on the form and rate of freeze-thaw weathering (e.g. RircHIE & Davison 1968;
ATRES-BArROS 1978; FAGERLUND 1975; MaTtsuoka 1984; HaLr 1986a and b). Thus,
interstitial rock water has been recognised as having both direct and indirect effects
with respect to both wetting and drying and freeze-thaw. _

Water has also been shown to have an effect upon sound wave propagation
within rocks. YANG & KinG (1986) show thar there is a marked increase in compres-
sional wave (Vp) velocity upon rock saturation but Masson (1979) found that the
type of rock influenced whether there was a velocity increase or decrease. NuR &
Siantons {1969) demonstrated that Vp was lower in rocks at or near atmospheric
pressure compared o rocks subjected to pressures of a few kilobars. However,
Berryman {1986) shows that in the low frequency range of 1-100 Hz there is an
atrenuation of wave velocity associated with fluids in rocks. The monitoring of
ultrasonic wave propagation has been utilised, with very good results, as a means of
discerning the nacure, timing and degree of water to ice and ice to water phase
changes (Fukapa 1971; Toureng et. al. 1971; Masson 1979; Leravernier 1984;
Matsuoka 1984; Hare 1988Db).

As part of a long-term, multi-disciplinary study of rock breakdown and soil
development in the Maritime Antarcric (Harw 19864, b, ¢, 1987, 19884 and b; Harr
et. al. 1986) an atternpt was made to find a method of monitoring moisture gradients
wirhin rocks using non-destructive ultrasonic techniques. During these experiments
evidence was obrained regarding changes within the rock due to absorption and
desorption of warter. That dara will now be presented and its significance considered
with respect to freeze-thaw weathering.

Experimental Procedure

Ultrasonic wave velocity in air is £ 330 m sec™! whilst in water it Is
+ 1300-1400 m sec” ' (Press 1966). Thus, it was theorised that if a block of rock
was dried and its uirrasonic velocity found, that velocity should then increase upon
the introduction of warter due o the filling of the pores and microcracks by a better
transmitting mediumn. Evidence supporting this hypothesis is given in figure 3 of
MaTtsuoka (1984). Results from preliminary experiments utilising sheets of perspex
as an analogue for laminated quartz-micaschist (the main rock in the study area) also
gave the antcipated response (Fig. 1).

A block of quartz-micaschist from the Antarctic study area, whose properties
were known (Harr 1987), and a block of local Cave Sandstone from the Drakens-
berg mountains of South Africa were oven dried (£ 105 °C for 10 days) and then
left to cool to ambient conditions (19 °C) in the laboratory. High resolution 1 MH,
ultrasonic transducers were then attached, by means of phenyl salicylare, at 3, 4, 5,
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Fig. 1. Laminated perspex model used to test the hypothests.

7 and 9 cm respectivelv above the base of the rock. Pulse trans;t time was measured
to an accuracy of + 0.1 s by means of a “PUNDIT” apparatus manufactured by
C.NL.S. Etectronics, and printed out, via a microcompurer, together with experiment
time at one minute intervals. The blocks were left for three days after attachment of
the transducers to make sure all components had equalised to laboratory conditions.
Water was then introduced 1o 2 depth of 2 ¢m from the base of the rock in an attempt
to duplicate field conditions of rock either partly buried in a wet substrate or situared
in 2 melt rivulec. Pulse time was monitored prior to, during, and after the introduc-
tion of the water. Momitoring then took place for vp to seven days before the water
was removed from che tray in which the rock resided. Pulse time continued to be
logged for up to five weeks after water removal, Ja zll, 15 repetitions of the wetting
and drying sequence were undertaken on the two rock samples.
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PrssarT & LauTaioou (1984) and Hases et al. (1987) have shown that, for some
rocks, it is possible for expansion to take place due re warer upta ke. As an (ncrease
in distance between the rransducers would cause an increase in pulse transmission
time (i.e. a decrease in pulse velocity) it was important to know if any such expan-
sion had taken place. To this end a fiber optic crack-detection system {(“Opticat”),
manufactured by British Maritime Technology, was vrilised. Two fiber optic crack-
detection gauges were bonded to cach rock and an infrared signal, of known amounr,
was fed through an optical fibre loop, the attenuation of which was continuallv
monitored. If attenuation wete to exceed a presce value then z reiay operates which
causes the computer to print out which channel (of the two) has failed, the time of
failure and the ultrasonic reading. If failure does occur, then a laser can be atrached
10 the opticai fibre loop such that visible light is then emirted from rhe crack(s) on
the gauge. This, in its turn, facilitates determination of exactly where cracking ook
place and whether single or multiple failure occurred. This system, with gauges
bonded transverse to schistosity, was thought to be parricularly ideal for monitoring
expansion of the quartz-micaschust.

Results and Discussion

As no evidence of either expansion or cracking was given by the fiber opric system
the effects of volumetric rock changes are not considered in the following discussion.
An example of ultrasonic puise time response during water absorption, at all trans-
ducer levels, for the quartz-micaschise, is given in Fig. 2. As the distance between the
sending and receiving transducers remained constant, any variation in pulse propa-
gation time must reflect some change in the transmitting medium. Thus increases
and decreases in pulse time equate to velocity deceleration and acceleration respec-
tivelv. For convenience actual pulse velocity has been calculated for a number of key
poinis on each curve. The response of the quartz-micaschist to water removal s
illustrated in Fig. 3. During the periods of pulse oscillation (5 and 7 em levels) the
curve indicartes the integrated value generated by the computer whilst the bars reflect
the actual end values shown by the Pundit. An oscilloscope tied-in to the system
showed that only the two end values were being produced and that there werc no
intermediate readings.

Responses for the sandstone were very similar with only the acrual timing and
magnitude of the inflections showing any difference.

Adsorption

The oniginal hypothesis was that as water filled the pores so this should be evidenced
by a marked pulse time decrease (i.e. an increase in velocity). However, as can be seen
from Fig. 2 this was not the case. At the 3 cm level (i.e. 1 cm above the warer level)
there was a sudden increase in pulse time at nine minutes as the water moved up
through the rock. Pulse time then continued to gradually increase unril 100 minutcs
from experiment start, after which point it remained relatively constant {+ 0.1 psy,
This gave an overall decrease in pulse velocity of 24%. At the 4 cm level the sudden
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pulse time increase began 24 minutes after the introduction of the water and then,
after several phases of acceleration and deceleration, ended with a constant 27%
velocicy decrease. Despite its peakedness, the 5 cm Jevel indicares a similar response
to that of the 4 em level but with the inception of the pulse time increase occutring
390 minures after the introduction of water. Alchough a stable 24% velocity decrease
was obtained by the end there was a marked 47% decrease peak prior o this. Thus,
the 3, 4 and 5 cro levels all showed very similar velocity decreases (24, 27 and 24%
respectively).

At the 7 cm level, however, a slow decrease in pulse time began afrer 120 minutes
which transformed to a marked decrease after 360 minutes. By 390 minutes there had
occurred a 33% velocity mereare bur this was followed by deceleranion such that by
1720 minutes there was an overall velocity decrease of 7% compared to the start.
However, pulse time then once more decreased such that by 2320 minutes there was
an overall 5% velocity increase that remained for the duration of the experiment. At
the 9 cm level pulse time gradually diminished after 11 minutes to ultimately achieve
a 16% velocity increase that continued for the next 2762 minutes. Thus, at these two
levels rhere was a net decrease in pulse rime (an increase in pulse propagation
velocity) as suggested by the hypothesis.
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Fig. 3. Examples of ultrasonic pulse time response during the drving phase.
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Desorption

During desorprion of warer (Fig. 3) some very unexpected responses were moni-
tored. At the 3 em level there was an initial short, decrease in pulse time followed
bv an increase that persisted for abour 260 minutes before a long (210 days), gradual
drift back 1o near the original (dry) start value. At the 5 cm level there was a marked
response to water removal that began almost immediately the water in the tray lost
contact with the rock. There was a sudden (within two minutes) 25 (s tncrease &n
pulse time followed by 30 minutes during which pulse time oscillated between two
extremes some 22 Ps apart; no intermediate values occurred. The oscillations were
then continued for five minutes as one end of the range moved towards a 1 s pulse
time decrease. The range then diminished and disappeared altogether by 50 mioutes,
after which there was, apart from a few minor accelerations and decelerations, an
overall move back to the start, dry value.

At the 7 cm level, oscillations (4 ps range) began after 94 minutes, for a period
of six minutes, but were associared with a general puise rime decrease. This state
continued until 260 minutes at which point small oscillations once more began (for
16 minutes) and pulse time began to increase. A peak was reached at 1150 minutes,
afrer which pulse time once more slowly decreased and finally (2 12 days) returned
to near the original, dry value.

Discussion

Although the resulrs are not yer fully understood, it is apparent that the velocity
decrease, found in that part of the rock which takes up the greatest amouat of water,
is not related to volumetric expansion. The transmission of ultrasound is a function
of the density and elasticity of the rock. As density has not decreased, this must mean
that the rock elasticity has diminished; it has declined to such an extent thar there
is a loss of pulse velociry despite the presence of water in the pores and microcracks.
Water i3, however, known to weaken the bonding strength of rock (MicuarorouLos
8 TriANDAFILIDIS 1976) and hence reduce the rock elasticity. During the drying
phase, elastic strain recovery can be erratic and hysteresis will rake place
{Micaarorouros & TRIANDAFILIDIS 1976).

Thus, the variations in pulse propagation here presented are thoughrt to be, at
least in part, associated with changes in rock elasticity resulting from water causing
a softening of the bonding strength of the rock. The wide fluctuations of pulse
propagation time are thought to be due to air-water variations concomitant upon
water loss during the initial deving phase. The large responses, noted above the 3 em
level, began almost immediately the meniscus left the rock. Ar that time a small
suction gradient would exist, with water exiting the rock at the base and air entering
at the top of the rock. Brocu (1974) demonstrated that rocks lose +25% of their
water content within 10 minutes, 50% after one hour, and after one dav only
18— 40% of the water 15 left (+20-22 °C, 60-65% rel. hum.).

[f water is Jost ar the sort of rate indicated by BrocH, and considering thar the
block in this experiment was not fully sarurated, then there will be considerable
internal variation within each individval laminae of the water-air content. This

2 Zeitschrile Fir Geomoephologie N F. Suppl-Bd. 74
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variation will be enhanced by bonding of the water molecules in the “narrower”
sections and the presence of more mobile adsorbed water in the “wider” sections.
Thus, 2 sitvation will exist during initial deainage where there are “zones' within
each laminae of more and of less air, with the transducers monitoring 2 whole range
of these. Visual observation does indicate that some laminae are wider than others,
and thus variability of internal water drainage could be expected. After the initial
phase when the free {or less bonded} water is lost, the ultrasonic oscillations cease
and a steadv, slow drift to near the original pulse time ensues as warer is very slowly
lost. The etfects of hysteresis preclude the attainment of the original ultrasonic value.

The results here may appear to contradict the informartion regarding ultrasonic
response to varying degrees of saturation as presented by such as Brocu (1974,
p. 35), where an increase in P-wave velocity is indicated to occur with inctease in
warer content. However, it is difficult to resolve the differences as the exact method-
ology of Brocn is not known. In this present study, the actual moisture contents
duning experimentation are not known as this would have necessitated removal of
the transducers, and so direct comparisons are therefore impossible. This study used
a quartz-micaschist and a sandstone, neither of which were tested by Brocn, This
is pot 10 argue thar these two lithologies are somehow different, but rather that
comparisons would still have not been possible even had moisture content been
known. Finally, in this study there was a distinct moisture gradient from the base
ro the top of the rock, and so the ascertaining of the “average’ moisture content (i.e.
as if water were equally disseminated throughout the rock) might well not be the
same, in terms of physical effects, as the values of Brocu. Thus, the observations
given here must be viewed on their own, whilst recognising that multiple repli-
cations of results were obtained thereby implying that the observations are indeed
real.

Implications for freege-thaw

What do these results mean in terms of weathering in general, and for freeze-thaw
in particular? The data indicate that in many field situations where only part of a rock
is in contact with moisture {1.e. partly buried in the soil or situated within a mele
rivulet), then the wetted section will experience a decrease in strength resulting from
diminished elasticity due to loss of bonding strength. This loss of strength is
reversible bur, due 1o hysteresis, there is a very stow but progressive decrease of rock
strength; a form of fatigue due to wetting and drying. Thus, as was suggested by
Mucrioge & Youne (1983), rock failure could occur due to the action of wetting
and drying alone. More realistically, it suggests that the process of wetting and
drying may help weaken 2 rock, including the formation of microfractures that
furcher decrease rock strength (Crook & GiLiespie 1986), such that lower stresses
are required by other weathering mechanisms to cause breakdown. As MUGRIDGE
& Youne (1983) found, the combination of wetting, freezing, thawing and drving
caused more rapid breakdown of a shale than did wetting and drying alone. Thus,
the two processes {freeze-thaw and wetting and drying) may work together.

This then suggests, based on the evidence obtained here, that the already com-
plex process of freeze-thaw may be ecven more complicated than was hitherto
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thought. Freeze-thaw requires the uptake of water, for it is the warer thar actually
freezes and thaws and in so doing damages the rock. If the presence of thar warer
causes a diminution of rock strength, this would mean that when freezing then took
place the effective pressures needed to cause failure would not need to be as large
as have been calculated (HaLr 1986 b). Rocks are known to have varving moisture
contents in the field (TreENHATLE & MEercan 1984; Harr 1988a) and thus, by im-
plication, varying resistance to stress. Thus, the moisture status mayv not only be
important for deducing the actual freeze-thaw process, but it may also be perrinent
tor the determination of the available strength of that rock during the freezing
process. In addition, these results indicate that werting and drving of rock during
thaw phases, a phenomena that may occur frequently in many cold regions during
the summer months, will continue to weather that rock, further weakening it prior
to the return of freezing during autumn-winter period. Breakdown which was
presumed 10 be due to freeze-thaw weathering may owe much to the inter-operation

of werting and drying.

Conelusions

Werring and drving would appear, based on the evidence so far obtained, to be a
component of the rotal freeze-thaw process. The uptake of water, which will later
be subject 1o freezing, changes the elastic properties of the rock due to its effects
upon the bonding strength of that rock. This not only suggests that freezing may
take place when the strength of the rock has been diminished, bur also that, with
multiple repetitions hysteresis will cause progressive weakening, and possible ulti-
mate failure, of the rock. This latter factor is particularly relevant as rocks in many
cold environments are subjected to wetting and drying during the warmer, rainy
summer period, and so undergo weakening, prior to the onset of freezing during the
autumn. In both laboratory experimentation, where samples are often subjected to
wetting and drying, and in the field, where this is a frequent, natural occurrence, this
clement of rock weathering should not be forgotten, More research is needed ro fully
understand the mechanism(s) and effect(s) of wetting and drying, and thus what is
its actual role within freeze-thaw.
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ABSTRACT

Results ol Ireeze-thaw simulations on three large blocks of quartz-micaschist are presented. Three types ol water o ice
phasc chunge were identified Itom temperature and ulirasonic measurements. 11s suggested that the type of phase change
results Irom a particular combination ot rock moisture content. solute concentration. {reeze amplitude. and rate ol fall of
temperature. The temperature at which ice thawed inside the rock [ =07 to — 19 C) was also found. and this indicates the
passibility of ITeeze-thaw ellects withoul positive temperatures, Approximately 80 per cent ol the water that will treeze
under natural conditions. in the Mariime Antarctic environment under study. appears (0 have done so by —6 .

KEY WORDS Weutheteng  Freeze—thaw  Simulation  Ultrasosic testing  Quariz-micaschist Manume  Antacclic

INTRODUCTION

Simulation ol Irost weathering on rocks has been a major avenue ot investigation tn the attempts to clucidate
the mechanisms and rates of rock breakdown in cold environments {e.g. Brockie. 1972; Fahey. 1983; Potts,
1970: Swantesson. 1985 Thomas. t938, Wiman. 1963) More recently (Williams and Robinson. 1981;
MeGreevy. [982; Fahey. 1983). the implications ol saline solutions in ireeze-thaw have been considered. as 100
has the ellect ol the thermal properties ol the rock (McGreevy, 19835). However. all ol these experimental
conditions have sultered Irom a number ol inadequacies, notably . . . experimenial conditions are not
particularly representative ol actual periglacial environments’. (Fahey. 1983 p. 343). Uniil now true
representution of the environment In question has been almost impassible since. apart from inad-
equate climatic data in many instances, there has been a lack of information on rock moisture content
iMcGreevy and Whalley. 1985) and the chemistry ol that interstitial water (Fahey. 1985, p. 103). In addition.
many studies have not considered the physical properties ol the rocks that are being used making useful
comparisons between malerial. even lrom the same lthologic group. very dilficult,

fn an ettort 1o correct this inadequacy. a series of simulations have been undertaken as part ol the British
Antarcuc Survey "Fellfield Ecology Research Programme™ (Walton and Hall. in press). In this project. based on
Signy [sland in the Maruime Antarcuic. reeze-thaw activity 1s being studied not in isclation, but as part of a
wider investigation encompassing chemical and biological weathering. mineral cycling, plant colonization.
micromeleorology and pedogenesis. As a fundamental basis to the whole study there is already information on
the microclimate |Walton. 1977, 1982}, the geology (Storev and Meneilly, 1983). the field moisture content of
the rocks (Hall. 1986a). the chermstry of the interstitial rock water (Hali et al., 1986). the physical properties of

0197-9337,88,040369-14%07.00
¢ 1988 by John Wiley & Sons, Ltd.
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the rock (Hall, 1987). and a studv ot rock Iracture mechanics ol quartz-micaschist (Hall, 1986b). Thus. lor the
tirst ume. there is an adequate data base 10 allow representauve simulations 1o be attempted.

As part of these simulations. use was made ol uitrasonic testing upon the basis thal ullrasoqic pulses
travelling in a solid material can be ellects on the tming and character ol the Ireeze. Whlst the monitoring of
cxotherms also provides evidence of the timing of the water to ice phase change it will be seen that the
ultrasenic data give far mare infermation (see alse Hall, 1986¢). '

METHODOLOGY

Samples ol quartz-micaschist were collected from a variety ol environmental positions and at various times
during the summer monaths on Signy Isiand (60° 43'S, 457 38’ W) in the South Orkneys (see Hall. 1986a or
Walton and Hall. in press. lor details o) the study area and held procedures). The field moisiure content ol the
rocks was measured. {ollowed by porosily. mictoporosity. saturalion coefficient. and water absorption
capacity {Hall. 1986a). Using the Schmidt hammer, the point 'oad test. and indentor tests, mechanical strength
characieristics were established for the rock both normal to and paraliel o the schistosity (Hall, 1987). From
these data esumates of K, , the stress intensity factor, were derived {Hall, 1986b). In addition. analysis of the
interstial rock water chemistry was undertaken to establish both the types and concentrations ol salts within
the rock (Hall er al.. 1986).

In this experiment three large blocks of quartz-micaschist were used. One block (ref. # 65a) was totally immer-
sed in water for 48 hrs to allow natural saturation (i.e. not under vacuum). To facilitate unidirectional treezing
it was then encased, except tor one bjc plane (240 x 600 mm in size), in a 0-3m thick, waterprool, closed-cell.
pofyurethane jacket. The placing ot a thick sheet ol greased polythene around the rock whilst the foam was
lorming inhibited the loam bonding to the rock or wedginy into all the surlace irregularities. Thus it was
possible to vasily extricate the rock once the jacket had solidified thereby allowing l'or periodic removai during
the experiment lor weighing and resoaking. The exposed lace had its schistosity normal to the directson of
Ireeze penetration, this being the attitude of schistosity on clifl laces in the field. Details ol the rock size and
properties. together with those of the other samples, are given in Table [. This sample simulated unidirectional
Ireezing in an open systerm of a continually saturated, or near-saturated, block (saturation here meaning the
rock conlained as much moisture as it could {reely absorb during a 48 hr immersion in water).

A second block of rock {4 65b) {rom the same outcrop was also saturated but. alter being encased in a
polyurethane jacket and titted with tlemperature sensors, it could not then be removed lor resoaking. Thin Alm
platinum resistance sensors were placed on the exposed rock tace and, in drill holes, at distances of 20 mm and
60 mm behind the open tace. The exposed area was 240 x 650 mm with schistosity normal to the freezing plane.

Tabie |. Details ol rock properties and measufements

Rock sample

Properly 63a 65b 66
Dry Weight (experiment start) (2) 4478] 68574 3019-6
Wel Weigh! {experiment start} 12) 4491-7 68878 9044 6
Change (g) 136 304 250
Percentage Change 0-30 034 0-28
Exposed lace Im) 024 x (06 024 < 0065  (-3d5x 009
Porosily (") 1-d6 1-46 193
Walter absorption capacily (" 1-04 1-04 165
Saturation coelficient 071 071 0-86
Wer Weight lexperiment end} (g} 4483-6 68838 90528
Dry Werght {experimernl end) (2} 44768 68373 Y0192
Loss of material ) 13 gam ol 0™ Od*
Percentage loss ") 0-03 — 0-004

* Marginal weight 2asns due 10 precipitation vut ol NaCl from introduced solutions (635b and 66 only)
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Finafly. a third block ( # 061 was placed. with the face 10 be exposed (o [reezing. i water 10 a depth ol 7 mm
for 12 hours, to simulate limited exposure 1o moisture—as on a clill face. [t was then encased in polyurethane
loam with temperature sensors on, and at distances of 20 and 60 mm behind. the exposed lace. [n addition,
ultrasonic transducers were emplaced 1o monitor uitrasonic sound velocily. across the c-axis of the rock.
40 mm behind the 60 mm depth temperature sensor. The transducers. bonded 0 the rock with phenyl
salicylate, comprised ceramic piezoelectric elements 1n stainless steel cases pulsing 10 tmes per second at a
ltequency of 54 kHz The pulses were bolh generated and measured, with an accuracy of betier than + —-0-5
per cent, by a PUNDIT (Portable Ultrasonic Non-Destructive Digital Indicating Tester) manulactured by
CNS Instruments (Loadon) Lid.

Knowing the pulse (ime and the distance between the transducers (91 mm} then pulse velocity (Cpleould be
calculated. However. as during the running of the experiment the distance remained constant. any change in
pulse time must reflect some change in the state of the rock. The pulses were runming conunuously but the
transit time. generaled by the PUNDIT. was logged by the controlling microcomputer al the same time as the
temperature and humidity data (Walton and Hall. in press). Thus it was possible to obtain almost simulianeous
readings ot airand rock temperatures together with pulse time. Prior to the simulation start. the PUNDIT was
tested to see il there were any ellects due lo subzero temperatures. Using the suppiied reterence bar a maximum
deviation o —0-2 us at — 20 C was l'ound. During the actual simulation the transducers were periodically
removed lor recalibration and the maximum dritt encountered was 02 ps.

The samples were placed ina simulatior chamber (Waltonand Hall.in press)in which acomputer controlled
the climatic cycles to which the rocks were subjected. and monitored the chamber temperature and humidity.
the rock temperature sensors. and the ultrasonic pulse time. The seasors were read at various specified rates
between 30 seconds and 1 hour. variable throughout the cycle. and then stored on disk and printed out. The
climaticcycles used. detailed in Figure |, were based on micrometeorological data collected trom reterence sites
on Signy Island (Walton. 1977, 1982 and personal communication; Collins er ul., 1975). This sequence allowed
lor comparison with earlier simulations (Hall, 1986¢) but with two extra treezes. one with a ‘tast’. and one with
a slow’ rate of lall ol temperature. down to —20-C to both simulate a winter Ireeze plus allow some
comparison with the theoretical considerations of Walder and Hallet (1985). The sirnulation was run for
1705 hrs which gave 11 (ull cycles, each of which lasted almost one weck. and realized 450000 data readings.
Initially all three samples were only wetted with deionized water but later in the experiment a solution of
0-25M NaCl was given Lo rocks 66 and 65b.

RESULTS AND DISCUSSION

Knowing the surface, 20 mm.and 60 mm depth temperatures it was possible 1o calculate the internal rate ol fal)
ol temperature tor blocks 65b and 66 for each ol the treeze cycles and for difTerent temperature ranges within
those pertods (Table [1). Within the range of treeze amptitudes considered here ( — 3. — 6.and — 20 C). the rate
ol 1all ol environmental temperature appearéd to be less significant than the tixed tinal temperaiure ol the
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Figure 1. Deuails ol the Iteeze~thaw cycles. tagether with the rates ol chunge o temperature, used tn the simulatans
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Table [I. The rate of fall ol lemperature lound tor different treeze ¢ycles and ranges within
them

Rate of fall of temp (. Chr™')*
66 63b

Range (raie) 20mm 60mm 20mm 60 mm
0o ~3cycle (43 Che™') 020 G20 022 023
D —6cycle (3 Chr™') 0-47 0-48 042 044
Q1o —20cycle (L Chr™H) 076 080 083 084
0o —20cyele (3 Chr™H) 098 103 0-96 095
0o — 3 range of —6°C cycle 071 072 077 079
Oto — 3 range ol slow —20°C cycie 094 088 0-83 081
010 — 3 range of last —20°C cycle 1-58 1-43 100 (VA
0 to — 6 range ol slow —20°C cycle 094 095 097 096
0w —6 ol last —20°C cycle I-34 t-58 0-98 082
—6to —20 range of slow — 20°C cycle 071 075 079 081
— 610 — 20 ol fast —20~C cycle 0-86 092 G9 [-Q0

* For cveles with no NaCl given

Ireeze in determining the rock’s internal rate of tall ot temperature. Consideration ol Table 11 shows that
although the —3-C Ireeze occurred at a rate of 4.5°Chr~" the internal rate of tall o) temperature was
:2-Chr ™', whilst the — 20-C treeze with an environmental tall ol only 1"C hr ~! showed an internal drop at a
rate of *76"C hr ™ '. Consideration ol the same fixed value { — 3 or — 6°C)shows that the rate over that range
increases with a decrease in final temperature. Even for the — 20-C cycle, the 200 per cent dilterence between
the 1'Chr~'and 3*Chr ™' rates only resulted ina 29 per cent difference in internal rates of (all ol temperature.
It was also possibie to calculate the variation in rate of tall ol temperature, tor each negative degree. for any one
cycle {Table 11I).

The rate of lall of temperature, either enviconmentally (e.g. Battle, 1960) or within the rock (e.g. Walder and
Hallet. 1983), has been suggested to be a major control on the torm, and rate. ol rock breakdown due 1o
freezing. From this simulation neither environmental nor internal rates ol change were l'ound to be simple” in
terms of their controliing influence. As stated above, within the limitations ol the cycles used here. it appears (o
be the amplitude of the freeze that exerts the greatest influence on internat rock temperatures (Table 11). The
rate ot change of temperature within the rock. as a product of the lowest temperature ot the freeze cycle, is
significant with respect to theoretical modelling. Walder and Hallet (1985, p. 342) state that *Clearly. crack

Table IIl. An example of the vanatien in rate ol lall of
temperature within the rock for a given lreeze cycle

Rate of 1ali ol temperature

{ Chr™l
Rock %66 Rock#65

Range Wmm 60 mm 20 mm 60 mm

O -1C 0-87 0-30 091 91
-l -2C 0-66 067 74 78
-2t = ¥C 0-64 0-68 068 0-70
-3t —-4C 048 52 032 030
—4t0 —-5C 022 0-23 033 0-du
For same roek with NaCl solution

Ow —1-C 1-34 1128 —6 Ccycle at rate
—1to =2C 071 070 of 3Chr™!
-2 -3C 0-56 60 environmeniul
-3t —4C 046 032 change
—4 10 —5C 031 032
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growlth lor a Axed final temperature is greater, the lower the cooling rate’”. The data Irom this simulation would
tend to suggest ihai. in reahity, the cooling rate of the rock is controlled by that “hxed final temperature”,
Environmental rates would have to be significantly lower than the I Chr ™! used here (o result in the sort of
rates {¢. 0-025°Chr ), said (o achieve the maximum damage (Walder and Haller, 1983), within the outer wetced
part ol the clill’ face. Certainly environmenial rates ol less than 1"Che ™" are. from available data (Walton,
personal communication. 1977), thought stower than any occurring within the present study area. The rate of
fall of lemperature would, however. certainly decrease with depth into the clift such that. at some point (the
value for which is unknown but [rom available data appears to be ¢. 0-6 m), the rate would be very slow. But. it
is suggested that at this depth (¢. 0-6 m)there would be negligible. il not non-existent, interstitial moisture. The
chifls have been shown (Hall, 1986a) te have very low moisture contents in the outer. obvicusly wetter,¢. 02 m
and so although rates of fall ol temperature ol the order required by Walder and Hallet {1985) are found. they
must occur in the absence of moisture. This. then, would beg the point made by McGreevy {1932, p. 486)as 10

whether . . . conditions favourable for breakdown ... persist in nature ... Without doubt the field
observations point to very limited mechanical weathering ol clills on Signy Island.
Whiist the rock temperature decreased linearly with time {r = — 098 for — 6 C cycle). as was suggested by

Walder and Hallet (1985, p. 339). the rate of change of temperature also changes linearly (r = 0-92). This means
thut, for example, during the — 6 C cycle. there is as much as a 332 per cent dilterence in rates (31 10
[-34 Chr~" Table I1[) through time. The difierential appears to be even larger when sait soiutions are given to
the rock. Thus, for any given point. in the outer weiter layer of the chitf, there is not found a constant rate of
change and certainly the slow rates suggested by theoretical modelling are not attained at any time prior Lo the
waler—ice phase change having occurred.

Sample 65a. which continued (o be resoaked throughout the experiment. gave a good indication ol the loss
ol moisture through evaporation during the experiment run (Figure 2). In addition, it provided a comparison
between salurated’and ‘non-saturated’ samples experiencing unidirectional freezing inan open system. It was
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lound that, ulthough block 63a and its exposed tace were the smallest ot the three. it nevertheless expecienced
the greatest loss of material iTable 1). The actual amount of meisture lest varied, and may have partly been a
function of experimentai procedure. particularly as laboratory humidity varied considerably. However. it is
this evaporative loss which may help explain the change in water mass and/or chemisiry that seems 10 have
atfected the nature ol the trecze 1n some cycles (see below). In addition. although individual vatues appear
random there is a linear relationship (r = — 0:79) between the number ot ¢ycles and the weight ol the block: as
the number of cycles increased so the weight of the block decreased. This change cannot be relaled solely to the
foss of material due 1o weathering as Figure 2 clearly shows that atter the 13th —20-Ccycle the dry weight was
the same as al'ter the 20th — 20°C cycle. The exact cause [or this change is unknown but may be related 1o the
lorcing apart ol laminae at the rock lace which facilitated a more rapid moisture loss.

Certainly, of these three blocks. it was the continually soaked 65a which showed the greatest amount of
weathering despite having the smallest exposed face (Table 1) This, albeil mited sample, suggests that, even
with unidirectional freezing the amount of weathering is largely controlled by moisture availability. However,
despite this, and as important as it is with respect to the applicability of simulations 1o nature {Hall. 1986a),1t1s
most noticeable that the amount of weathered material was very limited (Table 1). In additien, no saline
solution, which has been argued to increase the efficacy of frost action (Williams and Robinson. 1981), was
given to sample 63a. Thus, the degree of saturation is seen as a very important parameter in the control of
weathering rates.

Rock samples with temperature sensors (650 and 66) showed exotherms indicative of the water 10 ice phase
change {Table 1V). In addition. the change in the extent of supercooling due to the introduction of a
0-25 M NaCl solution can also be seen. The ultrasonic pulse times obtained for sample 66 during these freeze
periods also proved of great value. Accepitng that there is a decrease in pulse time due 10 the transformation of
water (o ice, three major forms of phase change were recognized. The first comprises a rapid. large scale
transformation of water to ice, with a large exotherm, subsequent to extensive supercooling of the interstitial
rock water (A in Figure 3). This type of freeze was observed for the — 6°Ccycleand theslow (1°Chr™') — 20°C
cycle. The second type of freeze consisted of a small exotherm at the 20 mm depth followed by a (relativeiy)
slow, progressive freeze (B in Figure 3) and was characteristic of the fast (3°Chr™") —20°C cycle. The final
form ol transformation {C in Figure 3) occurred for all cycles when “high” saline conditions were present (c.
> 0-5M)and comprised a progressive but relatively rapid freeze {i.e. somewhat intermediate between Lhe other
two forms) with no sign of supercooling or an exotherm shown by Lhe temperature sensors. _

Itis suggested that io a simulation of this kind it would not have been possible to discern the detail of what
was happening inside the rock. with respect to the phase change, without the ultrasonic readings. For example,
in the case of the freeze with the higher saline solutions it would have appeared as if no phase change had 1aken
place as no exotherm was apparent. In the other two examples there certainly would have been a freeze
indicated but its nature would not have been discernible. Other techniques such as sirain gauges le.g. Douglas
¢t al., in press) could prove useful [see below) but would not resolve the detail obtained via ultrasonics. The
ultrasonic pulse time, together with the paratlel temperature readings, also indicated at what temperature the
phase change back to water took place during the thaw cycle, In the initial runs (i.e. prior to the introduction of
NaCl) this began when the 20 mm depth temperature was ¢. —07°C and the 60 mm at ¢, — [-1-C, and at
approximately — - [°*Cand — 1-9°C respectively after the introduction of the saline solution. The recognition
of thawing at these temperatures indicates that there need not be positive temperalures for freezing and
thawing of inierstitial rock water to take piace {Hall, 1980).

[t was observed that the ultrasonic pulse time at the end of the freeze phase was the same for both the — 3°C
(when freezing occurred) and — 6°C cycles (17-1 us), whilst the twa — 20°C cycles also had comparable times
(159 ps). This would imply that the physical end result in terms of the air—water—ice mix within the rock was
the sume lor each of the two pairs ol end temperatures, but that the — 20°C group were different 1o the — 3°
and - 6°C group. Accepting that shorter pulse times are associated with a grealer ice presence |Miles and
Cutting, 1974) then this would imply. as might be expected. that more water was frozenat —20°C thanat - 3°
or —6 C. With a linear relationship of ice increase to putse time decrease. then the amount of water frozen [or
the —20"Ccyclets only approximately |8 per cent more. not a great difference for the decrease in temperature
between —3°C and —20°C. In other words, this implies that cerlainly by —6°C (accepting that freezes
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Table 1V. Examples of some typical thermal jumps associuted with the water to ice phase change monitored inrock 66

! 2 3 4 20 mm depth 60 mm depth time for

cycle Air °C Surface U Rise of  [rem to A lrom to A Llorin
hr:mun:sec

—6 57 —36 +01 ~26 -8 |-8 -2 - 13 03 104

slow

-20 -76 —-49 +02 -33 -1 22 -8 22 06 0:32:01

fast - 126 -70 + 01 -7 - 18 09 -7 ~14 03 0:06:38

-20

-6 -59 -39 + 01 -33 -23 08 -30 6 0d 0:28:0!

-6 -59 - 28 +01 -26 [l -5 - 23 - 18 07 1:21:33

slow —-82 -62 +02 -32 14 18 -30 -23 07 0:34:05

-20

-6 -57 - 40 +0-1 -30 -12 -8 - 28 22 06 1:02:29

slow -78 -52 +03 -35 -3 22 - 31 -26 03 0:30:00

-20

[ast -838 —6d — - 15 - 11 04 — — — 0:05:50

~20

-3 —-2:6 — 14 *Q- 1 -l —-G7 04 - 10 -07 03 1:20:45

slow -67 —4-7 +02 -33 -26 07 - 29 =22 07 0:.44:10

- 20

fast -6 - 30 —_— — 10 -07 03 — —— — 0:04:05

-20

-3 -26 - 13 +0-1 -0 -07 03 — 10 ~07 03 (:25:01

After introduction of 0-25 M NaCl selution

-6 -6 - 46 +03 —34 -7 1-7 -33 27 06 1:07:14

slow -80 - 56 +01 -39 -2 [-8 -36 -30 06 0:34:31

—20

last -95 —4-8 — -20 - 17 03 — — — 0:03:12

-20

-6 - 57 -53 +02 -39 -28 11 -39 -33 06 0:52:06

slow ~-80 -5 — —41 - 34 07 -1 -34 05 0:20:58

-20

-3 -26 —25 + 0 -22 —~ 14 08 -20 -8 02 1:32:09

slow -70 - 47 +01 —-25 - 13 L2 -2l -19 02 0:19-37%

occasionally did not occur for the — 3°C cycle) then ¢. 80 per cent of the water that is likely Lo [reeze in any
normal environmental condition on Signy Island (i.e. temperatures are rarely below — 20°C) has frezen, How
much thisis of the total water within the rock 1s not known but it is highly likely that some lightly bonded water
remains unfrozen.

Another interesting observation regarding the end pulse velocities is that they are achieved some time belere
the end of the freeze cycle: | hr 14 min for — 3°C, 2 hrs 30 min for — 6°C, 6 hrs 55 min for the [ast — 20 { and
11 hrs 45 min for the slow — 20°C. In addition, the actual temperature at opuimum pulse time is higher than the
final temperature achieved (1.e. optimum conditions are attained before the coldest stage is reached): that l'or the
—3°Ccycle being ¢. —2:4°C, the — 6°Ccycle being c. — 5-0°C, the slow — 20°C cycle being ¢. - 187" Cand the
fast —20°C being ¢. — 17°C. These data imply that afler a certain point is reached no more [reezing of waier
takes place despite the continuation of negative temperatures. Thus, at —3°C and — 6°C, where it is known
more water is available to freeze (as shown by the subsequent — 20°C cycle) it in fact cannot do so at this
temperature. Thus, the suggestion of Walder and Hallet (1985) that ice growth will continue for sustained
temperatures in the range ¢. —4 to — 15°C, ifample water is available, does not appear to operate here. This is
not to say that their hypothesized mechanism does not function but, more likely, that there is not enough water
in the Signy rocks and that which is available is relatively tightly bonded thereby requiring the lower
temperature before it can freeze. In turn, this again implies that by ¢. — 6°C almost all the water that is available
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Figure 3. Gruphs ol actual readouls 10 show Lhe tnree forms of phase change found during the simulations. A exemplifies the capid lurge-
scale phuse change, B the relatively slow. progressive Iteeze. and C 1s churactensuc of high saline conditions

iofreeze has doneso and that by ¢. — 18°C all the rock water that will freeze under natural conditions on Signy
Island 15 in a [Tozen state. These results are similar to the tindings of Thorpe (1983) where, in freshly placed
concrete, at — 3°C +/ — 90 per cent of available moisture had transformed to ice and a drop to —45°C only
increased the amount to Y7 per cent,

Ultrasonic pulse limes were obtained [or the dried rock samples prior to the experiment start (41-0 ps), after
the initial wetling of the exposed face (37-0 us) and then atl the experiment end when the rock had once more
been dried (402 ps). Subsequent to the 9-7 per cent decrease in pulse time afier theinitial introduction of water,
there was a [urther diminution in pulse time, 10 286 us, later in the experiment alter more water had been given
by spraying and. presumably, inlerstitial water was pushed lurther into the rock closer 1o the transducers. With
the transformation of the water to ice, and the filling of more void space due 1o the volume change, pulse time
decreased significantly (a1 —6°C = {7 lusand at — 20"C = 159 us). However, what may be important is thal
the start and end dry rock pulse times show a slight (1'95 per cenl) decrease rather than, as was first anticipated.
an increase. It was thought that internal damage to the rock would produce more pore space which would
therefore increase pulse limes; the hope being that the ultrasonics would show evidence of otherwise
undetected internal disruption 1o Lthe rock. But, as stated, rather there was a decrease in pulse 1ime which
implies a “diminishing’ ol voids within the rock. The only explanation for this, apart from the obvious
possibility ol operator error, is that of the iniroduced salts being precipitated out, during drying, within the
tnterstices of the rock which thereby caused the marginally slower pulse transmission times. This explanation is
considered probable in the light of the very limited weuthering found for all of the large blocks, both in the
laboratory and the field. The overull imphcation of the evidence (s that considerably more freeze events are
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required before noticeable damage to the rock. interaal or on the rock tace. 1s obtained and that this simulation,
in that respect. was of too short a duration. The corallary of this. though. is that 10 the field 1t would be a
considerable length of ime belore damage to cliff fuces is efTected: an observation suggested from other lines of
study as well {Hall. 19864, [986b. and Hall er ai.. 1986). :

The ultrasonic indication ol a rapid phase change (A in Figure 3y during the slow rale ol fall ol temperature
towards — 20-C is of great interest, Davidson and Nye (1983} have shown. by means ol a photoelastic study ol
ice growth 1n simulated rock blocks, that the temperature environment of the block affected the way the ice
grew. With pre-cooling to — !0°C toilowed by surface cooling they lound that this resulted in supercooled
water that suddenly [roze. a situation very analogous to the slow —20°C freeze of this simulation. A rapid
Iteeze in their experiment gave results very similar 1o that of the fast —20°C freeze in this simulation (B in
Figure 3)during which there was progressive freezing which Davidson and Nye {1983, p. 146) describeas™. . . a
smooth ice [ront which progressed evenly down the slot . . .". This recognition of a sudden [reeze of water
within the rock is pertinent insofar as it conflicts with the hypothesized model of Hallet {19831 which argues for
progressive [reezing with a slow (rock) rate of {all of temperature but. at the same time, oflers evidence in
possible favour of Hodder's (1976) theory of cavitanon-induced nucleation of ice.

Hodder (1976) suggested that where homogeneous nucleation were possible then a shock wave would be
produced which could be the cauuse of rock damage, rather than the actual phase change. This 1s a novel 1dea
and one which, to the author's knowledge, has never been considered in any stmulation study. The possibility
ol this mechanism had not been foreseen within the preseat simulation but was suggesied rather by the data
during the course of the experiment. and 0 no sensors [or evaluation of this hypothesis had been built in to the
programme. However, by means of a crystal pick-up held in contact with the rock, and Linked to 2 y/( tecorder,
it was posstble 1o obtamn some preliminary results (Figure 4). Afthough o acoustic emission concomitant upon
phase change was detected. two peaks that could not have been due 10 electrical disturbances were recorded
some time {2 hrs 7 min and & hrs 31 min) after the freeze 100k place. Their significance 1s unknown, but
experiments employing acoustic emission sensors and fibre optic crack detection equipment are currently in
progress to lurther evaluate Hodder's hypothesis.

Walder and Hallet (1986) argue very strongly that it is not the volumetric expansion upon phase change that
causes rock breakdown but rather waier migration 1o a {reezing Iront such that ice growth in excess ol the
volume chunge occurs. and it is this which causes crack propagation. Without doubt some of the ultrascntc

0357 hrs Large.
G353 nrs single

Power surge that
(3-3-85} pedks

crashed computer
spikes during

I electrical storm

Disturbance recorded
during one ¢ycle

2122nhrs “freeze event
(2-3.85) (no peak)

[ |

angrc 4. Exuamples of readout [rom y. 1 recorder showing typical peaks. Output A indicates two peaks possibly indicative ol rock dumuge
during aslow — 20 Ceycle. Output B gives examples of eleciricul distorbances (10 sume scale as A)showing their relatively small smplhiude
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evidence supports this model (B and Cin Figure 3). However. two lines ol evidence rom this study qualify the
general use of Hallet's (1983) model. Firstly. the less-than-saturated stute of the rock appeurs 1o have produced
far less weathering than was tound lor the saturated sample. a possibility that Walder and Hallet 11986) do
recognize. However. moisture levels in the rock during this simulation were higher ( = 30 per cent] than are
found under natural conditions [Hall, 1986a) and freezing certainly occurred ina progressive manner. and yet
weathering products were minimal. Secondly, the ultrasonic velocities do not appear 1o indicate significant
internal disruption. and, whilst fully accepting the occurrence of progressive freezing, il must be recognized
that rapid phase changes are afso found. Thus. although the y/t record has failed to so lar indicale any such
event, Lthe possibility ol crack growth by, what Walder and Hallet (1986) term, a series of bursis associated with
each (reezing episode, must still be considered possible,

The measured rate of change of temperature al depth will be affected by the nature and duration of the
freeze Depending upon the temperature gradient, the rock experienced either 4 slow, progressive freeze with
minimal supercooling prior to the initiation of the phase change. ot there s ‘severe” supercocling lollowed by a
sudden, massive freeze. In the latter case there s a “plateau’ period (see Hall, 1986¢, Figure 4) the length of which
15 a product of the amount of water and the steepness of the temperature gradient, These two types of freeze
occurred in the first part of the simulation when only distilled water was given to the rock. However, and this is
a point other simulation studies have frequently nol appreciated, this 18 by no means intimating a "‘pure water
condition”. In fact, available data (Hall et al.. 1986) would suggest that there could be an initial NaCl molarity of
anything up to 0-3M due to the presence of the field salt status being preserved in the rock as a result of
precipitation out during drying. There was a {reezing point depression. as would be expected, upon the
introduction 0f 0-25 M NaCl to the rock in the order of 0-8°C which is very close to the caiculated depression of
0-9*C (freezing poinl depression = Van't Hoff Factor x [Molality x Cryoscopic Constant] = 2 x [(-25
x |-85]).

Infermation on the — 3°C cycle is less definite. Or. some occasions an exotherm is recognized (Table [V)and
the ultrasonic reading indicates a progressive phase change. However. for an apparently otherwise similar
event there is sometimes no freeze indicaled by either temperature or ultrasonics, Lhe appearance being that of
supercooled, unfrozen interstitial water. The occurrence or not ol a freeze may be a product of the amount of
water available in the rock for, as has been noted, there was loss due to evaporation. Remembering that it will
nol be a pure waler system. then whether a freeze does or does not occur will depend upon a suitable amount of
water, without a high salt content, being present. [f there is a very large amount of water present then there will
be a great deal of latent heat to be removed and a freeze (o only — 3°C may not be sufficient to allow ice growh.
Equally. il there is a high salt concentration then the freezing point depression may preclude a phase change.
Freezing will only occur when the mass of water and its salinity are within certain boundaries.

The — 6°C cycle, on the other hand, responded in a very similar manner to the slow — 20°C [reeze. including
the change in response with the introduction of the saline solution. Temperatures in this cycle. as compared 1o
the — 3°C cycle, went sufficiently low to allow supercooling, although it was noticeable that air temperatures
were sustained at ¢, ~67C for over five hours priar to uny freeze and the rock surface was at a nepative
temperature for a similar duration. In other words, a period of time at the fixed end point {in this case * hous
was required prior to freeze initiation. If this time were available, then a gradient slowly developed tha
produced a rapid, exiensive freeze once phase change began.

[t 1s Telt that the results of this simulation have important implications with respect to both hictd i
taboratory studies. Most importantly, the frequent criticism that the experiments do not reflect the coaditions
operative in nature {McGreevy, 1982: McGreevy and Whalley, 1982} and that adeguale cogmsance ol tntcii,
conirels such as rock properties and moisture content {Douglas et af.. {983: MceGreevy and Whulley | [9~-
Trenhaile and Mercan. 1984) are not mel. is not valid here. The experiments are based on 2 knowledge ol licld
conditions and so the simulation results are applicable (o (he Signy [sland environment, and. possibly. to
general theory.

The limited degree of weathering corresponded Lo thal observed for cliffs in the field (Hall, 1987} The
weathering rates of these cliff-analogous, unidirectional freeze penetration, apen systems were orders of
magnitude less than was obtained for small rock pieces subject to omnidirectional freezing (Hall, submitied).
Thus. it 1s suggested. that the bulk of simulations to date reflect only the weathering of loose blocks and are not
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applicable o bedrock. More imporiant, though. is thought 10 be the informatien on Lhe timing and nature of
the freeze. There has been much discussion (see McGreevy and Whalley, 1982) on the temperature at which
freezing takes place in rocks and building materials. This has largely been seen 10 be the_ product of pore size,
with the effects of salts and/or cluys also being recognized. Unquestionably pore size has a strong control but
the simulations here suggest thai solute content exerts an influence on both the temperature at which the [reeze
occurs and the type of freeze.

Consideration of field and laboratory studies to date indicate that rocks are considered 1o freeze at certain
‘critical” temperatures (McGreevy and Whalley, 1982) and that duration of temperature at a certain level may
be important (Lautridou, 1971). However, it bas been shown here that the towest lemperature of the freeze
cycle exerts a powerful influence on the nature of the freeze. It is not always clear from earlier studies whal the
freeze amplitude was when Lhe thermal peak denoting the water to ice phase change appeared {e.g. Douglas er
al., 1983; McGreevy and Whalley, 1982). The results obtained here may help to explain why Lautridou {1971)
suggested the duration of negative temperature to be significant { — 5°C for 10 hours), for consideration of the
present data shows that for a reeze of this amplitude a negative temperature needed 1o be sustamed for ¢.
6 hours before there was a sufficient thermal gradient to initiate [reezing. What is nol known {rom earlier
studies is the actual nature ol the freeze, and that, via ultrasonic readings, is here seen to vary as a function of
freeze amplitude, rate of fall of temperature and seolute coatent. Thus, it is suggested Lhat previous
considerations may have been too simplistic.

A [actor which is now thought to greatly complicate experimentation, and which may help to explain some
of the variations in results of previous experiments, is that of solute content. Many studies have used natural
rocks obtained from the field. Deiomzed waler has then been used in the experiments and the implication 1s
that the results are associated with "pure’ water. However, as already noted, this need not be so. Solutes trapped
within the rock during drying are remobilized upon saturation and the system is no longer “pure’; lack of data
on solute content to date has negated any quantitative appreciation of 1ype and amount of solutes that might
be present. As has been shown here, solute content can have such an ellect on both the timing and nature of the
freeze that the results of many previcus simulations should be viewed with some caution, This is particularly
the case with small amplitude freezes (c. — 3°C) which have been considered controversial in their geomorphic
significance (McGreevy and Whalley, 1982), which are seen here, in some combinations, to be effective. In
addition, with the higher solute contents in this simulation the sensors did not record an exotherm and,
particularly as many other experiments have used similar techniques, il is possible that without the aid of
ultrasonic data these experiments may well have missed the actual temperature and timing ol the phuse change.

Itis so far nol clear what precisely is the actual mechanism causing rock weathering, since the same rock may
experience different types of {reezing as a result of particular combinations of freeze amplitude. freeze rate and
solute content (pore size being seen as a constant as only one rock type is being used). Broadly there is the
dichotomy of a slow progressive freeze and thal ol a sudden, exiensive freeze. The two are quite different and
may or may not cxert different effects on the rock. The sudden freeze is such that the idea of cavitauon-induced
nucleation of e (Hodder, 1976) must be considered bul the initial results within this simulation are by no
means conclusive. However, both types of freeze may salisly the theoretical model of Walder and Hailet (1985).
The slow phase change certainly appears to offer some evidence that the Lype of progressive reeze they describe
should be most destructive, albeit at rates of change of temperature greater than the intimaled opumum. On
the other hand. the slow rale of freezing of any water not initially frozen in the case of the rapid phase change
may also be conducive to Walder and Hallel's model. Both, though, are probably constrained by the amount of
water present. afthough long-term small stresses may induce as yet unquantified effects of rock fatigue.
However, the experiments on the three blocks used here indicated that greater weathering rates were found
with higher moisture contents lor the same conditions. All of the simulation results are meaningless unless they
can be applied buck 10 the field. [n this instance, it is known that the clifls experiencing unidirectional Iteezing
have iow moisture conlents (Hall, 1986a) and so, whatever the actual destructive mechanism. the rates of
breakdown found for samples 650 and 66 are representative of the field situation.

Ulumately. 1t must be Lhe applicability to the field which justifies a simulation of this kind. Whilst there 15
some value n the standardization of methods and experimental conditions. this may not reflect the field
situation. In fact. it may well be thal because most simulations have not been founded on a frm data buse of
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field conditions. their meaning and potentiat comparisons are not viable. 1tis here suggested thal, except for
experiments with deliberate simplifications seeking to understand physical processes by varying only one
factor whilst holding the others constant, the laboratory simulation should be a close approximalion Lo nature
and thal as many paramelters as possible should be considered. Whilst this might iniially lead to a vastamount
of. apparently. unrelated simulations, the ultimate results may show some recognizable themes or factors and
so our knowledge of this complex topic will grow in a reabstic manner. Standardization ot methods and
conditions (McGreevy and Whalley, 1982), whilst it may appear scientifically sound, may not help solve what
happens in nature. with its multitude of variauons. but simply whal happens in standardized experiments.

CONCLUSIONS

A number of major points emerge from this investigation of freeze-thaw effects on quartz-rmcaschist in the
Muritime Amarctic environment of Signy Island. It may be that the results are applicable 10 some other rock
types and 10 olher cold environments. but until further experiments are carried out the poinis noted here are
meunt only 1o reflect the Signy situation.

For the same final temperature ( — 20-C in this instance) the rate of tull of temperature will affect the Uming
and nature of the phase c¢hunge, but the freeze amplitude is more important than the environmental
emperiature change where different end temperatures are concerned. Whilst some freezes are slow and
progressive. others are rapid and extensive such that progressive {reezing need not always occur with sustained
subzero conditions. Ultrasonic data indicate that, ol the water that will freeze wt —20-C, 80 per cent has dong
so by . —6 C. lnaddilion. it aiso shows that the ice to water phase change tukes place between —0-7°C and
—1'9 C.Inthecase of low amphtude freezes (1o ¢. ~6°C), there is 4 need for the temperature 10 be muintained
tor a period ol time betore I'reezing of the water will occur, If that period of temperature maintenance is nol
achieved then Lthe phase change 10 1ce will not take place.

Inallinstances, including that of a unidirectional freeze in an open system, the degree of rock saturation was
l'ound to altect the amount ol weathering that will take place. [n the case of unidirectionally frezen quartz-
micaschist the weathering riate 1 very slow. Although the exact mechanisin causing the rock breakdown is still
uncertain, itis recognized thal 1t will vary (or the same piece of rock as a function ol the interaction of freeze
amplitude. environmental rate ol fall of temperature, moisture content. and solute concentration. Although
certuin combinations of ¢onditions give rise to phase changes that appear conducive to the hypoihesis ol
cavilation-induced nucleauon of ice, the preliminary evidence to-dale does nol indicale ils occurrence.
However. some acoustic emission may take piace subsequent to freezing. For the length ol the simuiation used
here. ultrasonic evidence suggests that only extremely limited internai damage to the rock could have been
eliccted.

it must be repeated that the observations reported here are specific to quartz-micaschist withina Maritime
Antarcticenvironment. However. itis thought that many ol the broad concepts. it not the exuct values. derived
Irom this study may be generally upplicable. An uttempt has been made 10 overcome many ol the shoricomings
ol'earlier simulations but. whilst this has been lurgely achieved, there is need Tor further refinement. Continued
held data collecuon, which 15 running concurrently with the laboratory simutations. allows the characteriz-
ation of the complex process of nutural weathering in more realistic terms than hitherto.
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ABSTRACT

A series of experiments on sandstone and dolerite was undertaken in an attempt 1o better understand the wetting and dry-
ing weathering process. As rock samples are frequently subjected to wet—dry cycles within the simulation of other weath-
ering mechanisms (e.g. freeze ~thawy), three commeon methods of moisture application were used and the influences of these
evaluated. It was found that the method of moisture application could affect the nature of the weathering products result-
ing from wetting and drying. [t was also observed that there were changes in the internal properties of the rock {¢.g.
porosily/microporosity) and that these could influence the synergistic operation of other weathering processes. Although
not all of the observations could be explained, il is apparent that wetting and drying has both a direct and an indirect effect
on the weathering of rock that has not been taken into account in simulations. Greater cognizance needs to be given to the
role of this process both in the field and in laboratory simulations.

KEY WORDS weathering; welting and drying; simulations; sandstone; dolerite

INTRODUCTION

Temporal and spatial variability of rock moisture in cold regions are recognized as major factors affecting
the nature and extent of rock weathering, (Hall, 1986, 1988a, 1991, 1992; Thorn, 1988, 1992). In addition to
exerting a direct control on mechanical and chemical weathering processes, the fluctuations in rock moisture
can themselves cause weathering (Pissart and Lautnidou, 1984), so-called ‘wetting and drying'. The process
of wetting and drying is not well understood (Nepper-Christensen, 1965, Ollier, 1984; Hall, 1983b) but is
recognized as affecting a whole range of rocks including those that do not have a clay component (Felx,
1983). A number of studies, on a variety of rock types, have suggested that moisture fluctuations cause
weathering as a result of the rock expanding during take up of water and its inability to return to the oniginai
dimensicns upon losing moisture (Nishioka and Harada, 1958; Nepper-Christensen, [965; Venter, 1981;
Felix, 1983; Pissart and Lautridou, 1984; Hames et af., 1987). [n addition, it has been shown that high
moisture contents diminish rock strength (Brock, 1979; Dube and Singh, 1972) and that, through time, wet-
ting and drying cycles can decrease the bonding strength of the component minerals such that, ultimately,
there is a decrease in overall rock strength and possibly even failure {Pissart and Lautridou, 1984; Hall,
1988b). Furthermore, recent studies by Hall (1991, 1992) have suggested that fluctuations in moisture
content, without the rock ever drying fully, result in wetting and drying taking place in a zone below the sur-
face, where the effects may not be immediately apparent. This, in turn, can lead to rock failure that has
previously been ascribed to other processes (e.g. freeze—thaw), or it can operate synergistically with other
weathering processes, both facilitating their operation and abetting their overail effect. Recent studies
by Haneef ez al. (19934, b) have reported on the applied aspects of wetting and drying interaction with pol-
lutant acids and gases plus the significance of different rock associations. Finally, although it may be that
wetting and drying is a relatively slow process, nevertheless the number of wet~dry repetitions in many areas,
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even polar areas, can be very high and may far exceed the number of "effective’ freeze—thaw cvcles
{Hall, 1992).

Although laboratory studies have altempted to elucidate the processes involved in wetling and drying,
little information is available regarding actual rates of breakdown. These data are, however. very important
for two reasons. First. information is needed regarding the rate of weathering by wetting and drying in its
own right together with an understanding of what the nature of that rate is {(i.e. linear, posiuively or nega-
tively exponental, etc.). Second. the information is of paramount importance for assessing the true effect
ol other processes, such as freeze—thaw. Such processes are dependent upon the presence of moisture for
their operation, and clearly moisture content varies through time or as a function or experimental proce-
dures in laboratory experiments, so it is necessary to understand the effects of these moisture fluctuations
if the role and rate of the process under study are to be ascertained. This second pointis particularly impor-
tant with respect to laboratory studies when frequently the aim is to investigate a single mechanism by
attempting to filter out all other effects.

For cold regions, freeze—thaw is frequently cited as the major operative mechanism and large numbers of
laboratory experiments have been underiaken in an atiempt to ascertain either the mechanism involved or
the rate of breakdown. Common 10 almost all of these experiments has been the non-natural apportionment
of moisture. In other words, in the absence of field data on rock moisture content (McGreevy and Whalley,
1985) the rocks have been placed in trays where they were fully covered by water, partially covered or simply
wetted (1.e. by spraying or having a limited amount of water poured over them). The rocks are then subjected
to freeze—thaw cycles of various kinds with frequent drying events [or reweighing, etc. Clearly, the rocks are
also being subjected to wetting and drying, the effects of which are not known either in terms of process or
rate of breakdown.

In this study, a series of experiments was undertaken in an attempt to elucidate the effects due to wetting
and drying resulting {rom the apportionment of water to rock samples in the manner used in many freeze—
thaw and/or salt weathering laboratory studies. In addition to indicating the weathering effects with respect
to laboratory procedures, the resulting data also have applicability to field situations in which the manner of
rock wetting is analogous to that used in the laboratory (see below).

EXPERIMENTAL PROCEDURE

Sandstone and dolerite samples used in the experiments were from areas where frequent moisture changes to
the rocks were observed Lo be operative (sandstone from Drakensberg Mountains, South Africa; dolerite
from Livingston Island, South Shetland Islands, Antarctica). Three procedures, common to many [rost
and salt weathering experimenis (see McGreevy and Whalley, 1985), were utilized for providing moisture
to the rock specimens: the covering of the rock sample by deionized water, half-covering the sample with
water, and spraying the sample with a fixed amount of water (in this instance 50 m}). For each of these moist-
ure allocation procedures, threé samples of each rock type were used; all samples were roughly oblong with
dimensions of approximately 8 x 4 x 3c¢m. The samples were thus reasonably comparable with respect to
size and shape within and between rock types. Prior to beginning the experiment, all the samples were satu-
rated by immersion in water until a stable mass was reached: it took two days to obtain this saturated mass
for the dolerite and one day for the sandstones. Following saturation, the samples were dried for 48h at
105°C and weighed again. Knowing the saturated and the dry mass of the samples it was possible to monitor
changes in both mass and percentage saturation throughout the experument. The covered and half-covered
samples were weighed in the morning, put in their trays of water and then left for 3 h. They were then
removed, weighed and left to dry at room temperature (c. 19°C) until the foilowing morning, when the pro-
cedure was repeated The sample to be sprayed with water was first weighed, then sprayed with S0 ml of water
and left for 10 min in a closed glass container prior to being weighed again. The wetted sample was le(t in the
closed glass container for 3 h and then subjected to the same procedure as the other two samples, described
above. The 3h weiling period was used partly for logistical reasons but is was also felt that a 3 h wetting
followed by a 21 h drying is possibly realistic with respect to many field situations, e.g. as could be produced
by the wetting of rocks at the margins of meltstreams during peak flow, the melting of snow that settled on
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warmed rock and then evaporated. or short rain events followed by sun or wind that caused moisture loss, At
weekends the sample was left to dry for three days (Friday to Sunday) and so a lower mass is seen on the
graphs after every four day (Monday to Thursday) period.

RESULTS AND DISCUSSION
The results for each of the three moisture regimes can be considered under four main headings:

(1} material weathered free from the rock as expressed by changes in sample dry mass:

(2) weathering of the rock aflecting the internal structure as shown by changes in water holding ability;
(3) the infiuence of variation in experimental procedure duration on the degree of saturation; and

(4) the significance of the findings with respect to weathering rates and processes in both the field and the

laboratory.

Responses with respect to percentage saturation between the three samples in each of the moisture allocation
procedures were very similar indeed, Correlation values within each moisture set were all greater than
r = +0-9; values ranged between a low of r = +0-9088 (samples i and 2 of Eiliot sandstone, totally covered)
and a high of r = +0-98893 (samples 1 and 3 of dolerite, totally covered). Thus, the data presented below are
for sample | in each of the three rock types in each of the moisture allocation procedures as, with such con-
sistently high correlation vaiues, these can be considered representative of the sample group in each instance.

No ‘control’ experiment was run for three main reasons. First, to leave a sample of each rock type in water
for the duration of the experiment would have been of dubious significance, with any changes reflecting,
primarily, chemical weathering effects of long-term immersion, a factor not being considered in this experi-
ment. Second, and perhaps more importantly, leaving a sample in water weuld have replicated only one of
the sample wetling procedures; there would have been no relationship to the sprayed sample. Third, the
effects of long-term saturation had already been considered by Felix (1983). His findings were mainly that
it enabled the separation between *..water-sensitive facies, generally proae to rapid weathering, from par-
tially, to non-sensitive ones’ (Felix, 1983, p. 310). What had not hitherto been done was o monitor the
changes o rock moisture content and from that to deduce the changes to rock properties and hence the
weathering effects. Thus, in effect, the experiments undertaken here go someway towards answering the
questions raised by Nepper-Christensen (1965) and Felix (1983) regarding the effects of, and changes o,
the pore size distribution and their effects, direct and indirect, upon mechanical weathering.

In the presentation of the results (Figure 1) the terms “events’, ‘event sequence’ and ‘percentage saturation’
are used. ‘Event’ simply refers to daily measurements, in other words the daily weighing, wetting and weigh-
ing cycles, i.e. each wel-dry event. The event sequence is the series of events between times when the samples
were dried and saturated again in order to monitor changes in water-holding capacity and to enable the mass
loss to be determined. In determining saturation, the sample was again placed in water and allowed to stand
until a stable mass was obtained; the time taken to achieve this was noted as it was found to take longer than
the one or iwo days needed at the start of the experiment. Percentage saturation is the amount of water that
was held compared to how much the sample could hold, presented as a percentage. Data were corrected
throughout as a function of mass loss (i-e. if mass were lost then the original, experiment start values would
no longer be valid) and as the water-holding capacity of the rock changed through time. The percentage
saturation values are thus meaningful as they were corrected for changes in sample properties and mass dur-
ing the experiment rather than the more normal procedure of obtaining only start and end values, which does
not allow for this on-going correction to be undertaken.

Details of mass loss

Details of the mass lost for the two sandstones and the dolerite after 140 cycles are shown in Table [. The fact
that the covered and half-covered samples with the exception of the Elliot sample, responded in such a simi-
lar manner may reflect the availability of water rather than the degree of cover. In other words, although
only half submerged, the rock was able, via capillary forces, to continue to take up water and thus responded
in a similar manner to the totally covered sample. Even in the case of the Elliot sample, if the large (20-5 g)
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Table |. Percentage of mass lost after 140 cycles tor the three rock
types subject to the three modes of moisture application

Covered Halfl-covered Sprayed
Clarens SST 0-26 0-26 011
Elliot SST 4-7* 0-47 0-14
Dolenite 0-47 0-45 0-32

* Pieces > 0-5 g lost from the covered Elliot sst = 0-7 g afierevent 14, 20-5g
aflter event 24 and 7-5¢ after event 44

piece weathered free is ignored. it would appear that the mass loss for both the totally covered and half-
covered samples is about the same. However, both the covered and half-covered samples show a much
greater mass loss than those samples that were only sprayed with water. Surprisingly, it was the dolerite
from the South Shetlands that showed the greatest percentage mass Joss for the sprayed samples
as, subjectively, it was thought the sandstones might be more prone to breakdown. Furthermore, ali the sam-
ples {both sandstones and dolerite) lost small ‘splinters’ of rock from the covered and half-covered
samples but no obvious ‘spiinters’ occurred from the sprayed samples, which only experienced granular
disintegration.

The 20-5g piece of rock that weathered free from one of the covered Elliot sandsione samples was the
largest piece produced dunng these experiments. However, the Elliot sandstone consistently lost larger
pieces than the other lithologies with, for the sample identified here, a piece of 0-7 g lost after event 14,
the 20-5 g piece after event 24 and a piece of 7-5 g after event 44 (Table T). Thus, it may well be that the Elliot
sandstone is particularly prone to this form of weathering. I is also worth noting that the pieces were lost
from the covered Elliot sandstone sample near the siart of the experiment and so if percentage of weight of
sample remaining compared to original weight is plotted against the number of cycles on the x-axis, this pro-
duces the reversed 'S-shaped graph discussed by Yatsu (1988, p. 1135), said to be indicative of a slow rate of
breakdown.

Although it is generally perceived that mainly shales and tuffs, or rocks with a high clay content, experi-
ence the expansion—contraction of wetting and drying, several studies have shown that a whole range of
other rocks can also be affected (e.g. see Nishioka and Harada (1958) for details regarding sandstones.
schists, limestones, marbles, cherts, granites, basalts, talc, obsidian and a number of other rock types. and
Nepper-Christensen (1965) for basalt and flint). In fact, Nepper-Christensen (1965, p. 554) states "Many.
if not all, rocks are sensitive to variations in the relative humidity of the surrounding atmosphere since
they shrink and swell as they give off or absorb moisture’, and adds that clay minerals are but one factor
influencing the process, ‘...mineral composition and pore structure are probably important factors
(p. 555). This conclusion is reiterated by Felix (1983, 1984, 1987) based on studies of sandstone, *. . the swel-
iing is, therefore, strongly influenced by the pore size distribution. . .water sensitivity appears. . .as a complex
combination of mineralogical (clay minerals) and structural factors, yet to be defined” (Felix, 1983, p 3l
Felix also noted (p. 309) that several studies shown *... the strong effect of water sorption on the expansie
properties of rocks not containing clay minerals’. Thus. contrary to many general perceptions, wetting and
drying can have an expansion-contraction effect upon a whole range of rocks including those that hase no
clay minerals. The actual cracking of the rock is thought to be most active during submergence rather thun
during desiccation (Yatsu, 1988), the cause being related to the swelling or expansion strains that are devel-
oped in the rock when it takes up moisture (Hames e/ af, 1987; Pissart and Lautridou, 1984). This, then.
would clearly help explain why the submerged and half-covered samples showed significantly grealer degrees
of breakdown than did the sprayed samples. What is not entirely clear is why, with the exception of the Eliiot
sandstone, the fully submerged samples did not exhibit a greater mass loss than the half-covered samples.

[1is the nature of the ‘materials contained in rocks, tensile strength and the structure of the rocks, and the
pore size distribution that are all important’ in wetting and drying (Yatsu, 1988, p. 115). Whatever the cause
of the difference in effects between the Elliot and Clarens sandstones, and between the sandstones and the



284

372 K. HALL AND A HALL

dolerite. there are clear implications for laboratory simulations. By covering, or even half covering, rock
samples with water and then subjecting them to freeze~thaw cycles during which water loss and replacement
occurs within the experiment. then a2 component of weathering due to welling and drying affects the final
result. The role of wetting and drying has two elements. First, there are the direct effects in terms of mass
loss due to the wetting and drying process itself, and in some rock types this could be significant. Second,
it operates synergistically by generating large cracks (Yatsu, 1988) that are then available to be exploited
by the frost processes. Without the generation of these cracks the efficiency of freeze—thaw wou)d be reduced.
In other words, the wetting and drying effects abet the freeze—thaw mechanism.

With respect to salt weathering, the same principles apply. However, the rate of breakdown due to wetling
and drying with a saline solution can be slower than with fresh water for a number of reasons (Yatsu. 1988):
there is less water penetration due to the large surface tension and higher viscosity of salt water; desiccation is
slowed as a result of surface coating by salts and of the attractive forces between clay grains being intensified
thereby strengthening the rock. Nevertheless, there is still a wetting and drying effect to be taken into
account. The same is the case for studies of thermal stress and fatigue such as those of Griggs (1936), Black-
welder (1933) and Birot (1960), all of whom concluded that the addition (by immersion) of water to the rock
samples greatly accentuated weathering rates. As more recent studies (e.g. Yong and Wang, 1980) have
shown, microcracking of granite can occur with temperatures of 72°C or greater, so the combination of
this with the effects of wetting and drying (caused by immersion in water followed by heating) could be
expected to exacerbate the rate of breakdown.

Effects upon the internal structure of the rock

The second topic, namely changes to the internal structure of the rock as expressed by changes in rock prop-
erties, complements the above discussion, particularly with respect 1o the effects of wetting and drying abet-
ting other processes. Here, 1015 the change in the internal structure of the rock, as indicated by changes in the
water-holding property of the rock (i.e. the percentage saturation), that is considered. Figure | indicates that
for the dolerite there is an increase in percentage saturation with time for all three sample procedures but
wilth the overall percentage saturation being: covered > half — covered > sprayed. There must be an
increase in the size of pores/microfissures and/or an increase in their numbers within the rock to explain
this increased percentage saturation. Five other interesting elements can be seen from the figures: (1) the
diurnal fluctuations on the rising (wetting) hmbs; (2) the drop ir percentage saturation later in the event
sequences; (3) the unusual ‘low” level in the third event sequence; {4) the sprayed samples show a greater
diurnal variation in percentage saturation; {5) an increase in overall saturation.

In all three sample procedures it is very clear that, for the dolerite, after each drying event the rising limb of
the graph becomes less steep and, at the same time, shows the effects of diurnal changes earlier and with
greater frequency. For reasons not yet understood, there was a continuous gain of moisture. with no diurnal
loss, on the rising limb of event sequence | (i.e. cycles 1-32 through to saturation and total drying)}. In event
sequence 2, the rising limb again indicated a continual mass gain but the effects of diurnal variations began
much earlier, whilst in event sequences 3 and 4 the diurnal responses became apparent earlier and occurred
with ever-increasing frequency. Quite why these changes should occur is unclear, but the fact that the rising
limbs are seen 1o become more gentle suggests that it 1s taking longer for the dolerite 1o absorb water. This
may partly reflect the effects of the increasing diurnal variability (i.e. by events 3 and 4 there is a greater diur-
nai change than was found in event 1). However, the dolerite, which took only two days to fully (i.e. 100 per
cent) saturate at the experiment start, took five days to fully saturate after event 4: thus other changes must
also have been occurring. One explanation is that the pores near the rock surface are setling bizger;nd that
concurrently there is an increase in the micropores and fissures inside the rock. Thus the gaig and loss of
water from the larger, surficial pores is the cause of the diurnal variability seen on the rising limbs, but
the increase of micropores means it takes longer for the whole rock to saturate. Indeed, data regarding por-
osity and microporosity, as determined by the methodology of Cooke (1979), do show marked change for
the dolerite, as has been argued above (Table I1). However, no detail regarding the actual size of the ‘micro-
pores’1s available and so, until these experiments can be repeated with detailed porosimetry at selected inter-
vals during the experimental sequence, the suggestions must be given in generalized terms. Interestingly. the
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Table I1. Changes in porosily and microporosity for the
dolerite after the three different modes cof mosture
application. compared with average initial values

Parosity Microporosity
Initial values 286 27-31
Alfter spraying 364 85-38
After half immersion 50 9529
After full immersion 4-98 9659

sandstones did not show these changes and the time for total saturation (24 h) at experiment start was the
same after evenl sequence 4.

{t can be seen from the graphs (Figure 1) of both sandstones and the dolerite that the rising limbs reach a
‘plateau’. However, in event sequences 1 and in particular, 2 there can be seen to be a decrease after the
plateau high is reached. Again, quite why this should occur is not certain but it may reflect a change in por-
osily/microfractures such that it is easier for more walter to be lost {i.¢. the voids have been enlarged). If thus is
the case then it might help explain why there is a general rise in percentage saturation from event sequence 1
through to event sequence 4, e.g. [or the dolerite [rom c¢. 86 per cent saturation in sequence | Lo ¢. 93 per cent
saturation in sequence 4 for the fully covered sample; from ¢. 73 per cent in sequence | to 84 per cent in
sequence 4 for the half-covered samples; from < ¢. 77 per cent in sequence | to ¢. 85 per cenl in sequence
4 for the sprayed sample. Thus, there does seem to be an increase in water-holding capacily, as shown by
the general increase in percentage saturation, and this must reflect an increase in porosity/microfissure
size and/er numbers to accommodate this. The same general changes are evident in the two sandstones
but the change is most evident 1n the sprayed samples.

Eveni sequences | to 4 would show a consistent linear increase in percentage saturation, as discussed
above, were it not for event sequence 3. Here, as the graphs clearly show, there was a decrease in percentage
saturation for all the sample procedures. Again, the cause is not clear and the only common factor is that
event sequence 2 was particularly long (49 rather than 32 events). However, the longer event sequence exhib-
iled a post-plateau decrease in percentage saturation (as noted above) ending, for the dolerite, at ¢. 80 per
cent saturated, which is the plateau attained by event sequence 3; post-event 2 highs were greater in the
two sandstones although they did not achieve the levels of event 2. This, then, begs the question as to
why event sequence 4 should show such a marked increase in percentage saturation? Clearly the effects of
wetting and drying are anything but simple!

Finally, the data for the dolerite show not only the degree of saturation which the samples could attain
under the experimental conditions in use (which may have parallels with some field situations), but also
the diurnal variability as a function of the daily wetting and drying events. Even here some unexpected
results were obtained. Not surprisingly, perhaps, the daily range (i.¢. the difference between the ‘wet” and
‘dry’ levels) for the covered sample was greater than that for the half-covered sample. However, the daily
range [or the sprayed sample was almost twice as great as that of the water-covered sample, with a daily
range of nearly 20 per cent. Why such a sharp contrast? One possibility, which explains both the high daily
range and the generally lower overall degree of saturation of the sprayed sample, is that, owing to limited
waler being available and the short period of application, it was not possible to fill the smaller pores and/
or fissures. Thus, on the sprayed sample only the large voids took in water and these would more readily
and rapidly lose it during the drying period. In the more saturated samples, once the smaller pores were filled
(as shown by the gradual overall increase in percentage saturation) they would not lose moisture so rapidly.
Also. the overall degree of saturation was higher in.the samples located in trays of water and, recognizing
that the water must have penetrated substantially to produce a > 80 per cent saturated sample, it was less
easy for water deep inside the rock to migrate to the margins within the time frame of the drying periods
used here. Daily differences between the wet and dry states were much greater in the sandstones compared
to the dolerite, as might be expected owing to their greater porosity.
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The infiuence of variation in experimental procedure

With respect to experimental procedure, it is found that this can have a marked effect. For all samples, th
relative degree of saturation was: covered > half — covered > sprayed. However, the differences between th
applications were very small for the dolerite (as discussed above, Figure 1), greater for the Clarens sandston
and greatest for the Elliot sandstone, where the sprayed level of saturation was approximately 50 per cent o
that for the sample fully immersed in water. Further, the Elliot and the Clarence sandstones both attaines
similar levels of saturation by spraying, but the Elliot was marginally higher than the Clarence in the half
covered procedure (80 per cent vs. 60 per ceat) and also in the fully covered sample {> 90 per cent vs. 80 pe
cent). This, then, implies that for the Elliot sandstone, an almost 100 per cent saturated condition is attaine:
with only 3 h submersion in water. Thus, the properties of the individual rocks play a crucial role in deter
mining the effects of the various means of applying moisture. This implies that rocks should be tested witl
respect 1o this as an integral part of any test sequence for frost, salt or other form of water-based weathering

The duration of wetting and/or drying, not surprisingly, was shown to exert an influence on the degree o
saturation. However, as obvious as this may be, it is a factor no quantified in frost of salt experiments. Fo
example, the Elliot sandstone, if given water for 24 h shows little or no difference from the level of saturation
attained after only 3 or 3h. For the Clarens sandstone, a 5 h wetting period produces a level of saturatios
about 10 per cent lower than does a 24 h, wetung; for the dolerite there is an 11 per cent difference (8t
per cent vs. 97 per ceat). Thus, even a relatively short (i.e. 3 or Sh) period of wetting will attain high level
of saturation and this, in turn, may have important ramifications for freeze—thaw experiments. This is par
ticularly so as saturation levels of 80 per cent or greater imply that, as a result of the moisture gradient withi
the rock, a substantial portion of the outer part of the rock must be at, or very ciose to, 100 per cent satura
tion; such conditions are required by many of the hypotheses and models of frost action.

Significance of the findings with respect to weathering

Although the implications of some of the findings reported above are uncertain, it is clear that wetting anc
drying of rock samples during laboratory experiments can have an influence on the nature, degree and rate o
breakdown. That there is debris loss as a result of just wetting and drying implies that this effect must influ
ence the results of freeze-thaw or salt weathering experiments. Furthermore, Letavernier (1984) and Lets
vernier and Ozouf (1987) have suggested that any index of frost susceptibility should not be based upon the
amount of the original rock sample left after testing but rather on a ‘coefficient of comminution’ (coefficien:
d’amenuisement) based on the particle size distribution of the resuiting fragments between 0-5 and 2 5c¢m
This is certainly important for it recognizes the fact that particies detached from the original block are them.
selves subject to breakdown. However, from this present experiment it would seem that the manner of most.
ure application helps determine the character of the resuiting debris produced by wetting and drving
(covered and half-covered samples give ‘splinters’, sprayed samples give granules) and this could huve ar
influence on the particle size distribution. Furthermore, the debris would themseives EXperience satura-
tion-drying cycles that would result in breakdown additional to any frost effects and so influence the resuir.
ing granulometric curve,

Thus it would seem that in addition to the laboratory experiment of frost or salt weathering there should
be concurrent assessment of the weathering due to wetting and drying effects of moisture application The
‘norm’ in most taboratory experiments of {rost or salt weathering has been to use samples in distilied water s
a control (and even this has varied greatly from experiment to experiment (McGreevy and Whallev, 1983}
However, this approach has only been used to see what degree of weathering (i.e. mass loss) would hase
taken place as a result of the moisture conditions in the absence of the salt or frost effects. What these can-
trols have not done (in the instance where they have been used) is to teil the effects, in terms of changes o
pore size distribution and water-holding capacity that, as a result of the wetting and drying, have had an
effect upon the frost or salt weathering process; rather, they have simply documented the amount of weath-
ering (as identified by mass loss) that took place. The data presented here show that the wetting and drying
alone can influence pore and moisture conditions as well as effecting weathering in its own right. Thué., the
results of such a concurrent experiment would not only indicate the amount and character of debris that
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could be produced but would also provide information of changes in rock properties that might enhance.or
inhibit the effects of frost or salt weathering. With so little known regarding the role and influence of wetting
and drying, combined with the vanability, both within and between lithologies, of rock properties, there is a
need for more information from laboralory experiments.

With respect to the field, the information presented here indicates that greater cognizance should be
accorded to the role of wetting and drying as both a weathering mechanism in its own right and as one
that acts synergistically with other processes. Apart [rom obvious locations such as tidal areas and the mar-
gins of lakes or rivers, where wetuing and drying can occur frequently, there are situations. for example in
associalion with snowbanks, where thus process may be common. Bedrock and debris near ablating snow-
banks may be subject to frequent wetting and drying cycles as water is produced during warm, dry periods
and then evaporates during the cooler, frequently windy, periods. Such a concept could help explain the
breakdown of malerial in association with a snowpatch (i.e. in nivation or cryoplanation).

In other areas, as has been argued for the South Shetland Tslands by Hall (1993), rain can occur [requently
during the summer. This results in wetting and drying of bedrock taking place during a time when other
mechanical processes are not active. As a consequence, rock breakdown ceontinues during this summer
period and the rock properties are altered such that winter processes (e.g. freeze—thaw) are more effective.
As a result of what can, in some locations, be large numbers of wetting and drying events (Hall 1993), this
form of weathering could be more effective than the more usually cited freeze—thaw.

CONCLUSIONS

It would seem that the process of wetting and drying is even more complicated than was hitherto thought.
Whilst a number of the findings reported here are unclear and the explanations of others speculative, it is
certain that wetting and drying operates as a weathering mechanism in its own right and that the nature
of the weathered maternal is influenced by the manner of wetting. Furthermore, the process of wetting
and drying has an eflect upon the internal characteristics of the rock and this, in turn, can influence the nat-
ure and degree of other weathering processes operating synergistically with wetting and drying. The results
presented here indicate three imporiant future avenues of research. First, investigation of wetting and drying
as a process tn its own right and the need to understand exactly how it operates. Second. field data collection
of the frequency and degree of saturation of rocks in different environments. Third, and perhaps of major
importance, the testing of rocks for wetting and drying effects within the context of freeze—thaw, salt and
water-based chemical weathering experiments to ascertain the role that this process plays.
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Abstract: The design of acomputer-controlled ¢climatic simulation cabinet used for mechanical weathering
swdies on Anlarctic rocks is described. It is argued that if the results of simulations are 10 be applicable 10
field siwations they should be firmly based on field environmental conditions. Some wealhening resulls from
a laboratory simulation based upon microclimatic data collected from the maritime Antarctic are presented
and it is shown that they could not have been obtained from field measurements alone. Further simulation
studies are required for the Antarctic and it is argued that the nature of Antarctic research is such that it 1§

particularly conducive 1o this type of appreach.
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Introduction

Although researchers in the Amarctic have recognized the
role of weathering o landform formation, they have not
undertaken simulations as an aid 0 determining either
process operations or rates. Despite their apparent sim-
plicity, weathering simulalions are fraught with difficulties
and practical problems. AsThorn (1988, p. 13) pointsout*...
laboratory experiments are ultimaitely only worthwhile if it
¢an be shown thal they mimic natural conditons successfully’
and that ‘the general validity of laboratory experiments is
open to question because of the scale of these expenments’.
Thus, although the usage in freeze—thaw simulations of the
idealized broad climatic themesof ‘Icelandic’ and *Siberian’
cycles (e.g. Tricart 1956) facilitates comparison of results,
they may be of little significance if these cycles do notreflect
the field situation. As a consequence it may be misleading
to attempt to apply laboratory-derived results back to the
field (McGreevy & Whalley 1982). Ulumately, it is the
deficiency of field data on interstiual rock moisture conlent,
and its chemistry, together with knowledge of rock
temperatures, that precludes the running of sausfactory
simulations of temperature-conwrolled mechanical weath-
ering processes (McGrecvy & Smith 1982, Kerr et al. 1984,
Thom 1988).

In an attempt 10 overcome many such problems in the
maritime Antarctic, acombined field and laboratory investi-
gation of mechanical weathering processes was initiated
{(Hall 1986a) as a part of the “Fellfield Ecology Rescarch
Programme’ underlaken by the British Amtarctic Survey
(BAS) on Signy Island, South Orkney Islands (60°43'S,
45°38'W). To ensure thal Lthe simulations would accurately
replicaie Lhe field conditions, information was obtained on
the geology (Sworey & Meneilly 1985), the field micro-
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climate of individual rocks (Walton 1977, 1982, unpublished)
rock moisture content and the rock properties afiecting thi
(Hall 1986a), interstitial rock water chemistry (Hall et ai
1986), and rock strength (Hall 19866, 1987). In addiuon
continuing field experiments, including the daily monitonin,
of changes in mass of a rock tablet as an indication o
moisture content changes and weathering rates, provide:
base-line information for the continued refinement of th
simulations (Mall 1988a). In the laboratory, the utilizatior
of relatively large rock samples {up to 25 kg) partly reduce
problems arising from the use of only hand-size specimen
{Thorn 1988). The monitonng of internal rock temperature.
overcomes the problems identified by Jerwood et al. (1987
of how well the external temperature cycles are reflected n
actual rock temperatures.

The simulator

Laboralory simulations have used a great variety of equip
ment, some very sophisticated and others based on domesti
appliances. Often only limited information has been givel
about the equipment used (Table 1); yetthe equipment itsel
may well be a major determinant of the type of simulatior
possible (Jerwoad et al. 1987). In addition, the lack 0
equipment specifications makes it difficult for others
build simulaters which have some degree of comparisor
with those already in use. The present study used a purpose
built simulation cabinet.
The basic design specifications required that:
a. it could work in the lemperature range +70°C K«
-50°C,
b. il would allow sequences of temperature cycles of
wide range of duration, magnitude, {requency an
ratc of change,
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Table [. Simuiator specifications.

Wiman Pous Brockie Sieijn  Fahey Lawrdou Swamesson  Péesi  ferwood Massuoka  Hall

1963 1970 1972 1679 1983 & Ozouf 1985 1987 etal 1988 1986¢
1982 1987
Adapled commercial equipment 2 v v ? ? _ ?
Purpose built e €] ? 1 v 7 ? Ua! : 4
Automalic v ? ) ? v ? ? 7/ ’ '4
Manual ? 4 ? ? ? ?
Rate of change of
emperalure contro! ? (O3] v ? ? ) ? 7 4 ] v

CabincL lemperalure sensor N v s ? ? v ? ) " ’ v
Sample 1lemperature sensors 7 03) /s 2 2 v ? 2 7 v v
Aulomalic senser logging v (v 7 ? ? v 7 ? v 4 4
Manual sensor reading ? ? ? ? 4 . .
Precision of equipment ? $£1.0°C +0.75°C ? ? ? ? 7 +(.5°C ? +0.25°C
Humidity sensor v — — ? ! ? (€4} ? 7 ? v
Humidity control {(No) — — ? No ? No ? ? ? )
Moving air conditicns (No) — — ? v ? 1 7 ? ke 4
[nfra-red tamp facility — — — ? s} 2 7 9 7 7 7
Ulirasenic testing — — — 7 — 4 7 9 ? () 7
Other westing — — — 7 — ) 7 1 7 s v

*1

the name of the equipment is specified; manufacturers could be consulted for details

is not at present in use. Qutput from the ‘Pundii’ ultrasonic
1est equipmentis converted into a linear pulse width voliage
signal and switched into the analogue 10 digital converter.
Signals from the ‘Opticat’ fibre optic crack detectron system
are routed back into the PC input port and checked every
10 s forany change. A variable infra-red lamp controller 1o
supply surface heating can be activated via software control.
Ifan ‘out of range’ condition should occur for any reason for
a period grealer than 3 min then the whole system is
auntomatically shut down.

1C8) by implicatien or sirmilar specifications
? does not imply that facility does not exist but that no information 15 available
¢. data output would be displayed on both VDU and
printer and stored on disk

d. datacould be read al varying pre-specified intervals
(range 551099 min) throughout the cycle sequences,

e. facilities would be available for a range of sensor
Lypes,

f. a feedback system continuously checked the
programmed sequence and insututed corrective action
where necessary,

g. programming {in Basic) was very simple,

h.  the machine nceded minimal attention,

1. mechanical and electronic equipment protection be
built-in,

j- dataoutput contained experiment ume, programmed
Stalus and actual status together with other sensor
dala outputs.

Based upon the above broad specifications, a cabinet has
been built {Fig. 1) uiilizing a Commodaore 64 PC which, via
additional hardware, acls as the ceniral control unit (Fig. 2).
The PC also provides the facility {or the writing, storing and
input of the main conuol programmes. The programmed
lemperature is updated every 10s, compared with the actual
cabinet temperature and then a power controller adjusts the
heating or cooling.

Output from the six thin film platinum resistance lempera-
ture sensors are sequentially selected and converted into
digital values which are stored in the PC. Information from
Lthe humidity sensor 1s converted 1o a linear analogue output
and switched nto the analogue to digital converter at the
appropriate lime. A humidily controllerisalsoavailable but

The cabinet itself is constructed with an outer body of
‘Zintex’ and an inner shell of Type 316 stainless steel (with
argon welded seams to make it watertight), with 100 mm of
expanded polystyrene foam belween the (wo as an insulator,
Refrigeration is provided by a 1-HP compressor utilizing
1 kg of Freon 502 as refrigerant. The liquid 502 is divided
inlo two streams (Fig. 3), one passing through an expansion
valve into 6 m of 10-mm diameter copper tube, supported in
wooden slats, thatrests upon the base of the box and provides
the ground cooling. This is supplemented by the second
stream that gives, aided by a fan, air cooling. Defrosting of
the air chiller is achieved by hot gas injection and this
process is injuated by the PC every 6 h for a period of 7 min.
Heaung is provided by a commercially available healing
element whose power output is regulated by the PC and
which can be balanced against the cooling sysiem.

In this way all of the original design requirements have
been achieved and an example of a programme sequence,
together with a Lypical print-out, are shown in Fig. 4. The
incorporation of ultrasonic equipment facilitated continuous,
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non-destructive moniloring of changes in cerain rock properties
(e.g.clasucity, cracks, moisture status) during the simulation
(Hall 1988b). The fibre optic crack detection sysiem not
only showed when failure occurred but also, by means of a
laser beam passed down the optic fibre, where and in what
multiples cracking 100k place (Halt 1988¢). Overall, the
cabinet overcomes a number of the shortcomings of many
previous units. Not only can any number of highly complex
cycles be replicated (driven if required by dawa directly
logged in the field) and data collected during the run at
suitable acquisition times, but the read-out indicates how
well (he machine replicates the programmed cycles. In
addition, the abitity 10 heal samples by means of infra-red
lamps overcomes problems associated with thermal fatigue
simulations (Cooke 1979) and proves especially valuable for
the investigation of solar heating effects on rocks at low
temperalures. By running the simulations with large samples
al field moisture and solule s1atus, ang {rom data logged in
the field, it is possible to offer a close approximation to a
natural environment

Results and discussion

Antarcuc weathering studies have largely concenwrated on
the cold and very dry ice-free valleys and mountains of Lhe
continent{Campbell & Claridge 1987). Asacounterpoint to
this, the present studies aimed at investigating weathering
processes in the warmer, wetter and biologically aclive
maritime Apiarctic. Process investigations under controlled
condiuons are an essential component of this, complementary
ta the field experimenis. Indeed, simulatior sludies can
producc data which would be impossible W obtain in the

Fig. 1. View of simutation cabinel
identifying the main components.

(ield.

[nitial simulations were directed lowards the influence o
schistosity upon freezing, the effects of different moisture
and solute conlents, the interaction of salt weathering an
welling and drying with freeze—thaw, the influence of omni
and unidirectionat freczing plane penemration, and the nature
and rate of production of weathered material. Data were alsc
oblained on the rate of change of temperature inside the rocl
during different warming and cooling condiuons, the em.
perature at which the ice into water phase change took place
and the occurrence of acoustic emissions during rock freez
ing. Although some of the resulls of these simulations have
already been reporied in detil elsewhere (Hall 1986¢
19885, 1988¢) they are summarized here (o illustrate the
value of process studies of this Lype in investigauons of pola
and alpine weathering.

Internal rock lemperature data show that not only is the
rate o lemperature change largely controlled by the ampli
tude of the freezing event but that in schislose rocks it can be
up 1o live Limes fasicr when schistosity parallels the freezing
front than when it is normal o it. It would thus appear Lha
the auitude of schislose rocks and the amplitude of the
freezing event are both important ang interrelated faclors
Thisin tam leads to the distinction in weathering rates foun
for unidirecuonally (open system) and omnidirectionall:
(closed system) frozen rocks. The latter, which also oftel
attain a high moistwre content (Hall 19864a), may experienc
different responses 1o freezing (e.g. undergo hydrofracture
than 1n the open sysiem freezing, and thus simulation:
utitizing omnidirectionally frozen material should not us:
the resuits as an analogue for the cliff-type open systems
Wealhering rates for umidirecuonally frozen rocks wer
found 10 be as much as 5800% slower than for the
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Fig. 2. Circuil diagram of simulation cabinet control system.

omaidireclionally frozen, wetted rock subjecied Lo the same
lemperature fluctoalions.
The actual nature of the waler 1o ice phase change that
takes place inside the rock was found to vary in response 10
particular combinations of rock moisiure conten, solute
concentrauion, freeze amplitude and rate of change of
lemperature. Three 1ypes ol phase change were monitored:
a. arapig, large-scale (2 80% of the mossture that would
freeze) ransformanon,
a slow, progressive freeze, and

¢. arclatively rapid, progressive [reeze (inlermcdiale
between a and b).

The firsttype was encounitered during relatively slow rales
of Tall of temperalure. the second during higher rales of
change, and Lhe (hird when high saline rock moisture ¢on-
ditions exisled irrespective of the nawre of the thermal

REC | OmMP
4 |
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Where Col. | = actwal time, Sct = programme temperatare (°C), Cab =
actual cabinet temperature (°C), $1-86 = tempecalure sensors 1-6 (°C),
Hum = cabinet humidity (%), LfSc = uhrasonic vetocily (us), Row = daa
row number

Fig. 4. A typical programme sequence logeiher with a line of
outpul data.

change. It was also found that, for the smaller amplitude
freezes (i.e. down 10 ¢. =6°C), it was necessary for the
maximum subzero condijtion to be marniained for at feast
10 h before a phase change took place in the rock. This daia
is not only valuable with respect o interpretation and appli-
cauon of field microchimatological informalson but it also
has application for (heoretical models of weathering (Hallet
1983) in which cerwin responses are hypothesized to result
from specific ¢limatological conditions. Sall content, and
thus the potental lor combined freeze—thaw and sal( weathering
(Williams & Robinson 1981, McGreevy 1982), was (ound to
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inlluence the rate of rock breakdown as well as the {reezing
point depression and the lemperalure of the ice o water
phase ¢hange (-0.7°C 10 -1.9°C).

Within the presentiechnological and logistical consiraints
of Antarctic research, littl, if any, of the laboratory findings
briefly ciled above could have becn obtained by means of
field invesugation. However, by using simulations firmly
based on field conditions, it is possible, particularly with
field experiments 1o act as controls, 1o apply many ol the
laboratory results back to the field.

Future use

Why should simulations be s¢ valuable to Aniarcuc studies?
Firstly, the slowness with which many weathening processes
operate due 1o the paucity of measture and the long periods
ol subzero temperatures makes some field swdies imprac-
ucal. The time-compression ability of the simulation thus
lakes on a special signmificance. Secondly, simulation also
permits investigation of the potential geomorphic effects of
particularly severe (and thus potentially hazardous) climatic
conditions. Thirdly, by means of simulalions it is possible 1o
tnvestigale the detailed relationships between the various
wealhering processes. A particularly good example is the
role of thermal fatigue initiated by solar heating of rock
surfaces during times of severely subzero air tlemperatures,
and the asseciated thermal strains introduced when that heat
source is instantaneously removed by shadow effects. Finally,
logistical constraints ofien preclude frequent visits to par-
ticular ficld sites; simulations backed up by continuous
unattended field experimentation can provide a strong
framework for weathering studies in remote regions.
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Chapter 4

Processes

‘S'r, j Azwe %mnjyou an argu.menﬁ j am nol oéﬂ’gez]fo /ﬁ'ru/you an untlcrd[amling "
Samue/}otmdon

As a result of the field data and the laboratory simulations it was possible to
undertake some evaluation of the processes themselves. Much of the information
pertaining to findings regarding processes is also found in both Chapters 2 and 3
(e.g. Hall, K. 1988b. discussed in Chapter 3) and thus here only material that deals
directly with 'process’ is presented. Clearly no definitive answers are provided,;
rather the material offers some additional insights into how the individual

processes, or at ieast some component of the process, may work.

There have been many studies regarding processes, both theoretical and practical
(e.g. Grawe, 1936; Aguirre-Puente, 1978; Nye and Davidson, 1982; Hallet, 1983;
Fahey, 1983; Davidson and Nye, 1885). The applicability of the findings are
frequently in question as the conditions used may be relatable to few, if any,
situations on our planet. Rather, in the sense of the discussions introduced in
Chapters 2 and 3, the situation is now one of testing and verifying the existent
hypotheses based upon the recorded field data. As the latter are still limited, so

is our ability to test theory. Equally, as new field data are made available, so new

theory can be developed and tested.
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Papers that are presented within this section, in order of discussion, are the

following:

¢ Hall, K. and Lautridou, J-P". 1991. Cryogenic weathering: Introduction.
Permalfrost and Periglacial Processes, 2, 269-270.

¢ Hall, K. 1988 c. Freeze-thaw weathering: new approaches, new advances,
and old questions, /n G. Dardis and B. Moon (eds.):
Geomorphological Studies in Southern Africa. Balkema, Rotterdam,
325-336.

¢ Hall, K. 1988'd. Weathering, /In B.Moon and G.Dardis (eds), The
Geomorphology of Southern Africa. Southern Publishers, Cape
Town, 12-29.

¢ Hall, K. 1991c. The allocation of the freeze-thaw weathering mechanism in
geocryological studies : a critical comment. South African Journal of
Geography, 73, 10-13.

L 4 Hall, K. 1996b. Freeze-thaw weathering: The cold region "panacea"? Polar
Geography and Geology, 19, 79-87. (1995 volume, publ. 1996)

¢ Hall, K. 1992¢. A discussion on the need for greater rigour in southern
African cryogenic studies. South African Geographical Journal, 74,
69-71

L 4 Hall, K. 1999a. The role of thermal stress fatigue in the breakdown of rock
in cold regions, Geomorphology, 31, 47-63.

¢ Hall, K. In Press’ a. Weathering: Wetting and Drying. Encyclopedia of

Geomorphology.

¢ Hall, K. In Press’ b. Weathering: Thermal Stress Fatigue. Encyclopedia of
Geomorphology.

L Hall, K. 1987b. Frost weathering in the maritime Antarctic: Some new

insights. Programme with Abstracts, XiI International Congress of the

International Union for Quaternary Research, Ottawa, Canada, 180.
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L/ Hall, K. 1998°e. Mechanical weathering in cold regions: Thermal stress
fatigue, a forgotten factor. International Symposium on the Qinghai-
Tibet Plateau, Abstracts, Xining, China, 3.

4 Hall, K. and Otte, W. 1990. Observations regarding biological weathering
on nunataks of the Juneau lcefield, Alaska. Permafrost and
Periglacial Processes, 1, 189-196.

¢ Hall, K. 1989a. A new weathering mechanism suggested upon evidence
obtained from the dry valleys of Antarctica, /n G. Stablein (ed):
Abstracts and papers, Polar Geomorphology, Second International
Conference on Geomorphofogy, Bremen, 17-18.

¢ Hall, K. 1989b. Wind blown particles as weathering agents? An Antarctic
example. Geomorphology, 2, 405-410.

¢ Hall K., Thomn, C., Matsuoka, N., and Prick, A. In Press b. Rock
weathering in cold regions: Some thoughts and perspectives.

Progress in Physical Geography.

The material presented in this Chapter begins with an ‘Introduction’ to a special
issue of Permafrost and Periglacial Processes dealing with cryogenic weathering.
The special issue was the outcome of a meeting held in France of which this
author was one of two organizers. Detailing the papers in that special issue, the
Introduction presents some background to the relationship between process and
field data. The next four papers cited deal with the questions surrounding freeze-
thaw weathering and its use as a basis for the origin or development of many
cold region landforms. These are followed by a paper (Hall, 1992c) that also
discusses these same problems but puts the argument within the context of debate
regarding Quaternary and present day processes in southern Africa. Apart from
the inadequacy of data upon which to make determinations regarding the

occurrence or not of freeze-thaw, the argument is made that there must be a
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process synergy. The very factors (e.g. thermal changes) that drive freeze-thaw
must also drive other processes (e.g. thermal stress fatigue). Through time
(diurnal, seasonal or longer time scales) processes will change; in fact, process
combinations or process domination can be changed by the landform itself as it
develops. Thus, it is most unlikely that any one process alone occurs and is
responsible for landform development. With that premiss, and considering the
range of climatic conditions involved through the diversity of cold environments,
it is naive to state that freeze-thaw ‘predominates’ within cold environments (which

has been a recurring theme in the literature as clearly shown in Chapter 1).

The next four papers discuss weathering by wetting and drying and thermal stress
fatigue in terms of process, process application and its historical perspective.
Again, rather than actually answering questions related to process, these papers
attempt to define the questions we should be considering. These papers outline
how the processes of wetting and drying and/or thermal stress fatigue are very
probable weathering processes in cold regions. Indeed, in cold, arid environments
a good argument can be made that, rather than freeze-thaw, both thermal stress
fatigue and thermal shock are likely significant processes. Equally, in the more
maritime cold environments, a strong case can be made for the action of wetting
and drying - a process that must occur in parallel with freeze-thaw weathering.
Salt weathering is not discussed here, although clearly a significant process in cold
regions; information on this can be found in papers within the preceding chapter.
The next paper (Hall, K. and Otte, 1990) deals with a study of weathering by algae
on a nunatak in Alaska. Biological weathering, particularly in cold environments,
suffers from a paucity of studies and yet, as shown here, it can be a major factor.
Much more needs to be done to investigate the role of micro-organisms in the
weathering of rock in cold regions, although the biological studies of Nienow
(1987), Friedmann and Weed (1987), and Friedmann et af., (1987) clearly show

the weathering potential.
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The next two papers in this section report what could fairly be described as an
entirely new weathering mechanism based on observations in the McMurdo dry
valleys of Antarctica. Material blown by wind is well documented and studied with
regard to its effects in terms of transport, erosion and sedimentation. Here,
though, the argument is made for wind-blown particles acting as weathering (rather
than erosion) agents. The packing of wind-blown material into a pre-existing crack
operates akin to salt or ice crystal growth - exerting an expansive, tensile stress
on the crack. That extraneous material was found in cracks of rocks in the dry
valleys suggested the hypothesis. The simple calculations of the possible forces
involved justified the hypothesis, by showing that forces could be sufficient to
cause crack propagation and rock failure. This new weathering mechanism adds
a funher dimension to the consideration of weathering in cold, hyper-arid

environments, including those of the inner planets in our solar system.

The last paper in the above list (Hall, et al., In Press b) is an expression of the
relevance of the weathering work presented in this thesis plus it also shows the
wider significance of the studies within the current understanding of periglacial
processes and landforms. As part of the International Geographical Union
Working Group on “Periglacial Processes and Climatic Change” activities, a group
of papers are planned that will deal with major advances in our knowledge and
pertinent questions or issues associated with a number of key topics. As part of
that undertaking | have been asked to be involved with two papers, the first is the
one pertinent to this chapter (the other, Thorn and Hall, In press’. is cited in
Chapter 5) and deals with the issues related to cold region weathering that are the
very essence of this thesis. The paper will deal with the many presumptions that
comprise much of the foundation of periglacial weathering concepts together with

a discussion of the many advances that have been achieved.

Attention is, however, drawn to the following papers, presented in other chapters,
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that have within them details regarding how certain processes may operate:

¢ Hall, K. 1986b. The utilisation of the stress intensity factor (K.) in a
model for rock fracture during freezing : an example from the
maritime Antarctic. British Anfarctic Survey Bulletin, 72, 53-60.

L 2 Hall, K. 1986¢c. Freeze-thaw simulations on quartz-micaschist and
their implications for weathering studies on Signy Island,
Antarctica. British Antarctic Survey Bulletin, 73, 19 - 30.

¢ Hall, K. 1988e. A laboratory simulation of rock breakdown due to
freeze-thaw in a maritime Antarctic environment. Earth
Surface Processes and Landforms, 13, 369-382.

4 Hall, K. 1988b. The interconnection of wetting and drying with
freeze-thaw : some new data. Zeitschrift fir Geomorphologie,
N.F. Suppl. Bd., 71, 1-11.

¢ Hall, K. 1991a. Rock moisture data from the Juneau Icefield
(Alaska), and its significance for mechanical weathering
studies. Permafrost and Periglacial Processes, 2, 321-330.

¢ Hall, K. 1992b. Weathering processes on the Byers Peninsula,
Livingston Island, South Shetlands Islands, Antarctica, in Y.
Yoshida, K. Kaminuma and K. Shiraishi (eds.): Recent
Progress in Antarctic Earth Science. Terrapub, Tokyo, 757-
762.

¢ Hall, K. 1993c. Enhanced bedrock weathering in association with
late-lying snowpatches: evidence from Livingston lIsland,
Antarctica. Earth Surface Processes and Landforms, 18, 121-
129.

¢ Hall, K. 1993a. Rock temperature data from Livingston Island
(Maritime Antarctic): Implications for cryogenic weathering.
Proceedings of the 6th International Permafrost Conference,
Beijjing, 1, 220-225.
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¢ Hall, K. 1993b. Rock moisture data from Livingston island, (Maritime
Antarctic) and implications for weathering studies. Permafrost
and Periglacial Processes, 4, 245-253.

¢ Hall, K. 1997a. Rock temperatures and implications for cold region
weathering: |. New data from Viking Valley, Alexander Island
(Antarctica). Permafrost and Periglacial Processes, 8, 69-90.

¢ Hall. K.1998a. Rock temperatures and implications for cold region
weathering: Il. New data from Rothera, Adelaide Island
(Antarctica). Permafrost and Periglacial Processes, 9, 47-55.

¢ Hall, K. 1998c. Some observations and thoughts regarding Antarctic
cryogenic weathering. Proceedings of the 7" International
Conference on Permafrost.

L ] Hall, K. and Hall, A. 1991. Thermal gradients and rates of change of
temperature in rock at low temperature: New data and
significance for weathering. Permafrost and Periglacial
Processes, 2, 103-112.

¢ Hall, K. and Hall, A. 1996. Weathering by wetting and drying: Some
experimental results. Earth Surface Processes and
Landforms, 21, 365-376.

The material presented here, in conjunction with those dealing with process(es) in
the other chapters, provides some insight in to cold region weathering processes
as well as raising questions regarding those processes. In some ways, at this
stage, it is as much the questions as the answers that are important. Historically
it has usually been the occurrence and effects of freeze-thaw weathering that have
been assumed to constitute the question and research has been structured with
respect to this. Within the papers cited here this assumption has been questioned
and arguments made, and backed up by findings in a number of instances, that

suggest alternatives. As Thorn (1988, p. 13) states with respect to this issue “...it
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should be seen as closing the book on the ill-founded but oft-cited notion that
freeze-thaw weathering is ubiquitous in periglacial regimes”. Thorn indicates that
rock breakdown “...is certainly likely to stem from processes other than freezing
and thawing in many instances” (Thorn, 1992, p. 11). The bigger problem of
changing this “ill-founded” notion still remains and is shown to be a major issue in
Chapter 5, with respect to landform genesis and evolution in cold climates. Thus,
the discursive, rather than data-rich, papers presented here are important for they
go to the center of the very questions that have dogged periglacial geomorphology
for some considerable time. While trying not to belabour this point, it is hoped that
the extensive citations given in the Introduction substantiate the need for this re-
evaluation of the cold region weathering paradigm. By defining the right questions
it is possible that we may then go some way to finding the right answers, rather
than perpetuating the repetitive assumptions regarding cold region weathering

processes.
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CRYOGENIC WEATHERING:

Proceedings of a Workshop on
Mechanical Weathering held in
Caen, France, April 29-May 2, 1991

Organised by Kevin Hall and Jean-Pierre Lautridou

PREFACE

An understanding of the processes by which weathering occurs under freezing and sub-zero

temperatures constitutes important and basic information relevant to permafrost conditions and

periglacial environments. The Editors of PPP are pleased, therefore, to present an issue devoted

solely to this topic. We hope that PPP can be the forum for lurther thematic issues upon other
topics of interest 10 the permafrost and periglacial communities.

H. M. French, E. A. Koster and A. Pissart

December, 1991,
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Permafrost and Periglacial Processes, Vol 2: 269-270 (1991)

Introduction—Cryogenic Weathering

Kevin Hall

Department of Geography, University of Natal, Pietermaritizburg 3200, South Africa

and

Jean-Pierre Lautridou

Centre de Géomorphologie du CNRS, 14000 Caen, France

Cryogenic weathering refers to the combination of
mechanico~chemical processes which cause the in
situ breakdown of rock under cold-climate condi-
tions. Yet the question often arises as to whether or
not it is well understood. For example, [ves (1973)
cited ‘... the efficiency of freeze-thaw in the role of
bedrock disintegration ...’ as one of the {four main
areas of deficiency regarding our kpowledge of
arctic and alpine processes. Eight years later
French (198]) reiterated this inadequacy. As a
result, a number of studies conducted during the
1980°s either questioned the basic foundatiops of
certain cryogenic weathering processes or offered
alternative explanations (e.g. Konishchev, 1982).
Studies such as those by McGreevy and Whalley
(1982, 1985) and Hall er al. (1986) examined the
availability of data on rock temperatures, rock
moisture content and rock moisture chemistry,
respectively. Without such data it is difficult to
deduce what processes take place in the field, and
the applicability of laboratory simulations is
brought into question. Subsequently, Thorn (1988)
eritically reconsidered the role of freeze-thaw
weathering in association with Jate-lying snow
patches. Progressing in a different direction, Hallet
(1983) proposed a theoretical approach. While not
actually solving the problem of where and when
freeze-thaw weathering operates, he nevertheless
produced a timely reassessment of the somewhat
simplistic assumptions previously made.

During thts time of questioning, other investiga-
tors had been following alternative approaches.

1045-6740/91/040269-02505.00
© 199! by John Wiley & Sons, Ltd.

For example, laboratory simulations and modell-
ing, notably in France (e.g. Lautridou, 1982; Ozoul,
1983; Letavernier, 1987), emphasized the granulo-
metry of many frost-weathered lithologies and
compared them to the particle size distnbutions
obtained for various Quaternary sediments. Else-
where, particularly in Japan, South Africa and
England, attempts were made to investigate the
pature of freezing within rocks via the use of
techniques such as ultrasonics (e.g. Matsuoka,
1988; Hall, 1988), and photoelastic investigations
utilized Perspex models of rock cracks (e.g. David-
son and Nye, 1985). Thus, information on the
fundamental weathering controls of temperature
and moisture expanded in both number and geo-
graphic distribution (e.g. Francou, 1988, in South
America; Whalley et al.. 1984, in the Himalayas;
Miotke, 1982, in Antarctica).

Several weathering processes other than {reeze-
thaw are now recognized to be significant under
cold-climate conditions. Among these are (i) the
recognition of the interaction of freeze-thaw with
salt weathering (e.g. Williams and Robinson, 1981);
(ii) the role of wetting and drying (e.g. Hames et-al.,
1987; Pissart and Lautridou, 1984); (iii) thermal
fatigue (Hall and Hall;"1991);and (iv) the tole of
chemical (e.g. Dixon et al, 1984) and biological
(e.g. Broady, 1981) weathering, In some instances it
appears that processes other than freeze-thaw con-
stitute the main cause(s) of breakdown.

Against this background a meeting was held at
the Centre 'de Géomorphologic (Caen, France)

Received 20 August 1991
Accepted 10 December 1991
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during April, 1991, under the auspices of the 1nt_er-
national Geographical Union (IGU} Commission
on ‘Frost Action Environments’ and the Interna-
tional Permafrost Association (IPA) Working
Group on ‘Periglacial Environments’. A number of
papers presented at that meeting are published in
this issue of Permafrost and Periglacial Processes.
All have been subject to normal peer review. As
such, they constitute but the bare bones of the
questions and discussions which occurred.

Many aspects of cryogenic weathering are
covered in this collection of papers. They include
the laboratory investigations of weathering me-
chanisms, regional studies, problems of field data
acquisition and theoretical models. It is hoped that
these papers may provide a stimulus to all inter-
ested, either directly or indirectly, in cryogenic
weathering.
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FREEZE-THAW WEATHERING: NEW APPROACHES, NEW
ADVANCES AND OLD QUESTIONS

KEVIN J. HALL .
Department of Geography, University of Natal, Pietermaritzburg

1. INTRODUCTION

In 2 1973 review of notable gaps in our knowledge pertaining to arctic and alpine
geomorphology, Ives (1973, p.1) identified four major areas of which one was
" .The efficiency of freeze-thaw processes in the role of bedrock disintegration...".
The hope of Ives was that by identifying key questions, it might stimulate research
in that direction. However, in 1981, French (1981, p. 267) in a further review,
reiterated the continued inadequacy of our knowledge regarding rock weathering
under cold conditions. McGreevy (1981), in the same year, in the first of his series
of key reviews on weathering processes (McGreevy and Whalley, 1984; Whalley
and McGreevy, 1985) detailed the state of knowledge regarding freeze-thaw from
the point of view of experimentation, mechanisms and field observations. Once
more our lack of understanding is emphasised, but now it is clearly noted that it is
the lack of base line field data, as the basis for experimentation or mechanism
determination, that is the problem. At that time of writing the only studies that
contained the essential field data in the English language (i.e. work may well exist
“in such as Russian, e.g. Konischev and Rogov, 1978), were those of Gardner (1969),
Thorn (1979, 1980), Thorn and Hall (1980) and Hall (1975, 1980).

Subsequently, in two further key papers, McGreevy and Whalley (1982, 1985)
identified and summarised the state of knowledge regarding the importance of rock
temperature variation and rock moisture content respectively, in freeze-thaw
weathering. For the former they conciuded, amongst others, that there is a need for
field data acquisition and that field and laboratory experiments need to be refined.
With regard to rock moisture status, there is a call for data as none exist and that
cognisance of this should be taken in simulations if they are to be of any meaning.
To further stimulate ‘thought’ and mitigate against simplistic field judgements, Wil-
liams and Robinson (1981), McGreevy (1982) and Fahey (1985) all showed that the
saline nature of the water which is subject to freezing indicates that both ‘frost” and
‘salt’ weathering are operative, and not just the former. The actual relationship and
inter-operation of ‘frost’ and ‘salt’ is, though, still unclear.

Geomorphological Studies in Southem Africa, G.F.Dardis & B.P.Moon (eds)
© 1988 Balkema, Rotterdam. ISBN 9061918316 325
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Many questions have been asked, areas of data inadequacy specified, and new
mechanisms hypothesised, but have any advances been attained? In short, yes,
enormous advances have been made in the context of theoretical modelling, data
acquisition, simulations and the application of new technology over the last five
years. With respect to the investigation of weathering in South Africa little cog-
nisance has been taken of these advances, and judgements still tend to be both sub-
jective and qualitative (Hall, 1988). Presented here are some of the new techni-
ques, approaches and findings regarding freeze-thaw, with particular emphasis on
work that has been underiaken in South Africa as part of a joint investigation with
British Antarctic Survey.

2. NEW APPROACHES

One new approach, which has grown in importance in recent years, is that of
theoretical modelling. Hallet (1983), and later Walder and Hallet (1985, 1986),
suggested a theoretical model, to explain the breakdown of rock due to freezing,
using the well known theory of frost heaving in soils as an analogue. Hallet argued
that the pressure exerted by ice growth is not primarily the resuit of volumetric ex-
pansion, concomitant upon the water to ice phase change, but rather that "... the in-
duced pressure is assumed to arise thermodynamically because mineral surface ef-
fectively decrease the chemical potential of water in the close proximity...". Thus,
there is unfrozen water existing during subzero conditions and this water flows
towards the mineral surface and exerts a pressure; reaily a form of hydration shat-
tering. Ultimately, this led to the formujation of a simple mode! based upon the
stress intensity factor Kic (the strength of the singularity in the cracktip stress
field that tends to produce opening mode failure). Idealising rocks as isotropic
linear elastic media, the suggested model is:

%
Kic = ('?{) {P + g)

where ¢ is the length of a two-dimensional crack, P is the pressure applied inside
the crack, and ois the "applied" normal pressure perpendicular to the crack plane.
The model recognised a number of factors that exert an influence upon its opera-
tion, namely lithology, thermal regime, moisture content and moisture chemistry.
However, it was predicted that the most rapid breakdown will occur in the
temperature range -5° C (Hallet, 1983), with slow rates of cooling being the most
conducive to destructive pressures (Walder and Hallet, 1985) but with less-than-
saturated conditions decreasing the efficacy of the process {Walder and Hallet,
1986). Ultimately their findings led Walder and Hallet (1986) to suggest the
general applicability of their model. However, despite its wholehearted adoption
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and further development by some workers (e.g. Tharp, 1987) there are still some
problems. Whilst the model has introduced a major new approach, it is argued
(Hall, 1986a) that its full application is inhibited by the lack of field data pertaining
to the controls upon the model. For instance, as will be discussed in more detail
below, the recent findings on rock moisture content (Trenhaile and Mercan, 1984,
Hall, 1986b), rock moisture chemistry (Hall et al., 1986), the effects of rock
anisotropy on freeze penetration (Hall, 1986c¢), the rate of fall of temperature in
the outer, wetter part of the rock and the subsequent nature of the freeze (Hall,
1987a) do not all well agree with the generalised hypotheses regarding these as-
sumed factors within the model. However, despite these reservations, this model of
Hallet (1983) and its further development by Tharp (1987) introduces an exciting
new approach which augurs well for the future.

Other innovative approaches are associated with the application of new technol-

ogy to the study of freeze-thaw weathering, One recent approach that yields infor-
mation direct relevance to the mode! of Hallet (1983) is the photoelastic study of
ice pressure in rock cracks (Davidson and Nye, 1985). A new technique to measure
the change in the stresses as water by means of photoelastic tchniques, utilising a
photometric approach with digital processing of the resulting signals, was
developed. The approach uses circularly-polarised light and a rotating analyser
" which allow for the fast and precise measurement of the lines of constant principal
stress difference (isochromats) and the lines of constant principal stress direction
(isoclinics). Upon freezing of water in a slot cut into a perspex block, the progres-
sion of the ice front could be monitored and the pressures exerted calculated. Two
regimes were distinguished; (1) where an ice plug extrudes and so pressures are
less, and (2) where the ice plug is fixed and grows in site. The association of freez-
ing front progression and the manner of cooling give very similar results to those
found by Hall (1987a) using ultrasonic techniques.

Non-destructive ultrasonic testing is a technique that has been available for some
time (e.g. Ide, 1937; Hornibrook, 1939; Timur, 1968; Fukada, 1971; New, 1976) but
which has been employed in recent years, as was suggested by Aguirre-Puente
(1978) and Fahey and Gowan (1979), to gain new insights into the breakdown of
rock (e.g. Filonidov, 1982; Zykov, et al., 1984; Mak, 1985; Crook and Gillespie,
1986; Hall, 1987a). Variation of uitrasonic pulse propagation through rock or
building material can be used to indicate changes in the quality of that medium
through time. As the ultrasonic velocity in air is ¢.330 m/sec, in water it is ¢.1400
m/sec, and in ice ¢.3000-4000 m/sec (Press, 1966), it has been possible to discern a
number of factors related to freeze-thaw by means of ultrasonic testing. For in-
stance, data on the following have been obtained; the timing and progression of the
water to ice and ice to water phasechanges (Hall, 1987a), calculation of moisture
content and its variation resulting from freeze-thaw cycling (Matsuka, 1984), es-
timation of the amount of interstitial water that is frozen (Hall, 1987a), the effects
of anistropy upon freezing (Zykov et al., 1984; Hall, 1986¢), and the effects of water
adsorption and desorption during the thaw phase (Hall, in press). Thus, this techni-
que has offered a great deal of new information regarding freeze-thaw (see below).
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A further new approach offers great potential for the determination of rock mois-
ture content in the laboratory situation, this is time domain reflectometry (TDR).
Originally a technique developed for the analysis of moisture content in soils (e.g.
Patterson and Smith, 1981) it has now been applied to rocks (Hare, 1985). TDR is a
type of pulse-reflection measurement with a broad band pulse travelling down the
transmission line of the TDR from which, knowing the start and end points of the
transmission line, the horizontal trace length can be measured. From the then
known time of the pulse in the sample, it is possible to calculate the dielectric con-
stant of the material. The dielectric property of rock or building material is a func-
tion of such factors as constituent materials, their structure and density, the
presence of water and ice and salt content and temperature (Hare, 1985, p.89). The
dielectric constant of most rock forming minerals is between 2 and 12 whilst that of
water is between 80.1 and 87.7 (Hare, 1985). Thus, the measurement of the relative
permittivity of the rock can provide a good indication of volumetric water content.
Whilst suitable for use in soils, it is nevertheless difficult and time consuming when
applied to rocks. Other techniques that can be utilised for determining rock con-
tent are such as neutron moderation (Bundey, 1982), differential thermal analysis
(Mellor, 1970), suction-ruoisture content tests (Keune and Hoekstra, 1967) and
dilatometry.

Dilatometry involves the measurement of volume change of material. Davison
and Sereda (1978) developed a technique for monitoring the linear expansion of a
brick due to freezing, whilst Pissart and Lautridou (1984) and Hames et al.(1987)
undertook a similar approach to determine volumetric changes in materials due to
the uptake of moisture. Yet another very new technological development which of-
fers a whole new approach to the study of freeze-thaw weathering is that of optical
fibre sensors (Hale, 1984). Somewhat akin to the vse of strain gauges (Douglas et
al., in press) the fibre optic crack detection system offers a whole new insight. Fibre
optic crack detection gauges are bonded to the rock and infrared signal of known
amount is fed through an optical fibre loop, the attenuation of which is continually
monitored. If and when attenuation exceeds a preset amount a relay is triggered
which can operate recording equipment. This technique is ideally suited to the
monitoring of volumetric change upon water uptake (Hall, in press) and for use
during freeze-thaw experiments (Hall, in prep a). One advantage of this system is
that, upon failure the infrared light source can be uncoupled and a laser attached
such that wvisible light is then emitted from the failure point(s). This allows exact
determination of where failure occurred and whether it was at one or more places.

Fipally, the last new advance that is readily available, and in use, is that of the ap-
plication of microcomputers for the running of simulations and the simultaneous
multiple channel monitoring of a variety of sensors. With the ever increasing power
and accessibility plus the decreasing costs of microcomputers, they are ideal tools
for the controlling, monitoring and data manipulation of weathering simulations.
As part of a joint weathering project, in the Maritime Antarctic, between the
University of Natal and British Antarctic Survey, a computer-controlled simulation
cabinet was constructed. By means of purpose-made hardware, the microcomputer
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may be programmed for temperature cycling of any Jength and complexity based
upon data logged in the field. During running, the computer continually monitors
the cabinet temperature, compares it against that which was programmed and in-
itiates corrective action, if required. Data from six temperature sensors, a humidity
sensor, ultrasonic transducers and the fibre optic crack detection system are read,
stored, displayed and printed at intervals varying between 10 seconds and 99
minutes (together with the actual time) dependent upon what was chosen for that
particular part of the simulation. Thus, a very sophisticated system is available that
is able to undertake a variety of functions with great precision, for long periods of
time, without the need of continous operator presence, and that can handle enor-
mous amounts of data.

3. NEW ADVANCES

The new advances are largely as a result of the information derived from the ap-
plication of the technology detailed above. However, one realm in which highly
pertinent new progress has been made is that of fundamental field data acquisition.
As was stated above, with regard to the constraints upon the use of hypothetical
models, the lack of field data on such as temperatures, moisture content and
chemistry, rock properties, and natural weathering rates, all serve to inhibit our un-
derstanding of freeze-thaw. Rock moisture content, as noted by McGreevey and
Whalley (1985), was a largely unknown factor. However, the recent studies of
Trenhaile and Mercan (1984), Hare (1985) and Hall (1986} have all begun to make
available, albeit to a limited degree, data on field moisture content of rock. Three
main points emerge from the available data. First, that, contrary to White’s (1976)
contention regarding rocks being greater than 50 % saturated and subject to freez-
ing, a significant number of samples have been obtained (Hare, 1985, Table 4.2;
Hall, 1986b, Table vi) that were in excess of 509 saturation. Secondly, that samples
obtained from the faces of cliffs show very low moisture contents (Hall, 1986b).
Thirdly, that the degree of saturation used in simulations is a poor representation
of field conditions (Trenhaile and Mercan, 1984). All the data to date are,
however, with respect to the ‘averaged’ moisture content of a sample and show no
respect for moisture gradients within that sample (see below).

As was noted by Hallet (1983), and was a major inadequacy of the ‘frost’ and ‘salt’
weathering experiments of Williams and Robinson (1981), McGreevy (1982) and
Fahey (1985), there is an almost complete absence of data pertaining to interstitial
rock water chemistry. Prior to the development of utilisation of a new technique by
Hall et al.(1986) there was only one analysis available, that of Kinniburgh and
Miles (1983). However, the development of this new, relatively simple technique
offers the potential for more data acquisition. Evidence available to date, from the
Maritime Antarctic environment under investigation, indicates NaCl molarities
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between 0.34 and 0.57 (x = 0.47), values very small to those suggested by Mc-
Greevy (1982) 1o be the most efficaceous for rock breakdown.

Another aspect of field data where new advances have been made, is with respect
to the physical properties of rocks (Hall, 1987b). As part of the study of weathering
in the Maritime Antarctic, the following rock properties were determined; com-
pressive strength, indentor penetration, porosity, microporosity, absorption coeffi-
cient, saturation coefficient, rock mass strength and the size range of the weather-
ing products. This gives fundamental background data for comparison with other
studies, whilst the size range of the weathering products allows for direct collation
with that from simulations. A further development of this is the long-term study of
rock tablets in the field and the daily monitoring of a large tablet. In the former, 2
large number of small blocks whose properties had been determined, were placed
in the field close to data loggers that monitored the climatic factors to which they
were subject. A number of tablets are retrived each year and the properties reas-
sessed to give some idea of weathering effects and rates (Hall, in prep). The large
tablet, on the other hand, was weighted daily for a whole year and the climatic con-
ditions noted. This gave data on daily changes in moisture content plus a standard
regarding the amount of weathering against which simulation results could be com-
pared (Hall, submitted). This is what is, perhaps, most significant in that, in addi-
tion to the providing of base-line data, the information is highly pertinent to the
running of real world simulations.

The use of the computer-controlled cabinet together with the application of
ultrasonics and fibre optics, has led to many new advances in our knowledge of
freeze-thaw processes and their controls. The sort of new information derived from
these simulations include such as the effects of rock anistropy on freeze penetra-
tion and freeze mechanism (Hall, 1986¢), that the rate of fall of temperature ap-
pears to be Jess significant than the final temperature to which the freeze is going
(Hall, 1987a), and that the rate of fall of temperature in the outer, wetier part of
the rock is faster than that suggested to be most effective for breakdown by Walder
and Hallet (1985, p. 342). Another important finding (Hall, 1987a) was that the
cooling rate of the rock, which is largely controlled by the fixed final temperature,
affects the nature of the phase change,with some being rapid and extensive whilst
others are slower and progressive. Further, for low amplitude freezes (to c.-6° C) it
was found (Hall, 1987a) that there was a need for temperatures to be maintained
for a period of time before a phase change would take place. Finally, amongst the
other specifics noted in Hall (1987a), it was also found that ice, during the thaw
phase, returned to water between -0.7° and -1.9°C.. and that during freezing ¢.80
of the water that will freeze under natural conditions had done so by ¢.-6"C.

Other experiments have shown that small, omnidirectionally frozen samptes of
rock, with high moisture contents, do not replicate large, undirectionally frozen
blocks (Hall, in prep b). This result therefore questions the applicability of the
majority of earlier laboratory situations to many field situations. Yet other new
evidence regarding changes in the elastic properties of rocks during water absorp-
tion and desorption, together with associated hysteresis effects, suggests that wet-
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ting and drying, like the saline solutions, is 2n intimate part of the freeze-thaw
mechanism (Hall, in press).

The above comprise, albeit extremely briefly, but a part of the many new advan-
ces with respect to our understanding of freeze-thaw. Much new information on
fracture mechanics is becoming available in engineering texts, and applied aspects
are ever increasing. Details of all past and present information, together with fu-
ture prospects regarding ‘pure’ and ‘applied’ aspects of weathering in cold climates
will shortly be provided by Hall and Walton (in prep).

4. OLD QUESTIONS

In spite of the many new techniques and advances in our understanding, some of
which have been cited above, the fundamental questions with respect to freeze-
thaw remain essentially the same. In truth, the question of Ives (1971) given in the
introduction still remains; we do not yet know the efficacy of freeze-thaw. Really
what has happened is that rather than answering questions, we have been making a
start with respect to filling-in the gaps in our knowledge that are required before
the questions themselves can be addressed. Concomitant with this is the fact that
our data base is still pitifully small. There are inadequate data, from a variety of en-
vironments and for any length of time, on such as the thermal regime the rocks are
subject to, their moisture content and the chemistry of that moisture. Other
problems such as the question of moisture gradients within rocks still remain to be
solved. :

At the same time , the number of questions have now increased due to the recog-
nised interaction of saline solutions, wetting and drying and thermal effects within,
or paralle] with the freeze-thaw process itself. We have yet to fully understand
these other mechanisms before their role within freeze-thaw needs can be assessed.
Biological activity, particularly endolithic and chasmolithic bacteria and lichens, is
yet another unknown that may well exert an influence on freeze-thaw.,

Thus, whilst we have made major steps forward so our vistas have increased. Con-
sidering the depth and compiexity of the topic, the number of active workers are
few, the longevity of most research programmes too short and the cost of the tech-
nology becoming an inhibiting factor for many. What we are able to do, though, is
to refrain from making the old, simplistic qualitative comments that have become
so glib regarding ‘frecze-thaw’. Just because, for instance, the Drakensburg are
high mountains where it is cold for part of the year, then we can no longer justifiab-
ly say "freeze-thaw takes place". We must now rather ask the (same, old) questions
regarding such factors as how cold does it become, is there any water in the rock
when it freezes, is there sufficient moisture to effect damage, what other processes
are operative and is it perhaps not these that actually cause the breakdown? The
exciting thing is that the questions are still there to be answered and that many are
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being investigated within this country.

5. SUMMARY

A review is given of some of the advances that have been made with respect to
freeze-thaw weathering, with particular emphasis on work undertaken in South
Africa, Much of the recent findings result from the application of new technology.
It is shown that ‘freeze-thaw’ is a far more complex process than may have been
hitherto thought, and that despite our advances many of the original questions
remair.
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Weathering
K.J. Hall

Weathering is the sum of physical. physico-chemical and biochemical processes that
detrimentally aler the composition, state and properties of rocks in (he upper part
of the carth's crast (Priklonskij, 1955, quoled in Ondrasik. 1976). 1t operates strictly
in i that is 10 say. (s distinguished from the other destructive processes by the
fact that it operates in place™ without the involvement ol transport (Bloom. (978).
JUis frequenily the precursor of mass-wasting and crosion. Thus, weathering 1s not
synonymous with crosion (thercby precluding within its boundances such processes
as abrasion) and, acting alone, does not itself produce landlorms (Bloom, 1978).
Rather, weathering produccs altered or broken rock and it is the subsequent action
of erosion and transport upon this material that generates landlorms.

Weathering processes cin be divided (o two main groups: mechamical (somc-
times lermed physical) and chemical, 1ogether with a subset of both. namely bio-
logical (or biotic) weathering, Although biological processes can be considered on
their own, they are nol really a separate entity, but rather comprise biologically in-
duced chemical or mechanical agencics. Although weathering is usnally discussed
undee major group headings, itis important to rcalise that the mechanscal, chemical
and biologicitt processes operate together both in parallel and in scries. Rarcly is
rock affected by a single process only: rather, several are operative simultancousty
(in parailel), and through tme there is a scequence ol processes that take over one
from wunother {in series).

[ty far from simple (o determine what weathering process acted to causce the
formation of any given lundlorm. The type of weathering currently active may be
in the process ol destroying, rather than lorming, that landform. Cqually, the land-
formy must be considered in the context ol tme, as climatic variation in a single year
mity produce a scries ol processes so interconnected that itis almost impossible 1o
separate one [rom another in terms of (hewr signilicance. That same probleny must
also be considered on a larger timescale, wn which the overall chimate has changed
during recent geological time. As g resilt, the ype and ate of processes may change.
Even then, as already stated, weatheriag by itscl! does not produce the landtorm but
rather prepares the malerial for action by mass wasting and other processes. Just
as changes in chimate have adjusted the weathering processes, xo 100 may they bave
altered cates of mass wasting, thereby slowing down or specding up the linal develop-
ment of the Landform.

FACTORS CONTROLLING WEATHERING

Any discussion of weathering processes requires a consideration of (hose (actors
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controlling the type and ratc of weathering. Lack of knowledge of these contrals in-
hibits our understanding ol what is taking place in the landscape. Though there is
a substantial body of theory on weathering processes, much cannot be apphed duc
1o the paucity of data on such controls as rock propertics, rock moisture content and
chemistry, time, climate and biological factors. In fact, despiie significant advances
in our understanding of weathering processes (c.g. the use of the stress intensity lactor
Kic: Hallet, 1983) and the application of new technology o ils sludy (c.g., the
photoclastic investigations of Davidson and Nye, 1985), the results cannol be ap-
plicd  the real world because of inadequate ficld data (McGreevy and Whalley, 1985).

As alrcady noted, time is a factor that cannot be ignored tn any consideration of
weathering. For instance, a cliff that shows very limited deterioraiion may only recently
have been exposed, by faulting or mass movement: il is not necessarily a result of
incflective weathering agents. Converscly, an arca that has been subjecled w weathering
for a prolonged period of time and yet cxhibits only limited breakdown paints (o the
slow rate of action of those processes (as tn the dry valleys of Antarctica). The time
that a featurc has been exposcd to the aclions of weathering is therelore important.
The type and emphasis of the weathering process will also.change as climute changes
through tme. In the short term, there arc scasonal vanations in climate, while m
the fonger term, climatic changes must be taken into account.

Many landforms change with time, and change in the landform may in turn modify
the weathering processes that act upon it. Processes that arc operative at the prescnt
may be different to those that acted in the past. This may be duc less 1o climatic
vartation than o the landform itself inducing change. Special care must be exereised
with the concept of time. For ecxample, weathering processcs arc rarcly monitorea
in the ficld for long periods. In the sosthern African context, where currently there
scems 10 be a sequence of several wet years followed by several dry years, results
would not be represcntative if data were obtained from only one of these phascs.
Long-teem data acquisition in geomorphological studies is extremely rare, so care
must be taken in extrapolating from the very short-term record to the long-term
(Gurdner, 1982).

Climate is the major driving lorce behind many weathering processes, the term
“weathering™ being derived {rom its association with the “wceather™ (Ollicr, 1982).
The main climatic controls are precipitation and temperature. Precipitation is the
prime source of moisture supply in most instances (sca spray, log and dew usually
being minor compenents) and so its character in terms of form, frequency, duration
and amount is very important. Various combinations of these four factors will promote
different weathering processes; other controls, such as rock propertics, being cqual.
Some reactions will operate best with an cquable distribution of rain, whereas others
will be enhanced by scasonal changes (Ollier, 1982).

Associated with the availability of moisture are the cffects of emperature. Chemical
processcs acceleraie with increases m (emperature, with, roughly speaking, a doubling
in intensity for every 10°C rise. Hot, humid regions will expericnce extensive chemical
weathering processcs, and regions with low temperatures inay expericnce diminished
chemical weathering rates, but accentuated mechanical processes. However, even in
regions such as Anlarctica, where air temiperaturcs may rarcly cxceed 0°C, it is
possiblc for snow on rocks to melt under the heating ¢ffects of dircet solar radiation.
The effect of radiation in causing heating of rock can also play a major role in
promoting thermal fatiguc in rocks. In this regard, aspect may also be important,
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since one side of a feature may experience shadow effects, and so be very cold, wh‘ilc
the other side is being warmed by the sun. On the larger scale, as in a valley, weathering
processes on the (wo valley sides may be markedly different. . o

Other factors. such as wind, which may promotc cooling or desiccation and inhibil
plant growth. can also be important, as can solutes in the precipitation. Rain Or SNOW
in maritime regions usually has a high NaCl content, and man-made pollution may
have introduced extra carbon dioxide and sulphur dioxide or sulphur trioxide, all
of which will greatly accelerate chemical weathering. Thus, proximily (0 induslri;}\
environments may cause an adjustment both to weathering processes and to their
ralcs as a response 1o the introduction of pollutants. A

Many European workers regard climale as so important that chimatic boundaries
10 different types of weathering zones have been suggested (e.g., Peliier, 1950). In
the southern African context, Weinert (1963, p. 41) went so lar as to state ... climale
is the most important [actor in weathering... 7 Climate 1s intimately connected with
time, and its cffectiveness, in any one setting, is intermeshed with rock propertics
and biological activity. General climatic data, however, are usually inadequate lor
serious rescarch, and more detailed microelimatic data on, in and about the [catures
under study, are required.

Biological activity can cxert a strong influence on the type, timing and rale of
weathering. Details of the extent of involvement of biological agents in weathering
are still poorly understood. However, certain aspects do stand out clearly. Vegetation
(e.g., turf-making grasscs) may aid water retention and so increase the potential for
a2 number of chemical weathering processes. Vegetation may also act to diminish
erosion and thus the removal of weathering products, resulting i a reduction in the
rale of weathering. The vegetation cover has a marked affect on the microclimate,
and may affect weathering processes. The actual rate ol weathering would depend
upon the balance between weathering-increasing factors and weathering-reducing
factors (Ollicr, 1982).

Plants may introducc organic acids 10 the rocks, may take up certain ions and causc
chelation, may cncourage or inhibit the activity of micro- and micro-organisms, alter
the microclimate, and even physically grow within the rock itsell” Inside the rock,
organisms such as bacteria can constitute a prime weathering agent (even if not a
particularly fast or intenscly active one): the endolithic and chasmolithic bucteria
often present in Antarctic rocks are an example. It is well known, for example, that
cerlain bacteria can break-up and absorb specific minerals. The effects of these bacteria
in the landscape are largely unknown at present.

Changes in plant type and density may have serious implications in terms ol after-
ing the type or rate of weathering. These changes o the biofogical world may be
aresult ol plant succession or elimatic change, or may be due (o human action. The
removal, burning or introduction of plants may alter the type and ratg of weathering.
[t has already been noted how the introduction of pollutanis into the atmosphere cun
affect rates of chemical wealhering. In many urban environments weathering is
acceleratedd by ihe direct application of salls and other chemicals as de-icing avents.
These salls can cause extensive salt weathering of concrete, bricks and other build-
ing or road materials. Thus mankind is a direct, as well as an indirect, biological
agent affecting weathering processes.

The varying properties of rocks exert a great influence on the (ype, form and raie
of weathering that will take place. These propertics include such [actors as rock
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chemistry, rock strength, colour, size and thermal propertics of the constiluent miner-
als, bedding and jointing, porc size, porosily, microporosity, perincability, waler
absorption cocfficicnt, satration coclficient, isotropy, and mherent residual stres-
ses within the rock.

Rock chemistry plays a very important role in chemical processcs. However, with
the exception of a few monomineralic rocks, such as some limestones and guartzites,
most rocks arc composcd of a mincral asscmblage of varying proportions and s0
the presence and abundance of certain minerals will, to some extent, aid or inhibit
the action of chemical agencics (sce Spears, 1986 for details). Those same minerals
will also play a role in mechanicai weathering, for their intrinsic albedo and thermal
characteristics, tiken together with their relative abundance and size within any given
rock, plus the texture that assemblage may impart, can greatly affect the passage
of heai and the gencration of thermal stresses (McGreevy, 1985, Berg and Esch, 983,
Kerr er al., 1984; Johnson and Parsons, (944).

The tensile strength of the rock Is also an important parameter, al least for mechan-
ical weathering. Strength depends on mineral assemblage insofar as it is determined
by the type and size of mincrals and the way that they associatc with cach other,
but it is more than the swm of the individual minerals, for the strength of the rock
may be dependent on the manncr in which the minerels are arranged. Some rocks
{e.g., granite) have their minerals tightly interlocking and with no preferred orientation
or association and so, particularly as the component mincrals are relatively strong
in themselves, the rock has a high tensile strength. Conversely, other rocks may have
their minerals arranged with a preferred orientation or distribution (¢.g., the laminar
assemblage found in such rocks as gneisses, schists, slates and shales). That laminar
attribute dictates that the rock has inherent planes of weakness; i.e., the rock is weaker
paralle! to the laminae than transverse to them (Hall, 1987).

Another factor that affects the strength of rock, but is also impostant with respect
t0 such attributes as perineability, is bedding and jointing. These lincaments within
the rock provide channels for the ingress and movement of water within the rock
mass. Thus their occurrence is imporiant as they increase the permeability of the
rock and the presence of water reduces overall rock strength (Broch, 1979). Perme-
ability, a mcasure of the fluid-transmilting capacily of a rock (Curtis, 1971), is important
to both chemical and mcchanical weathering processes and to the removal of weather-
ing products from within the rock, either in solution or Suspcnsion.

Although bedding and jointing are major avenues abetting permeability, the porcs
of the rock may also hold and transmit water, The amount of water that can be moved
through the pores depends on their connectivity with other pores and their size. Somc
rocks (c.g., schistsy may have very small pores, within which molecular attraction
holds any availabic water in such a way that it is highly immobile. Thus permeability,
porosity and pore size, water absorption coefficient (a measure of the amount of watcr
that cun be absorbed in a specificd time) and saturation coefficient {the amount of
water absorbed in 24 hours as a fraction of the available pore space) arc all major
Jactors 10 be considered (Cooke, 1979; Hall, 1986a) when assessing the role of rock
prepertics, :

Details pertaining to rock strength, permeability and porosity can be found in such
texts as Goodman (1980), Bell (1983) and Roberts (1981), and descriptions of the
methods of detcrmining these parameters are given by Brown (1981).

The amount of waler that enters the rock will depend upon both the properlics
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of the rock and the climate. Once inside, itexerts a major influence on many chemical
and mechanical weathering processes. With respect to inierstitial rock water, the main
questions that need to be asked are, first, how much water is in the rock? (i.c. how
saturated is it?), sccond, how does this amount vary with time?, third, what iy the
distribution of that water within the rock?, and fourth, what is the chemistry ol the
waler? In view of the importance of the above four factors to weathering, it is surprising
that there are negligible data on any of them!

Mcasurements ot the amount of interstitial rock moisture in [ield situations are
extremely rare. For example, despite its importance in the process of freeze-thaw,
there are only three studics in which attempts to quantify this parameter have been
made (Ritchic and Davison, 1968; Trenhaile and Mercan, [984; and Hall, 1986a).
Thesc studies have done httle to substantiate the qualitative judgements used in labora-
tory studies, where attempls arc made to deduce processes. Trenhaile and Mercan
(1984) point our that most luborwtory experiments use saturated, or near-saturated,
conditions and that these arc a poor representation of ficld conditions. Data on rock
moisture distribution swirhin the rock are even rarer, especially in field situations.
One may concur with McGreevy and Whalley (1985, p. 338) that *... under natural
conditions the surface layer of a rock is likely to contwin most moisture™, and that
& moisturce gradient from the surface inwards will be found, but data to substantiate
this arc rare.

The only information known is that of Roth (1965) from the Mojave Desert, where
a block of rock was blown up with dynamite (1), samples taken and their moisture
content ascertained by weighing, drying and then reweighing. This study did, in fact,
indicate a moisture gradient, which was asymmetric in form due to aspect. The aimount
of water that coudd have been held was not established, and thus the variation in the
degree of saturation was not measured.

Rock water chemistry s also a major problem, despite its signilicance 1o many
processes. Kinniburgh and Miles (1983) underiook the extraction and analysis of waler
from a single sample of chatk, and Hali ¢ al. (1986) developed a new technique lor
analysing the solute content of interstitial rock water and applied it to samples from
the Maritime Anterctic; otherwise no ¢lada are available, The cffects of saline solutions
on, lur cxample, the lowering ol freczing poiats, on causing chemical reactions, and
Lacilitating salt weuthering are largely unquantificd. The problem is perhups best
excmplificd by the recent pointed debate between Goudic and Cook (1983) and
McGreevy and Smith (1983) regurding the nature of the salts (ound in rocks in hol,
arid cnvironmenls.

Many factors exert controi on the type, form and rate of weathering. Once more
it1s cphasised that these factors interact, aiding and abetting each other, and that
they may well change through time cither as a result of external influences (e.g.,
climatic change) or seli-induced effects. The weathering processes can only be in-
ierpreted if there is adequate knowledge of the controlling factors. Generalisations
and unverified assumptions should be avoided, and it is nceessary to zather pertinent
it belore Wdentilication of weathering processes is possibic,

WIEATHERING PROCESSES

Details of weathering processes can be found in a variety ol lextbooks (c.o.. Ollier.
1982 Selby. 1982; Trudgill, 1986: Coiman and Dethier, 1986; Hall and Walton, in
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press), and the journal Progress in Physical Geograpity has [requent reviews ol new
information or approaches on almost every facet of weathering. The understanding
of weathering processes is currently in a state of flux, partly because of the recog-
niscd inadequacy of data on controls, but also as a result of the nput of new approaches
and lechnology. Before considering weathering in a southern African context, ttmay
serve some purpose o note some of the advances in technology that arc being used.
and to consider bricfiy a few of the tnadequacies of some of the weli-entrenched
concepls.

Technology has advanced considerably since that which was available 1o carlicr
rescarchers such as Blackwelder (1925) and Griggs (1936), who investigated thermal
faligue, or those like Pouts (1970), who attcmpted to simulite teeze-thaw weather-
ng. Nop-destructive ultrasonic testing allows the continued monitoring ol changes
within the body ol a rock (Fahcy and Gowan, 1979) and can detail such factors as
the timing and nature of the waler to ice phase change (Fukada, 1971; Hall, 1980b,
i press a), Lthe cflects of anisotropy on {reczing (Hall, 19866), micrnal dumage o
arcck {Hall, in press a), and the growth of (he volume content ol ice in a rock (Zykov
cf af., 1984). [ can also be used lo monitor changes in the clastic propertics ol o
rock causcd by the absorpuon of waler during wetting and drying (Hall, in press
b) and highly sensitive transducers have been used to record the votume change laking
place in a rock during the wetling phasc (Pissart and Lautridou, [984). Pholoclastic
techniques have becn used 1o monitor the form and rate of phase change during freczing
of water in a laboralory modcel (Davidson and Nye, 1985), and time domain
reflectometry (TDR) has been applied to rocks to determine volumetric water content
and tume of Ireezing (Hare, 1985). Strain gauges have been utilised 1o monitor changes
m rock during weathering in laboralory simulations (c.g., Douglus ¢f al., in press),
and the newly developed “OPTICAT™ Nbre optic crack detection system has also
been successfully employed (Hall, in press b). Use is now made of computer-controlled
climatic simulation cabinets (Walton and Hall, in press), which not only give a high
degree of accuracy and flexibility of usc, but can also be “driven™ dircetly by
imicrometeorological dala fogged in the ficld. In chemical weathering, the applica-
tion of the plasma atomic absorption spectronscter has allowed the detailed analysis
of the solute chenustry of interstial rock water (Hall ¢ al., 1986).

The techrigues cited above arc cxamples of those now available and being employcd
i both the ficld and laboratory, and arc providing insights that were unobtainable
0 or 15 years ago. Concurrent with these advances in technology has been the recog-
nition and application, by gcomorphologists, ol work and approaches developed by
engincers. A classic example 1s the introduction of rock fraclure mechanics and
fracture toughness testing {Ouchterlony, 1980) inlo weilhering studics (Hallet, 1983).
The application of the stress intensity factor (Kic) 10 Jrecze-thaw weathering (Hallet,
1983; Walder and Hallet, 1985, 1986) has generated u preat deal of interest (Hall,
1936¢), as too hus the computer modelling of moisture Mow within a rock as 4 means
ol explaining the sclective occurrence of weathering in the formation of wloni (Canca
and Astor, 1987).

Despite these new approaches und the injection of new techpiques, much still
remains unsolved or unresolved. Within the body of theory many concepts become
entrenched by repetition in the literature rather than by enlorcement duc to cxperi-
mental duplication. A number of examiples will now be cited as a basis for encouraging
new experimental investigation and the questioning of often blindly accepled stale-
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ments. For instance, thermal fatigue, so often mis-named “insolation weathering”™
(“insolation” cannot “'weather”) is frequently cited as an ineffective process (e.g.,
Clark and Small, 1982), based upon the studies of Blackweider (1925) and Griggs
(1936). However, as far back as 1896, Branner showed that the degree of expansion
that could be expected for large masses of gneiss in the chimatic environment of Brazil
would be sufficient 1o cause exfoliation. More recently, Rice (1976} initiated a scries
of letters, under the banner “‘Insolation Warmed Over”, that clearly showed the
potential for the operation of thermal fatigue on dry rocks. Bauer and Johnson (1979)
and Yong and Wang (1980) demonstrated that granites experienced micro-cracking
when subjected to temperatures in excess of 72°C. Kerr ez al. (1984) have shown
that distinct temperature gradients occur within rocks in hot deserts, and Miotke (1982)
showed a significant temperature differential between the radiated and shadowed sides
of a rock in the Antarctic. Williams (1986) even illustrated how thermaily induced
spallation can be an effective form of bedrock drilling! Thus, rather than blindly
following the conclusions of Griggs or Blackwelder, it might be wise 1o consider
the statement of Brunsden (1979, p. 127): *... there 18 a complex series of tempera-
ture variations in the ncar-surface zone of rocks capable of creating differential
expansion forces, but whether these are Jarge cnough to cause [atigue remains 1o
be demonstrated by stress-field analysis and experiment.”

In discussions of the chemical weathering of limestone, it is frequently noted (e.g.,
Derbyshire er el., 1979) that limestone (calcium carbonate) reacts with carbonic acid
to produce calcium bicarbonate, which is soluble in water, and that the amount of
weathering is directly related to CO; content. However, as Gunn ([1983) points out,
this cannot be the way in which limestone weathers, as there is no evidence of calcium
bicarbonale molecules in solution. In a similar vein, there is much discussion (cf.
McGreevy and Smith, 1983; Goudie and Cook, 1983) on the chemistey of the salts
involved in salt weathering of rocks in hot deserts. Ditferent salts have different crystal-
lisation and thermal properties and so a knowledge of which salt is actually operative
in any given situation 1s of major importance.

It is suggested that in many high-altitude or high-latitude situations treeze-thaw
1s ... the most widespread type of pure physical weathering” (Clark and Sinall, 1982,
pl7). This is a simplistic presumption and does not begin to tackle the question of
the actual mechanism or mechanisms involved. The mechanism of breakdown may
be conslraincd by the 9 per cent volume expansion concomitant upon rapid fall of
temperature (0,1°C min"), as suggesied by Battle (1960), or the pressure of unfrozen
water being pushed ahead of the freezing fronl (ihe hydrofracturc of Powers, 1943),
or unidirectional crystal growth of ice (Connell and Tombs, 1971, or cavilation-induced
nucleation of ice (Hodder, 1976). Atlternutively, it might be none of these: freezing
muay not take place, and rock breakdown may be duc to hydration shattering (White,
1976). Such problems can be resolved only when field data are available, but, neverthe-
less, the aclual mechanism can exert an effect on the form and rate of weathering,
Salts that arc in the water that freczes can also excrt an effect (Williams and Robin-
son, 1981; McGreevy, 1982: Fahey, 1985). Thus, the intcrpretation of **(recze-thaw ™
1s very [ar from casy, despite its frequent casual application by many authors.

Finaily, there arc two mechanical weathering processes that may