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Abstract

Live video communications over bandwidth constrained ad-hoc radio networks necessitates high

compression rates. To this end, a model based video communication system that incorporates flex-

ible and accurate 3D modelling and reconstruction is proposed in part. Model-based video coding

(MBVC) is known to provide the highest compression rates, but usually compromises photorealism

and object detail. High compression ratios are achieved at the encoder by extracting and transmit-

ting only the parameters which describe changes to object orientation and motion within the scene.

The decoder uses the received parameters to animate reconstructed objects within the synthesised

scene. This is scene understanding rather than video compression. 3D reconstruction of objects

and scenes present at the encoder is the focus of this research.

3D Reconstruction is accomplished by utilizing the Patch-based Multi-view Stereo (PMVS) frame-

work of Yasutaka Furukawa and Jean Ponce. Surface geometry is initially represented as a sparse

set of orientated rectangular patches obtained from matching feature correspondences in the input

images. To increase reconstruction density these patches are iteratively expanded, and filtered

using visibility constraints to remove outliers. Depending on the availability of segmentation in-

formation, there are two methods for initialising a mesh model from the reconstructed patches.

The first method initialises the mesh from the object’s visual hull. The second technique initialises

the mesh directly from the reconstructed patches. The resulting mesh is then refined by enforcing

patch reconstruction consistency and regularization constraints for each vertex on the mesh.

To improve robustness to outliers, two enhancements to the above framework are proposed. The

first uses photometric consistency during feature matching to increase the probability of selecting

the correct matching point first. The second approach estimates the orientation of the patch

such that its photometric discrepancy score for each of its visible images is minimised prior to

optimisation.
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The overall reconstruction algorithm is shown to be flexible and robust in that it can reconstruct

3D models for objects and scenes. It is able to automatically detect and discard outliers and may be

initialised by simple visual hulls. The demonstrated ability to account for surface orientation of the

patches during photometric consistency computations is a key performance criterion. Final results

show that the algorithm is capable of accurately reconstructing objects containing fine surface

details, deep concavities and regions without salient textures.
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Chapter 1

Introduction

The task of achieving high quality video communications over bandwidth constrained systems is

becoming an increasingly desirable capability. This is particularly true for hand held communica-

tions devices, where advancement in technology has made it possible for these devices to possess

the necessary hardware to facilitate video communications. In military scenarios, low bandwidth

communications systems are often preferred due to their robustness and flexibility of application.

However, these communication links do not possess the required bandwidth capabilities for tra-

ditional live video communications. Model-Based Video Coding (MBVC) offers a technique of

facilitating video communications over these low bandwidth radio links. A MBVC system uses

three dimensional (3D) computer models to represent objects within the scene [2]. At the en-

coder, parameters which describe changes in object orientation and motion within the scene are

determined and then updated for each frame of the video sequence. The only information ex-

changed between the encoder and decoder are these model update parameters. The decoder uses

the received information to animate reconstructed objects within the synthesised scene. The work

presented in this dissertation aims to address 3D model and scene reconstruction for the MBVC

system.

Section 1.1 of this Chapter provides a conceptual overview of model-based video coding and its

system components. Thereafter Section 1.2 discusses the main contributions of this dissertation

together with the requirements for the 3D reconstruction component of a model-based coding

system. The Chapter concludes with Section 1.3 where an outline of the dissertation is presented.
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1.1 Model-Based Video Coding

1.1 Model-Based Video Coding

Model-based video coding techniques [2–6] utilise 3D computer models to describe scene objects.

They begin by analysing the input video sequence to determine information about the nature and

location of objects within the scene. The information gained by this analysis is then used to syn-

thesize 3D computer models of each object using computer vision techniques. The only information

that is streamed across the network are the high level motion, deformation and lighting properties

of the scene objects [3].

Figure 1.1: Generalised MBVC system - The system employs various models and model seeds to

describe the scene [3; 7].

Figure 1.1 shows the basic structure of a generalised model-based video communications system.

The scene at the encoder, which may be anything from a simple head and shoulder sequence to

complex environments containing many objects, is captured using single or multiple cameras. Dur-

ing an initialisation phase the encoder uses the captured images to reconstruct 3D models for each

object identified in the scene. This collection of objects forms the 3D model base of the system.

Model information such as shape and texture are transmitted to the decoder only once and may

be stored for future sessions. Thereafter the encoder analyses the video sequence and determines

the 3D motion parameters of objects using the 3D model information. For a head and shoulder

scene, the motion information would typically comprise of global head motion and local facial ex-

pression changes. Furthermore, the analysis may include model update data such as updated shape
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1.1 Model-Based Video Coding

and texture changes for objects as well as background. The transmitted motion parameters and

model information is used at the decoder to modify the object models and synthesize a virtual

view of the scene. An interesting point to note is that the rendered scene at the decoder may

be viewed from a variety of viewing angles and is not restricted by the current viewpoint of the

encoder. Since the amount of information transmitted for each frame of the video sequence is small,

MBVC promises large reductions in bit rates compared to hybrid inter-frame coding schemes such

as H.261/263/264 and MPEG-1/2. A study in [8] has shown that simple animated face models

require only 0.5-1kbit/s, with more realistic models requiring 5-10kbit/s [2]. Achieving such low

bit rates makes MBVC very desirable for applications such as video-conferencing.

1.1.1 MBVC System Components

The advancement of highly realistic computer graphics techniques and a set of standards for facial

and body animation described by MPEG-4 [9] has essentially simplified syntheses at the decoder.

Hence, much of the research effort in MBVC over the past few years has concentrated on the

difficult analysis phase. Several areas that are of interest and require further development can be

identified.

• Object detection is necessary to provide information such as the presence and location of

objects of interest such as a person’s face.

• Model initialisation is required to correctly reconstruct 3D models for identified objects

or change the shape of existing models (generic models) to conform to the observed object’s

shape. An example of this in [10] where a morphable 3D face model, obtained from a

database of facial scans, aids the reconstruction of high quality face models.

• Texture coding is needed to provide a realistic representation of the modelled objects at

the decoder.

• Object tracking or global motion tracking ensures that the model mimics the motions of the

observed objects. An extension to this is local tracking, where in the case of a facial model,

would extract facial expressions represented by the motion and position of the mouth, eyes

and so forth. This facial expression information is defined and can be encoded in MPEG-4

as facial animation parameters (FAPs) [9].
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• Model refinement continuously updates the shape and texture of the fitted 3D models to

match the observations at the encoder.

In a realistic model-based video coding system, each of the above components presents its own

set of challenges that need to be addressed. This dissertation aims to address one of these prob-

lems, that of constructing 3D models of objects and scenes from images (model initialisation). 3D

reconstruction from photographs has received much interest in recent literature and an overview

of state-of-the-art 3D reconstruction techniques is provided in Chapter 2. For now Section 1.2

defines the requirements of the 3D reconstruction component of the MBVC system.

1.2 Problem Definition

This thesis proposes a solution to the model initialisation problem, where 3D models of objects

and scenes are produced from image sequences that contain them.

PROBLEM DEFINITION : From a single or multiple camera image sequence of a static rigid ob-

ject, estimate as accurately as possible its 3D shape and texture.

The inclusion of image sequences captured with single or multiple camera setups extends the flex-

ibility of the system to include a variety of applications. In the case of video telephony over hand

held devices, a single camera image sequence is preferred as the added expense of an additional

camera is undesirable. However in situations such as dedicated video conference rooms the ad-

ditional cameras are advantageous as they increase the field of view and depth-perception of the

system.

This study is also limited to reconstruction of rigid objects. This constraint is necessary as it

becomes difficult to accurately reconstruct the shape of the scene if it changes arbitrarily during

the modelling phase [11]. Deformable objects such as the human face can be modelled as rigid

objects during the initialisation phase. Thereafter, facial animation techniques such as [12; 13] can

be used to animate the model and mimic the original video sequence.

The accuracy of 3D reconstruction is principally related to image resolution as well as other factors

such as image quality and camera calibration accuracy. This research aims to produce reconstruc-

tions, of the best possible accuracy, given these factors. This is due to the fact that it is easy to
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decrease the accuracy/resolution of a 3D mesh model using mesh simplification techniques such as

Mesh Optimisation by H. Hoppe et al [14], whereas increasing the accuracy of the model once

the modelling process is complete is impossible. In this dissertation a number of parameters that

control the accuracy and reconstruction time of the algorithm are available.

1.3 Outline of Dissertation

Three dimensional reconstruction from photographs is a popular and well researched computer

vision topic with a variety of application areas ranging from generating realistic 3D models for the

entertainment industry to scientific metrology [15] and object analysis [16]. Figure 1.2 shows a

schematic overview of the main processing modules within the 3D reconstruction pipeline employed

in this dissertation.

Figure 1.2: Schematic thesis overview - Numbered stages correspond to the associated chapter

numbers
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Raw data such as the input images and camera calibration parameters are transformed into a

sparse 3D point model by the feature matching process. Subsequent expansion and filtering stages

increase the density and quality of the point model. The point model is then converted into a mesh

model and refined before being texture mapped, producing a realistic 3D model. A circled number

attached to each significant process indicates the corresponding chapter number where the process

is discussed.

Chapter 2 presents a review of state-of-the-art reconstruction algorithms together with a motiva-

tion for the proposed approach in relation to these methods. Chapter 3 discusses the Patch based

reconstruction algorithm and begins by introducing fundamental concepts such as the patch model,

photometric discrepancy function and image model. Thereafter the reconstruction processes con-

sisting of Feature Matching, Feature Expansion and Patch Filtering are presented. Chapter 4 deals

with converting the orientated point model, generated by the Patch Reconstruction algorithm, into

a closed polygonal mesh model. The Mesh Reconstruction algorithm begins by firstly initializing

a polygonal mesh model using either Poisson Surface Reconstruction or Iterative Snapping Mesh

Reconstruction. Thereafter a Mesh Refinement process is undertaken to further improve the ap-

pearance of the mesh model. The final system implementation and results are discussed in Chapter

5. The chapter is divided into two sections. The first is Intermediate Results, where a discussion on

the implementation of the algorithms is given together with preliminary test results. The second

section presents the final results achieved by the system on a number of object and scene datasets.

The chapter concludes with a quantitative evaluation of the reconstruction system against ground

truth models.
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Chapter 2

Literature Review

2.1 Introduction

The task of acquiring three dimensional models from photographs, a process known as Image

based modelling or Multi-view stereo (MVS) reconstruction, is a deeply researched domain. Three

dimensional computer models have proved useful in many applications such as non-contact object

inspection, digital archiving of cultural heritage artefacts, and generating realistic 3D graphics

models for the entertainment industries. 3D models are traditionally captured using laser range

scanning techniques [17–20] and produce a volumetric model by fusing together individual scans

known as depth maps. These methods do however have some drawbacks. Apart from their relatively

high cost ≈ $100K, many of the older systems were slow due to the mechanical nature of scanning

and lacked the ability to capture high resolution colour models [21; 22]. More recently, some of

these issues have been addressed with systems such as the hand-held VIUscan colour laser scanner

which can achieve a geometric resolution of 0.1 mm and capture full texture at a resolution of 250

DPI [23]. Nevertheless, these systems are still expensive and have limited depth of field. On the

other hand, digital cameras available today are inexpensive and are able to acquire images at both

high resolution and speed, thus sparking great interest in image based modelling. Over the years

various methods with differing assumptions and experimental set-ups have been proposed, making

classification of algorithms necessary. Multi-view reconstruction algorithms can be understood

based on attributes such as initialisation requirements, scene representation, photo-consistency

measures and visibility model. The following subsections provides a brief description of these

attributes.
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2.1.1 Initialization Requirements

Multi-view stereo reconstruction algorithms require input such as a set of calibrated images and

some form of information about the geometry of the object or scene that is to be reconstructed [24].

For most algorithms a rough bounding box or volume serves well as an initial estimate [25–28].

Others extract an object silhouette from each image and reconstruct a visual hull that serves as an

initial outer estimate of the object’s geometry [24; 29–32]. In either case some form of constraint

on the scene geometry is established. This can be used as an effective way to discard outliers.

2.1.2 Scene Representation

There are numerous ways of representing the geometry of an object or scene. Some common repre-

sentations include voxels (Figure 2.1a), level-sets, polygon meshes (Figure 2.1b) and depth maps.

Although it is common for algorithms to use a single representation throughout, a combination of

different representations may be used for various stages in the reconstruction pipeline [24].

(a) (b)

Figure 2.1: Scene representation - (a) using voxels [26] and (b) using polygon meshes [33]

A common representation is the use of a regularly sampled 3D grid volume called a voxel cube.

Space carving, Level-set and Graph cuts based algorithms refine this volume by removing voxels

that do not satisfy either image discrepancy metrics (silhouettes) or photometric consistency cues

[24]. The voxel representation is popular due to its simplicity and flexibility. However, storing

each voxel in the cube consumes a large amount of memory and may pose a limitation for high

resolution models.
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Polygon meshes represent surfaces as a set of connected vertex structures. This topology gives them

the ability to represent any type of structure. Their ability to be stored and rendered efficiently

make polygon meshes a popular output format for MVS algorithms.

Depth map representations compute, for each pixel in the image, a discrete depth value resulting

in a 2D depth map of the scene for each view. This technique avoids re-sampling the geometry on

the 3D domain and is also efficient for smaller datasets [24].

2.1.3 Photo-consistency Measures

Photo-consistency measures are used as a means to assess the compatibility between the recon-

structed model and the input images. MVS algorithms use photo-constancy measures to determine

if the observed 3D point is part of the actual object surface. Photo-consistency measures can be

categorized according to whether they operate in image space or scene space [24; 34].

Scene space measures operate by projecting either a point or a small region of geometry from the

3D scene into the input images. Thereafter the degree of correlation between those projections

are evaluated using metrics such as computing the variance between projected pixels [26; 27] or

performing window based matching using the sum of squared differences (SSD) or normalized cross

correlation (NCC) [29; 35; 36].

Image space methods map an image region from one image to another by using an estimate of scene

geometry [24]. A comparison between the predicted and measured image regions yields a photo-

consistency measure termed prediction error [37]. Photo-consistency measures can be substituted

from one method into another and are hence not intrinsic to any particular algorithm.

2.1.4 Visibility Model

Visibility models aid in identifying the images to be used for evaluating photo-consistency measures.

This is particularly important as the visibility of scene objects change with viewpoint. Handling

occlusions also becomes easier if one employs a technique for determining the visibility of a scene

point. A number of approaches for evaluating visibility include geometric, quasi-geometric and

outlier based techniques [24]. Geometric methods form a model of the image capture process

together with the shape of the scene. This provides information such as which scene structures

may be visible in specific images [24; 25; 30]. Quasi-geometric approaches use geometric constraints
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to determine visibility. Occlusions can be minimised using this technique by constraining the photo-

consistency assessments to groups of neighbouring cameras [29; 38]. Other approaches use a visual

hull of the object to estimate visibility of neighbouring points [30; 31]. Outlier based approaches

do not perform explicit geometric modelling and simply treat occlusions as outliers [29; 39]. This

method performs well in situations where the majority of scene points are visible in each image

with only a small amount of occlusions [24].

2.2 Multi-View Stereo Reconstruction Algorithms

Using the above properties of MVS algorithms we can divide them into roughly four classes namely

Voxel-based methods, Polygonal surface-based methods, Multiple depth map-based methods and

Patch-based methods. The following subsections provide a brief description of each class of recon-

struction algorithm.

2.2.1 Voxel-Based Methods

Voxel based methods consists of Space carving, Level set and Graph cuts based techniques. These

techniques use a voxel volume as a surface representation and perform a single pass through a 3D

volume whilst computing a cost function. Voxels with costs below a certain threshold are then

selected for reconstruction [26; 27]. These algorithms can handle both object and scene datasets

however a lack of regularisation (smoothing) may cause noisy reconstructions, see Figure 2.2.

(a) (b) (c)

Figure 2.2: Voxel-based methods - (a) voxel colouring method by Seitz et al. [26]. A volumetric

graph cuts method (b) by Vogiatzis et al. [40], and a Level-set based method (c) by Pons et al. [37]

Level set techniques represent surfaces as a time-varying volumetric density function. This function

is then iteratively refined by maximizing photometric consistencies [35; 37; 41; 42]. Finally a
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surface extraction algorithm such as Marching cubes [43] is used to obtain surface. Level set

techniques can easily handle topological changes, however the use of voxels requires large amounts of

memory for high-resolution input images. Graph cuts-based methods [30; 40; 44–47] express image

discrepancies using weights of edges linking adjacent voxels in a volumetric model. The surface is

then reconstructed by finding a minimum cut of the graph. Many of these voxel-based methods

are able to handle both object and scene data sets however a volume bounding the object/scene

needs to be known in advance.

2.2.2 Polygonal Surface-Based Methods

This class of algorithms employs polygonal surface meshes as a surface representation [29; 40; 48].

As part of an initialisation step, these algorithms extract silhouettes and construct a visual hull

model onto which a surface mesh is initialized. The surface mesh is then refined by optimising the

position of each vertex using photometric and geometric consistencies.

(a) (b) (c)

Figure 2.3: Polygonal surface based methods - (a) and (b) Carved visual hull method by

Furukawa and Ponce [48]. An iterative deformation method (c) by Esteban et al. [29]

These techniques can produce very impressive results however any large errors in the visual hull

cannot be recovered, hence there is a strong dependence on obtaining an accurate visual hull [29].

Furthermore topological changes cannot be handled easily due to their dependence on visual hulls

for initialization [14]. Therefore these methods perform well on object datasets where silhouettes

can be accurately extracted.
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2.2.3 Multiple Depth Map-Based Methods

Multiple Depth Map-Based methods compute a depth map for each input image. One of two

approaches is common, in [49] for each pixel a discrete depth value is estimated independently.

Whereas [50; 51] use a Markov Random Field to model all the depth maps and the Expectation

Maximization algorithm [52] is used to perform reconstruction.

(a) (b)

Figure 2.4: Multiple depth map based methods - (a) Expectation-maximization is employed by

Strecha et al. [51]. (b) Goesele et al. uses an algorithm that is simple yet robust [49].

In both cases the final reconstruction step requires that the individual depth maps be fused into

a single 3D model [53; 54]. However, the fusion step may result in noisy reconstructions if the

individual depth maps are inconsistent with each other. Multiple Depth Map-Based methods are

able to handle object and scene data sets within the same framework.

2.2.4 Patch-Based Methods

The forth class of MVS algorithms are called Patch-Based methods [53; 55–58]. These algorithms

use an unconnected set of surface patches as a surface representation. This flexible representation

allows these algorithms to handle both object and scene datasets within the same framework.

Reconstruction begins by first extracting and matching a set of feature points across the input

images, resulting in a set of unconnected surface patches. A post processing stage where a polygonal

mesh model is reconstructed from the surface patches is then undertaken to produce the final

connected 3D model [59]. The work presented in this dissertation belongs to this category.
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(a) (b) (c)

Figure 2.5: Patch based methods - (a) and (b) Patched based multi-view stereo method by

Furukawa and Ponce [58]. (c) A method for reconstruction of community photo collections by Goesele

et al. [53]

2.3 Data Sets

2.3.1 Object Reconstruction

The first category of datasets are referred to as object datasets and are classified as having a single

object, completely visible, in an uncluttered set of images captured from all around it [60]. This

set-up makes it relatively easy to segment the object from the background and compute it’s visual

hull [61–63]. Hence, this data type is the most commonly used in MVS. In some algorithms

[26; 29; 40; 44; 45; 48] visual hull models are used as an initialization and thereafter a refinement

process is used to improve the appearance of the model. Figure 2.6 contains examples of object

datasets.

(a) (b)

Figure 2.6: Object data - A single object fully visible in an uncluttered set of images [24; 64].

Other approaches [46; 49; 50] simply use the segmentation information to improve reconstruction

results. A quantitative comparison of multi-view algorithms for this type of dataset is presented in

[24].
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2.3.2 Scene Reconstruction

This dataset differs from object datasets in that the range of viewpoints may be limited resulting

in partial occlusions of the target object(s). This also prevents the extraction of effective bounding

volumes. Some examples of scene datasets, Figure 2.7, include: outdoor scenes, buildings and

walls.

(a) (b)

Figure 2.7: Scene data - The range of viewpoints for the object of interest may be limited [65].

2.3.3 Crowded Scene Reconstruction

Crowded scene datasets differs from scene datasets in that moving obstacles may appear in front

of the static object of interest in different places and in multiple images.

(a) (b)

Figure 2.8: Crowded scene data - Moving obstacles may appear in front of the static object of

interest [65].

A typical example of this is when people pass in front of a building, Figure 2.8 while the images are

captured, and thus occlude small portions of the building in those images. As the goal in MVS is

to reconstruct any structure that is rigid with respect to the cameras, any moving obstacles should

be detected and ignored by the reconstruction algorithm. This makes crowded scene datasets very

challenging and only a few algorithms [50; 53; 58] are able to handle these data sets successfully.
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2.3.4 Datasets for Testing

In this dissertation five real datasets are used for experimentation and evaluation. Three object

datasets: skull, temple and dino, contain fine surface details, deep concavities and regions without

salient textures. Dino and Temple form part of the Middlebury MVS evaluation project, and have

been carefully calibrated by the authors of [24]. The skull dataset was acquired and calibrated

by Jodi Blumenfeld and Steven R. Leigh, and can be seen to be particularly challenging because

of the deep eye concavities. The two scene datasets used are: fountain and city hall, courtesy

of Christoph Strecha. Viewpoints between images in these datasets vary considerably, making

successful matching of image features very challenging. Appendix A contains illustrations of the

datasets used in this dissertation.

2.4 Proposed System Choices

The aforementioned techniques for multi-view stereo reconstruction can be evaluated on several

criteria that are crucial to the performance of any 3D reconstruction system. These include the

type of datasets that can be handled, occlusion handling, robustness to changes in illumination

within the scene, reconstruction accuracy and computational performance. However it is worth

noting that algorithms generally seek to optimize performance in specific subsets of these criteria.

In terms of scene representation most algorithms simply employ a single representation throughout

the reconstruction pipeline. However, it is more advantageous to use different representations for

the initial modelling and final surface representations. In this dissertation an unconnected surface

model (patch model) is used during the reconstruction process and a polygonal mesh surface rep-

resentation is employed during refinement of the surface models. The use of an unconnected patch

model allows modelling of arbitrary shapes and increases the flexibility of the algorithm. Once the

shape of the scene has been estimated using the patch model it is converted into a polygonal mesh

model for further refinement. This multi stage surface representation allows reconstruction of any

scene topology and thus the algorithm is able to handle object and scene datasets within the same

framework.

The extent to which a reconstruction technique is robust to occlusions and changes in illumina-

tion is related to the photometric consistency measure and visibility model employed. Scene space

measures in combination with normalized cross correlation (NCC) are used in this dissertation to
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effectively deal with these problems. During the patch reconstruction stage, occlusions and non-

Lambertian effects are handled by simply ignoring images that have a bad photometric score against

the reference image. Thus only images whose photometric scores against the reference image are

above a certain threshold are used in the evaluation of the visibility model.

In this dissertation a reconstruction algorithm similar to that of Yasutaka Furukawa and Jean

Ponce [58] (with some extensions) is proposed. Reconstruction begins by identifying , in each im-

age, prominent image features such as corners, edges and blobs using the difference of Gaussian and

Harris feature detectors. Thereafter each image feature is matched across multiple neighbouring

images in an attempt to reconstruct a 3D point on the objects surface. An optimization procedure

is undertaken to correctly estimate the point’s position and orientation (surface normal) on the

surface of the model. Prior to optimization we introduce a new estimate of surface orientation that

allows the optimization procedure to converge faster and more accurately to the global minimum.

Once all the image features have been matched an expansion procedure is undertaken to increase

the reconstruction density. The expansion procedure begins by taking a matched point and gen-

erating neighbouring points that satisfy the expansion conditions set out in Chapter 3.3.1. The

expansion stage is followed by three filtering stages that remove outlying points on the surface.

The expansion and filtering stages may be iterated a number of times until the required density of

the point model is achieved. To further improve the appearance of the model, the orientated point

model is converted into a polygonal mesh model using one of two approaches based on the type of

dataset. Thereafter the polygonal mesh model is refined based on reconstruction consistency and

smoothness metrics.

The proposed system choices outline an algorithm that is accurate, robust to outliers and flexible

in that it can handle different types of datasets within the same framework.

2.5 Summary

Traditional laser scanning techniques that fuse together individual depth maps to produce a 3D

model require specialist equipment which can be expensive. Digital cameras available today are

both inexpensive and can capture high resolution colour images. Thus 3D reconstruction using

image based modelling techniques are increasing in popularity and performance.
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2.5 Summary

A number of attributes such as initialisation requirements, scene representation, photo-consistency

measures and visibility models are used to classify MVS algorithms. Initialisation requirements

place constraints on the scene geometry using either bounding boxes or object silhouettes. Scene

representation dictates the type of topology used to describe the scene. Several common scene

representations such as voxels, level-sets, polygon meshes, and depth maps are used in MVS.

Photo-consistency measures provide a means of assessing the reconstructed 3D model and are cat-

egorised as scene space or image space measures. In either case the amount of correlation between

the image regions determines the validity of a particular 3D scene point. Finally, visibility models

are used to determine the set of images in which a 3D scene point is visible. Determining the

visibility of a scene point is important in evaluating photo-consistency measures as well as handling

occlusions.

Multi-view stereo reconstruction algorithms are often classified according to the type of scene rep-

resentation used. Hence the four primary classes of MVS algorithms are Voxel-based methods,

Polygonal surface-based methods, Multiple depth map-based methods and Patch-based methods.

All of the above methods, with the exception of Polygonal surface-based methods, are able to han-

dle both object and scene datasets within the same framework. To increase the flexibility of the

reconstruction algorithm. It is often more advantageous to use different scene representations at

various stages in the reconstruction pipeline.

MVS datasets are classified as either an object, scene or crowded scene datasets. Object datasets

are regularly used in MVS due to the relative ease of obtaining a visual hull model. Scene datasets

are marginally more difficult as the lack of a tight bounding volume makes filtering outliers more

difficult. Crowded scene datasets are by far the most difficult type of dataset. Moving obstacles in

the scene should be detected and ignored by the reconstruction algorithm. Only a few point/patch

based algorithms are able to handle these data sets successfully.

The proposed system choices are influenced by criteria such as the type of datasets that can be

handled, occlusion handling, robustness to changes in illumination within the scene, reconstruction

accuracy and computational performance. To address these criteria several key system choices are

proposed. A two stage surface representation is employed to increase the flexibility and accuracy of

the reconstruction algorithm. Robustness to occlusions and changes in illumination are addressed

using a scene space photoconsistency measure in combination with normalized cross correlation.
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2.5 Summary

Occlusions are also dealt with by not selecting images for the visibility model that have a photo-

metric score that is below a certain threshold with the reference image. The reconstruction process

begins by identifying image features such as edges, corners and blobs. Each feature is then matched

across its visible images, resulting in an orientated point model. The density and accuracy of the

model is improved by iterating between expansion and filtering stages. To simplify rendering and to

further improve the accuracy of the model, the orientated patch model is converted to a polygonal

mesh model and refined using reconstruction consistency and smoothness metrics.

Chapter 3 begins by introducing fundamental concepts used by the patch reconstruction algo-

rithm and thereafter describes in detail the matching technique, expansion procedure and filtering

algorithms. The conversion of the patch model into a polygonal mesh model and subsequent mesh

refinement is presented in Chapter 4.
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Chapter 3

Patch-Based Multi-View Stereo

3.1 Introduction

This chapter describes a Patch-Based Multi-View Stereo (PMVS) algorithm for 3D reconstruction

from image sequences. Reconstruction is achieved using a three stage process consisting of initial

feature matching, feature expansion and a patch filtering procedure to remove outliers. Image

features such as corners, edges and blobs are identified in each image using difference of Gaussian

(DoG) and Harris feature detectors. These feature points are then matched throughout the image

sequence, resulting in a set of sparse orientated rectangular surface regions termed patches covering

the surface of the object. These sparse patches are then iteratively expanded, increasing the density

of the reconstruction. Outliers in the patch model are then filtered using visibility constraints. To

provide a better understanding of the reconstruction algorithm, the following subsections introduce

three fundamental concepts namely the patch model, photometric discrepancy function and image

model used in the Patch-based algorithm.

3.1.1 Patch Model

The reconstruction algorithm employed in this dissertation uses a patch model for its surface

representation. A patch p can be defined as a small rectangular plane tangent to the surface of

the 3D model. The 3D properties of a patch are fully described by the coordinates of its centre

c(p) and unit normal vector n(p), initially orientated towards its reference camera R(p) [58]. To

simplify computations, the orientation of a patch is chosen such that one edge is parallel with its

reference camera’s R(p) x-axis. Finally, the extent of the rectangular patch is chosen such that the

projection of p onto R(p) is µ× µ pixels (µ is typically 5 or 7 pixels) [58].
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3.1 Introduction

Figure 3.1: A 3D patch object - The figure shows a 3D rectangular patch with its centre and normal

denoted as c(p) and n(p) respectively.

3.1.2 Photometric Discrepancy Function

The Photometric Discrepancy Function is used as a measure of inconsistency between two image

regions. In this dissertation a scene space photo-consistency measure is used to determine the num-

ber of images that a candidate patch is visible in. Hence the Photometric Discrepancy Function

provides a measure of confidence in the reconstructed patch. Initially the visibility of a patch is

denoted by the set of images V(p) (Equation 3.7) and is determined using geometric constraints.

Thereafter the true visibility of a patch is determined using the pairwise Photometric Discrepancy

Function h(p, I1, I2), and is evaluated by firstly superimposing a µ × µ grid onto the patch p,

projecting the grid points onto the images Ii and sampling pixel colours q(p, Ii) through bilinear

interpolation. The pairwise photometric discrepancy function is then computed as one minus the

Normalized Cross Correlation (NCC) score between q(p, I1) and q(p, I2) [58]. This metric is used

because of the energy minimisation procedure employed in the optimisation stage.

The global Photometric Discrepancy Function g(p), proposed in [58], is a measure of the average

discrepancy score for all the visible images of p, excluding R(p) and is defined as:

g(p) =
1

|V (p)\R(p)|
∑

I∈V (p)\R(p)

h(p, I, R(p)). (3.1)

The patch optimisation stage minimises the global photometric discrepancy function such that the

3D position of the patch is optimised with respect to its visible images. Most multi-view recon-

struction algorithms assume that the object or scene under reconstruction is perfectly Lambertian.
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3.1 Introduction

Figure 3.2: Photometric discrepancy - The photometric discrepancy h(p, I1, I2) of a patch p is

given by one minus the normalized cross correlation score between sets of sampled pixel colours q(p, Ii)

[58]

Here too in making this assumption, the discrepancy function g(p) 3.1 may not perform adequately

for surface regions containing specular reflections or obstacles partially obstructing the static scene

of interest. These effects are handled by simply ignoring images with bad photometric discrepancy

scores. Hence, only images with discrepancy score’s below a certain threshold α are used in the

computations for visibility ( α is typically 0.6 or 0.3 ). These images are denoted by the filtered

visibility V ∗(p) [58].

V ∗(p) = {I |I ∈ V (p), h(p, I, R(p)) ≤ α} . (3.2)

g∗(p) =
1

|V ∗(p)\R(p)|
∑

I∈V ∗(p)\R(p)

h(p, I, R(p)). (3.3)

The new filtered global photometric discrepancy function g∗(p) 3.3 is given by exchanging V(p) in

equation 3.1 with V ∗(p) given in equation 3.2. Note that equation 3.2 still contains the reference

image R(p) by definition. Hence, even the new discrepancy function g∗(p) still cannot handle non-

Lambertian effects if present in the reference image. This failure mode is addressed successfully by

the patch generation algorithm.
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3.1.3 Image Model

One of the biggest advantages of the patch based surface representation is the flexibility with

which it can represent arbitrary complex topologies. However accessing neighbouring patches or

enforcing regularization cannot be accomplished easily due to the lack of connectivity information

within the patch structure. To help perform these tasks, the reconstructed patches are projected

onto their visible images and these locations are then recorded in image cells. This is accomplished

by partitioning each image Ii into a uniform grid, Ci(x, y), consisting of β1 × β1 pixels cells, as

shown in Figure 3.3.

Figure 3.3: Image Model Cells - Each Image Cell stores the set of patches that project into it and are

used to perform fundamental tasks such as accessing neighbouring patches and enforcing regularization.

A patch p is then projected onto each one of its visible images V(p), identifying the corresponding

cell Ci(x, y). Each image cell Ci(x, y) then stores the patch set Qi(x, y) that project into it.

Likewise, using the filtered visibility V ∗(p) instead of V(p), we have the set Q∗i (x, y) [58].
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3.2 Initial Feature Matching

3.2 Initial Feature Matching

The Initial feature matching process aims to generate a sparse set of reconstructed patches evenly

distributed throughout the surface of the object. Feature points identified using difference of

Gaussian and Harris feature detectors are matched across multiple images in an attempt to generate

a patch. The following subsections detail the processes involved in generating the initial feature

matches.

3.2.1 Initial Feature Matching Algorithm

Initial Feature Matching is performed using a technique similar to that proposed by Furukawa and

Ponce in [58]. The main difference is the approach taken to increase the probability of selecting the

correct matching point first. This section details the steps involved in the Initial Feature Matching

algorithm.

Initial feature matching begins by detecting features in each image using the DoG and Harris

feature detectors. Thereafter for each feature f detected in image Ii, epipolar lines are drawn in

the other images to narrow down the search for corresponding feature points. Features f ′ within

two pixels from these epipolar lines are collected and form the set F1. These feature points are then

sorted in increasing order of photometric discrepancy with the feature f. This heuristic increases

the probability of selecting the correct matching point f ′ first, reducing the number of false matches

generated and decreasing the computational time. Triangulation between the feature f and those in

F are used to determine 3D points near the surface of the model. Each 3D point is then considered

as a potential patch centre and an attempt is made to generate a patch using the following procedure

[58]:

c(p)← {Triangulation from f and f ′} . (3.4)

n(p)← c(p)O(Ii)/|c(p)O(Ii)|. (3.5)

R(p)← Ii. (3.6)

1This should not be confused with F used to denote the fundamental matrix.
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3.2 Initial Feature Matching

The patch centre is given by triangulation between the feature point f and f ′. The patch normal is

orientated towards the reference camera Ii. Initially the images in which a patch is deemed visible

are computed by simply returning the set of images that satisfy the following geometric condition:

V (p)←
{
I
∣∣∣n(p).c(p)O(I)/|c(p)O(I)| > cos(τ)

}
. (3.7)

That is, a patch is deemed visible in image Ii when the angle between the patch normal and the

ray from the optical centre, O(Ii), towards the patch is below a certain angle τ (τ = π/3) [58].

The set of filtered images, V ∗(p), where the patch is truly visible can then be determined from

V (p) using equation 3.2. After initializing the patch candidate p, its geometric components c(p)

and n(p) are refined using the patch optimization procedure described in section 3.2.3.6.

Figure 3.4: Initial Feature Matching algorithm - An illustration of the initial feature matching

process. Feature f identified in I1 is matched with features f ′ ∈ F that satisfy the epipolar constraint

in images I2 and I3 [60].

Once the optimization is complete, the patch visibility information, V(p) and V ∗(p), is then updated

using equations 3.7 and 3.2 respectively. The following heuristic is used by [58] to determine if

the patch truly lies on the surface of the model. If |V ∗(p)| > γ, that is, if patch p is truly visible

by at least γ images, then the patch is said to lie on the surface of the model. The patch is then

stored into the set of patches P and in image cells Qi(x, y) and Q∗i (x, y). To ensure that another

patch is not generated in the same location, all features that are stored in the same image cell as

patch p are removed. This also aids in speeding up computations. The Initial Feature Matching
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algorithm is able to deal with surface regions containing specular reflections or obstacles partially

obstructing the static scene of interest as follows. If a candidate patch is generated with feature

f in R containing bad artefacts, the patch optimization will fail. However this does not stop

the generation from succeeding in another image without such artefacts. The overall algorithm

description is given in Algorithm 1.

Input: Features detected in each image I

Output: Initial sparse set of reconstructed patches P

1. For each image Ii with optical centre O(Ii)

2. For for each feature f detected in Ii

F ← {Features satisfying epipolar consistancy}
Sort F in an increasing order of photometric discrepancy.

3. For each feature f ’ ∈ F
Initialize c(p), n(p) and R(p)

Initialize V(p) and V ∗(p)

Refine c(p), n(p)

Update V(p) and V ∗(p)

4. If |V ∗(p)| > γ

Add p to the corresponding Qi(x, y) and Q∗i (x, y))

Remove features from cells where p was stored

Add p to P

Exit loop 3. continue with loop 2.

Algorithm 1: Initial Feature Matching Algorithm [60]

3.2.2 Feature Detection

Feature detection forms the starting point for many computer vision algorithms and as a result

many feature detection algorithms have been developed. Feature detection can be described as the

process of identifying interest points in images. These interest points can be classified as Edges,

Corners or Blobs.

Edges can be described as the boundary between two image regions i.e. regions where the intensity

values change sharply. Edges can have any arbitrary shape and are usually defined as a set of image
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3.2 Initial Feature Matching

points which have a strong gradient magnitude [66].

Corners are point like features in an image, which have local two or multi directional signal

variations. Hence corner features are very stable across image sequences and are a popular choice

for region based matching or object detection [1; 66].

Blobs / regions of interest detectors find image regions that differ in intensity from the sur-

rounding points. Blob detectors can provide useful complementary information which may not be

found by edge and corner detectors.

The performance of a feature detector can be judged by its invariance to factors such as scale,

rotation, variations in illumination and image noise [67]. The following subsections deal with two

popular interest point detectors, the Harris Corner/Edge Detector and the difference of Gaussian

Edge/Blob Detector.

3.2.2.1 Harris Feature Detector

The Harris feature detector is a Corner/Edge detecting algorithm that is robust to small image

rotations, scale, variations in lighting conditions and noise. It is a popular choice for feature

detection and was first introduced in [68]. Feature detection is formulated by taking the local

auto-correlation function of the image intensity signal after shifting patches by a small amount in

different directions [67]. Given an image point (x,y) and a shift of (∆ x, ∆ y), the auto-correlation

function, as presented in [67], can be defined as,

c(x, y) =
∑
W

[I(xi, yi)− I(xi + ∆x, yi + ∆y)]2. (3.8)

Where (xi, yi) denotes points within the Gaussian window 1,W, centred at (x, y) and I(xi+∆x, yi+

∆y) denotes the image function. Taking the first order Taylor expansion of the image function we

have:

I(xi + ∆x, yi + ∆y) ≈ I(xi, yi) + [Ix(xi, yi) Iy(xi, yi)]

[
∆x

∆y

]
. (3.9)

Where Ix and Iy are first order partial derivatives. Substituting this approximation into equation

3.8 we have,

1For clarity, the weighting factor e−(x2+y2)/(2σ2) is omitted
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c(x, y) =
∑
W

[I(xi, yi)− I(xi + ∆x, yi + ∆y)]2

∑
W

(I(xi, yi)− I(xi, yi)− [Ix(xi, yi)Iy(xi, yi)]

[
∆x

∆y

]
)2

∑
W

(−[Ix(xi, yi)Iy(xi, yi)]

[
∆x

∆y

]
)2

∑
W

([Ix(xi, yi)Iy(xi, yi)]

[
∆x

∆y

]
)2

[∆x∆y]

[ ∑
W (Ix(xi, yi))

2
∑

W Ix(xi, yi)Iy(xi, yi)∑
W Ix(xi, yi)Iy(xi, yi)

∑
W (Iy(xi, yi))

2

][
∆x

∆y

]

[∆x∆y]

[
A B

B C

][
∆x

∆y

]

[∆x∆y]Q(x, y)

[
∆x

∆y

]
. (3.10)

Matrix Q(x, y) describes the image intensity shape of the neighbourhood near the origin. Let λ1

and λ2 represent the eigenvalues of matrix Q(x, y). We can then characterize the “cornerness” H(x,

y), by analysing the eigenvalues of Q(x, y). We consider three cases:

1. When both eigenvalues are small, the pixels in the image region have approximately uniform

intensity.

2. When one of the eigenvalues is larger than the other, we have a ridge shaped auto-correlation

function. Shifts along this ridge cause little change in Q, whilst shifts in the orthogonal

direction cause significant changes in Q, this situation indicates an edge [67; 68].

3. When both eigenvalues are large, c(x, y) has a sharp peak. Hence shifts in any direction result

in a substantial increase in Q, this situation signifies a corner [67; 68].

If Q(x,y) is symmetric and positive definite, we have:

λ1λ2 = detQ(x, y) = AC −B2, λ1 + λ2 = trace Q(x,y)= A + C.

Harris [68] suggested his measure of “cornerness” as:
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H = λ1λ2 − 0.04(λ1λ2)2. (3.11)

In a typical implementation of this filter one would first smooth the input image using a Gaussian

filter with σ = 1 (determined experimentally) to eliminate noise. Compute image derivatives A, B

and C. Compute the measure of “cornerness” H and find corners as the local maxima in H(x, y).

3.2.2.2 Difference of Gaussian Edge/Blob Detector

The difference of Gaussian edge detector is derived from the stable Laplacian of Gaussian image

filter. The Laplacian of Gaussian has been shown in [69] to outperform a range of image and

gradient based functions such as the Harris corner function. Edges are identified by firstly convolv-

ing the original image with two Gaussian kernels of different standard deviations. These are then

subtracted producing the difference of Gaussian (DoG).

The Laplacian of Gaussian is given by the following equation [1]:

∇2G(x, y, σ) = − 1

2πσ4
(2− x2 + y2

σ2
)exp(−x

2 + y2

2σ2
). (3.12)

This can be normilized by σ2 resulting in the ssLoG(scale space LoG)[70] which can be related to

the DoG

σ2∇2G(x, y, σ) = − 1

2πσ2
(2− x2 + y2

σ2
)exp(−x

2 + y2

2σ2
). (3.13)

From [1; 71], taking the diffusion equation using the parametrization σ instead of the time param-

eter t, we have:

∂G(x, y, σ)

∂σ
= σ∇2G(x, y, σ). (3.14)

using the finite difference to expand the left hand side we can approximate equation 3.14 by,

∂G(x, y, σ)

∂σ
= lim

∆σ→0

G(x, y, σ + ∆σ)−G(x, y, σ)

∆σ
. (3.15)

Substituting ∆σ = σ(k − 1) we obtain,

∂G(x, y, σ)

∂σ
= lim

k→1

G(x, y, kσ)−G(x, y, σ)

σ(k − 1)
. (3.16)

Hence equation 3.14 can be estimated as,
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(k − 1)σ2∆2G(x, y, σ) ≈ G(x, y, kσ)−G(x, y, σ). (3.17)

The difference of Gaussians is given by the right hand side of equation 3.17 and is defined as

[1; 71],

D(x, y, σ) = G(x, y, kσ)−G(x, y, σ). (3.18)

Note that σ2∆2G(x, y, σ) ≈ D(x, y, σ) as k approaches 1. Lowe [71] found that this approximation

has very little influence on the stability of detection, however k = 21/s, where s > 1 does provide

good practical results. The DoG is less computationally expensive than the Laplacian of Gaussian

(LoG) filter and one can easily change the width of the edge by adjusting the variances of each

filter [1].

3.2.3 Feature Matching

Feature matching forms the second phase of the Initial Feature Matching algorithm. Interest points

identified by feature detectors are matched across multiple images in an attempt to infer 3D in-

formation of particular points. Feature matching is carried out using the following procedure as

described in [58].

Consider an image Ii with its optical centre denoted by O(Ii). Each feature f detected in Ii is

used to identify features f ′ of the same type (DoG or Harris) that are within two pixels1 from

the corresponding epipolar lines. These candidate matching points are then collected in the other

images and form the set F. Triangulation between the feature f and those in F are used to determine

3D points near the surface of the model. These points are then considered as potential patch centres

in order of increasing distance from O(Ii). The following subsections cover the various aspects of

feature matching.

3.2.3.1 Epipolar Geometry

The Epipolar geometry of a stereoscopic system expresses the geometric relationship between the

3D world and the 2D images of a rigid body taken from different viewpoints. This geometric rela-

tionship is determined by the cameras relative pose and internal parameters and is hence valid for

1This value was determined experimentally using the camera calibration parameters and resulting epipolar ge-

ometry.
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any scene structure [72]. Essentially given two different perspective views of the same scene, the

epipolar geometry can be determined from known camera parameters and relative position (cali-

brated cameras) or feature correspondences (uncalibrated cameras). Using the resulting epipolar

geometry reduces the complexity of a search for a match from the entire 2D image plane to points

along the epipolar line [73].

Figure 3.5: Epipolar Geometry - The epipolar geometry and epipolar constraint between two images

Figure 3.5 illustrates the concept of epipolar geometry. A 3D point X in space is viewed by two

cameras with optical centres OL and OR behind their respective image planes. The epipolar plane∏
e is determined by point X and the optical centres OL and OR. The points XL and XR are image

projections of the 3D point X on their respective image planes. The focal points OL and OR can

be connected by a line called the baseline, the intersection of this line with the image planes defines

points eL and eR known as the epipoles. For the special case when this line does not intersect with

the image planes, the epipolar points lie at infinity [1]. An observation made from the left camera

along the line OL − X will yield the point XL on the image plane. When viewed from the right

camera we observe the line eR − XR, known as the epipolar line. A similar observation is made

when viewing the line OR −X from the right camera where we see the point XR. However when

viewing this line from the left camera we see the line eL − XL [1]. This leads us to the Epipolar

Constraint.

Epipolar Constraint: The image projection Xi of a 3D space point X, must lie in the image

plane along the corresponding epipolar line [1]. That is, given the point XL, if the relative camera
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parameters are known, the epipolar line along eR−XR can be determined. Hence we can find XR,

the image point of X, since it lies somewhere along the line (eR −XR). This constraint restricts

the 2D search for correspondences from the whole image plane to a line, which significantly reduces

the complexity of the search. The epipolar geometry of a stereo system can be described using the

Essential and Fundamental matrices.

3.2.3.2 The Essential and Fundamental Matrix

The epipolar geometry between two perspective views of a scene can be captured in an algebraic

representation known as the fundamental matrix F.

Figure 3.6: Epipolar Geometry - Epipolar plane vectors between two stereo images

Figure 3.6 shows a stereo camera system and resulting epipolar plane vectors XL and XR defined

by a point X, viewed by both cameras, and optical centres OL and OR of each camera. Each

camera in a stereoscopic system has its own local coordinate system. The rotation matrix R and

translation matrix T = OR − OL provide a means of exchanging between these two coordinate

systems. Hence, for vectors XL and XR pointing at X in the 3D scene, the following relationship

holds [1].

XR = R(XL − T ). (3.19)
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In the left cameras coordinate system the epipolar plane
∏
e is covered by the vectors XL and

T. Hence the vector XL − T also belongs to this plane. Hence we have the following coplanarity

condition [1],

(XL − T )T .(T ×XL) = 0 (3.20)

Rearranging Equation 3.19 we have

RTXR = XL − T (3.21)

Substituting this into Equation 3.20 yields

(RTXR)T .T ×XL = 0 (3.22)

Hence this crossproduct can be expressed as matrix multiplication, from [1]

T ×XL = [T ]xXL = SXL (3.23)

where

S ≡ [T ]x =


0 −Tz Ty

Tz 0 −Tx
−Ty Tx 0

 . (3.24)

From 3.22 we have

XT
RRSXL = 0 (3.25)

and

XT
REXL = 0 (3.26)

where E=SR is known as the essential matrix, which gives the relationship between the extrinsic

parameters of the stereo system and epipolar constraint [66].

Since the projection vectors XL and XR are generally unknown, E can be used to link them to the

image projections, xL and xR, of point X onto the left and right image planes.
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Figure 3.7: Perspective camera model - The perspective camera model for a pair of cameras.

The relationship between a 3D space point X and its image projection x is given by the equation

of perspective projection, using similar triangles, we can show that:

X = x
Z

f
. (3.27)

Hence,

XL = xL
ZL
fL

and XR = xR
ZR
fR

. (3.28)

Substituting these into Equation 3.26 and dividing through by fLfR
ZLZR

gives.

xTRExL = 0 (3.29)

which shows the relationship between xL and xR.

To relate the 3D world coordinates to the 2D image coordinates we require the cameras intrinsic

parameters. These are the principal point, skew, focal length, and distortion coefficients of the

camera. With ML and MR the left and right intrinsic parameter matrices, we can transform from

world coordinates xL and xR to pixel coordinates x̂L and x̂R ie.

x̂L = MLxL and x̂R = MRxR. (3.30)
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Rearranging and substituting into Equation 3.29 yields

(M−1
R x̂R)TEM−1

L x̂L = 0 or x̂TRF x̂L = 0 (3.31)

where F = M−TR EM−1
L is the fundamental matrix which relates pixel coordinates between the left

and right images [1]. The epipolar geometry can be expressed in both the essential and fundamental

matrices. However the fundamental matrix is defined in pixel coordinates and encodes the cameras

intrinsic and extrinsic parameters, making it more practical to use. The essential matrix on the

other hand only encodes information about the cameras rotation and translation and is only defined

in terms of world coordinates [1].

3.2.3.3 Finding F From Point Correspondences

The 3 × 3 Essential and Fundamental matrices can be computed using equations 3.29 and 3.31

respectively. These equations are defined in the homogeneous coordinate system and therefore a

solution can only be determined up to a certain scaling factor [1]. Cyganek et al. [1] show that

only eight unique pairs of matched points are necessary to determine E or F. One of the most basic

methods is known as the eight-point algorithm [1].

We can rewrite equation 3.31 as follows:

3∑
i=1

3∑
j=1

x̂RiFijx̂Lj = 0 (3.32)

Where x̂L and x̂R represent pixel coordinates in the left and right image planes. Equation 3.32

can be rewritten using a single summation as:

xT f = r =

9∑
i=1

xifi = 0 (3.33)

where xi is the point coordinate component, r is the residual and fi is a vector comprising of the

nine elements of F, that is:

x = [x̂L1x̂R1, x̂L2x̂R1, x̂R1, x̂L1x̂R2, x̂L2x̂R2, x̂R2, x̂L1, x̂L2, 1]T . (3.34)

and

f = [F11, F12, F13, F21, F22, F23, F31, F32, F33]T . (3.35)
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3.2 Initial Feature Matching

F can then be found using equation 3.33 and 8 unique sets of matched points. The eight point

algorithm is simple, however it is particularly unstable to factors such as noise, numerical round-off

errors and mismatched points. These can be overcome by normalizing the point correspondences

prior to solving equation 3.33 and denormalizing afterwards [74].

In practice it is common to select more than eight matched points, K ≥ 8, in this case a solution

can be determined using the method of least-squares.

min
‖f‖=1

‖Qf‖2. (3.36)

Where Q is a matrix containing a set of matched points in each row. The term ‖Qf‖2 may be

written as:

‖Qf‖2 = (Qf)T (Qf) = fT (QTQ)f. (3.37)

The moment matrix M = (Qf)T (Qf) is a 9× 9 matrix formed from Q. The authors of [75] show

that a solution to equation 3.36 can be found using Lagrange-Euler multipliers and comprises of a

minimal eigenvalue of matrix M. Another solution can be found using Single Value Decomposition

(SVD) [75], where F is the column of matrix S corresponding to the lowest singular value in matrix

V [1]. This method has a drawback in that factors such as noise, mismatches and discretization

of matched points may cause the matrix F to not have a rank of 2.

Another approach can be taken which does not have this disadvantage. Here the matrix F is given

as the eigenvector of the lowest eigenvalue of matrix M. This F minimizes the residuals:

R =
K∑
k=1

x̂k. (3.38)

Hence, F can be found by optimization [1]:

min {R} . (3.39)

Where R is,

R =

K∑
k=1

x̂k =
fTMf

fTJf
. (3.40)
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The normalization matrix J is given as J1= diag[1, 1, . . . , 1]. To enforce the rank two constraint

on F, Tsai and Huang [76] proposed that the lowest singular value should be set to 0 and then the

fundamental matrix should be recalculated. This method proceeds as follows [1]:

F = SV D = S


v1 0 0

0 v2 0

0 0 v3

D. (3.41)

where v1 ≥ v2 ≥ v3 ≥ 0. Hence v3 is set to 0 resulting in F1 having a rank of two, as follows

F1 = S


v1 0 0

0 v2 0

0 0 0

D. (3.42)

Interestingly [1] indicates that distance between the smallest singular value of moment matrix M

and zero provides method of assessing the quality of the matching points. If we set J = J1 equation

3.36 and equation 3.39 become equivalent. Torr et al. [77] proposed selectively dividing f into f1

=[f1, f2, f3, f4, f5] and f2 =[f3, f6, f7, f8, f9]. Thereafter f1 is given as a solution of,

Df1 = λf1. (3.43)

Where

D = M11 −M12M
−1
22 M

T
12 and M =

[
M11 M12

MT
12 M22

]
. (3.44)

M is partitioned into Mij giving,

fTMf = fT1 M11f1 + 2fT1 M12f2 + fT2 M22f2. (3.45)

Finally f2 can be obtained from f1, as follows [1]:

f2 = −M−1
22 M

T
12f1. (3.46)
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3.2.3.4 Finding F From Camera Projection Matrices

The eight point algorithm is simple and useful, however it is particularly unstable to factors such as

noise, numerical round-off errors and mismatched points. These can be overcome, as described in

Section 3.2.3.3, by normalizing the point correspondences prior to solving for F and denormalizing

once a solution is found. For a more robust solution we prefer to use calibrated cameras and thus

are able to estimate F using the corresponding [3×4] camera projection matrices PL and PR.

The equation of the ray back-projected from image point x to 3D space point X, is obtained by

solving PX = x. From [72; 78] we have a set of parametric solutions of the form:

X(λ) = P−1
L x + λCL. (3.47)

Where P−1 is the inverse (PP−1 = I) of PL and C is the camera centre given by the null space of

P. We consider two important points on the ray; P−1x (at λ = 0) and the first camera centre CL

(at λ = ∞). In the right camera’s image plane, these points are imaged at PRP
−1
L x and PRCR.

The epipolar line between them is then given by, lR = (PRCR)× (PRP
−1
L x).

The epipole in the second image, i.e. the projection CL in the right image, is given by eR. Conse-

quently, lR = [eR]× (PRP
−1
L x) = Fx. Where the fundamental matrix F is given by:

F = [eR]× PRP−1
L . (3.48)

The skew symmetric matrix [eR]× is given by:

[e′]× =


0 −e′(3) e′(2)

e′(3) 0 −e′(1)

−e′(2) e′(1) 0

 . (3.49)

If the two camera centres are the same, the derivation breaks down and F is defined as the zero

matrix [72]. Equation 3.48 shows how simply F is determined using the camera matrices, making

this the preferred method of determining the Fundamental matrix.

3.2.3.5 3D Reconstruction

The 3D reconstruction process entails recovering 3D spatial information from corresponding image

points observed from different views of the scene. The type of reconstruction possible depends pri-

marily on the availability of camera parameters in the stereo camera set-up. Hence the availability
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3.2 Initial Feature Matching

Table 3.1: Available calibration parameters and possible 3D reconstruction [1].

Available Calibration Data Possible 3D Space Reconstruction

1.Intrinsic and extrinsic parameters. Result in 3D Euclidean coordinates

of the camera set-up (Precise reconstruction, known as

triangulation).

2.Only intrinsic parameters. Reconstruction up to a certain

scaling factor.

3.Extrinsic and intrinsic data are Reconstruction up to a certain

not available. projective transformation.

of calibration data determines the degree of 3D reconstruction that is possible. Table 3.1 shows

the type of calibration information available and the reconstruction that is possible.

Since we want an accurate reconstruction, we will focus on the technique of Triangulation. The

Triangulation process aims to find the 3D location of a scene point P from corresponding image

points pr and pl, in its visible images, and the camera’s internal and external parameters. The scene

point P is given as the point of intersection of the two rays emanating from the camera centres

through the image points pr and pl (See figure 3.8).

The process seems fairly straight forward, however in practice, the two rays may not intersect due

to imperfections in the camera calibration data, discrete image locations and the possibility of

inaccurately estimating the positions of matched points pr and pl. A solution to this problem is

found by finding an approximate crossing point PE that lies a minimal distance from both rays

simultaneously [1; 66].

PE can be estimated from:

apl + cJ = T + bRTpr. (3.50)

where a,b,c ∈ < and R is the rotation and T the translation matrices of the stereoscopic system.

The ray apl passes through the optical centre of the left camera Ol for a = 0, as well as image

point p1 for a = 1. Similarly, T + bRT pr is an equation of the ray through Or and pr. The vector

J is constrained to be orthogonal to the two rays. Hence we have [1]:

J = pl ×RTpr. (3.51)
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3.2 Initial Feature Matching

Figure 3.8: The triangulation process - Triangulation of 3D space point P from image points pr

and pl. The 3D space point P is given as the approximate ray crossing point PE

From these two equations we have [66]:

apl + c(pl ×RTpr) = T + bRTpr. (3.52)

The endpoints of S, the line joining the two rays, can be determined by solving equation 3.52. These

endpoints are apl and T + bRT pr respectively. Once the endpoints are found, the triangulated

point PE is given as the midpoint of line segment S [1; 66]. The R and T matrices of the

stereoscopic system can be determined from the left and right camera extrinsic parameters (Rl,

Rr, Tl and Tr) using the following relationships:

R = RrR
T
l . (3.53)

T = Tl −RTTr. (3.54)

3.2.3.6 Patch Optimisation

The patch optimisation algorithm aims to optimise the position and orientation of a patch p with

respect to its visible images. This is achieved by minimizing the global photometric discrepancy

function g*(p).

Optimization is performed using a modified approach of the algorithm first described in [58]. After

initializing the patch parameters (See Section 3.2.1), a new estimate of surface orientation is made,
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3.2 Initial Feature Matching

and the patch centre and normal vector are optimized such that g*(p) is minimized. To ease the

complexity of the computations, the patch centre with 3 degrees of freedom is constrained to move

only along the line joining the c(p) and the optical centre of R(p). This reduces the degree of

freedom to one (depth). The patch normal is parametrized by Euler angles yaw and pitch. The

rotation matrices for the yaw and pitch are given below [79].

Rz(γ) =


cos(γ) − sin(γ) 0

sin(γ) cos(γ) 0

0 0 1

 . (3.55)

Rx(α) =


1 0 0

0 cos(α) − sin(α)

0 sin(α) cos(α)

 . (3.56)

This yields an optimization problem with three degrees of freedom (depth, yaw and pitch) which

can be solved using a variety of gradient based methods. To enhance the performance of the Op-

timization algorithm an improved estimate of the orientation of the patch is made. Initially the

patch is oriented such that it is parallel to the reference image. During optimization, this initial

staring position may cause the algorithm to incorrectly converge to a local minimum. To avoid

such situations the initial orientation of the patch is chosen such that its photometric discrepancy

with respect to its visible images is minimized (see Section 5.2.2.6 for details).

In practice we use a variant of the conjugate gradient method to optimize g*(p) with respect to

the three free variables. The conjugate gradient method has the advantage of faster convergence

than the method of steepest decent whilst avoiding the expensive evaluation, storage and inversion

of the Hessian. A description of the algorithm is given below [80–82].

1. Given any arbitrary starting point x0 ∈ dom f set d0 = -g0 ,where g is the gradient vector of

the function at f(x)

2. Test a criterion for stopping the iterations ‖gk‖≤ε

3. Using the search direction dk, update the variables xk+1 = xk + akdk , where the step-length

ak is found by minimizing f(xk + akdk) by the strong Wolfe conditions:
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3.3 Feature Expansion

f(xk + akdk) ≤ f(xk) + c1akd
T
k∇ f(xk)

dTk∇ f(xk + akdk)≥ c2d
T
k∇f(xk)

4. Calculate the new search direction dk+1, using: dk+1 = −gk+1 + bkdk. The term bk depends

on the update formula chosen. We use Fletcher-Reeves :

bk =
(gk+1)T (gk+1)

(gk)T (gk)

5. Finally Compute ak = ak−1‖dk−1‖/‖dk‖ set k=k+1 and return to step two.

3.3 Feature Expansion

The set of patches generated by the initial feature matching stage may be sparsely distributed over

the object’s surface. The patch expansion stage is used to increase the density of the reconstruction

by taking patches generated from the initial feature matching stage and reconstructing new patches

in nearby vacant locations.

Expansion is carried out using the following procedure introduced in [58]. For each patch p a set

of neighbouring empty cells is identified. Thereafter the patch expansion procedure is carried out

for each one.

3.3.1 Identifying Cells For Expansion

For each patch p that is to be expanded, we first initialize the set of neighbouring image cells C(p)

by collecting image cells surrounding the projection of p in each visible image V(p).

C(p) =
{
Ci(x

′, y′) |p ∈ Qi(x, y) ,
∣∣x− x′∣∣+

∣∣y − y′∣∣ = 1
}
. (3.57)

Cells where the expansion process is deemed unnecessary are removed by the following two condi-

tions.

1. Expansion is unnecessary if a patch has been reconstructed for one of the cells in C(p). That

is, if Ci(x
′, y′) ∈ C(p) includes a neighbouring patch of p, Ci(x

′, y′) is then removed from the

set C(p). Patches are said to be neighbours if the following condition holds:∣∣(c(p)− c(p′)) · n(p)
∣∣+
∣∣(c(p)− c(p′)) · n(p′)

∣∣ < 2ρ1. (3.58)
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Where the distance ρ1 is determined as the image displacement of beta pixels, in reference

image R(p), projected to the depth of the centres c(p) and c(p′) [58].

2. A patch should not be expanded if we encounter a depth discontinuity when viewing the

patches from a certain camera view. In practice it is difficult to judge the presence of depth

discontinuities without reconstructing the surface. This situation is handled by the following

condition.

If the filtered image cell Q∗i (x
′, y′) contains a patch, then the expansion process is unnecessary

and Ci(x
′, y′) is removed from the set C(p)

Figure 3.9: Patch Expansion technique - The patch expansion procedure generates patches in

nearby empty cells. A patch is not expanded (b) if there is a neighbouring patch reconstructed there,

or (c) if there is a depth discontinuity between the patches.

3.3.2 Expansion Procedure

Once the set C(p) is populated with the appropriate cells for expansion, the expansion process

begins and generates a new patch p′ using the following procedure.

We first initialize the patch candidate p′ by setting n(p′) = n(p), R(p′) = R(p) and V (p′) = V (p).

The centre c(p′) is then determined as the point where the ray from the optical centre through

Ci(x
′, y′) intersects the plane formed by patch p. This step is crucial to insuring that p′ and p are
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3.4 Patch Filtering Algorithm

neighbours in image Ii.

After computing V ∗(p′) from V(p), equation 3.2, We refine the patch parameters c(p′) and n(p′)

using the patch optimization algorithm described in section 3.2.3.6. The optimization procedure

ensures that c(p′) projects into Ci(x
′, y′) by constraining c(p′) to motions only along the ray from

the optical centre to p′.

After the optimization, we add to V (p′) visibility information determined from a cell depth-map

test. The depth of each cell is computed by taking the average depth for all the patches that

project into it. A patch is then visible in image Ii if the depth of the patch is less than the average

depth for the cell plus ρ1. This metric ensures that only the truly visible images of p are selected.

V ∗(p′) is then updated according to Equation 3.2. Adding the depth-map visibility information to

V (p′) plays an important role in the subsequent filtering stages. The set of reconstructed patches

may contain outliers, hence making the associated visibility information inconsistent amongst these

patches. This fact is exploited in the patch filtering stage in order to reject outliers. Finally a patch

is said to be successfully generated if |V ∗(p′)| > γ. The patch p′ is then stored into the set of patches

P and in image cells Qi(x, y) and Q∗i (x, y). The overall algorithm description is given in Algorithm 2

To significantly increase the density of the reconstruction, the Expansion algorithm is iterated three

times. Within the Initial Feature Matching stage, the parameter α is set to 0.6 before and 0.3 after

optimization. In the Patch Expansion stage α relaxed by 0.2 after each Expansion and Filtering

iteration [58]. This allows reconstruction of challenging regions in the later iterations.

3.4 Patch Filtering Algorithm

The set of patches generated by the Initial Feature Matching and Feature Expansion stages may

contain outliers. These outliers are detected and removed using a Patch Filtering technique pre-

sented in [58]. The following three filters are used to discard false matches near the surface of the

model.

The first filter uses visibility consistency to filter away outlying patches. Patches p′ that are

inconsistent with the current visibility information for p are given by the set U(p). That is, p and

p′ are not neighbours (equation 3.58), however they were incorrectly stored in the same cell for
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Input: Set of initial feature matches P.

Output: Expanded set of reconstructed patches.

1. For each patch p in P

2. For each Image cell Ci(x, y) containing p

Collect the set C(p) of candidate image cells for expansion.

3. For each cell Ci(x
′, y′) in C(p)

Set n(p′) = n(p), R(p′) = R(p) and V (p′) = V (p)

Compute c(p′)

Update V ∗(p′)

Refine c(p′), n(p′)

Add visible images from depth map test to V (p′)

Update V ∗(p′)

4. If |V ∗(p′)| > γ

Add p′ to the corresponding Qi(x, y) and Q∗i (x, y))

Add p′ to P

Algorithm 2: Patch Expansion Algorithm [58]

one of the images where p is visible. The patch p is then filtered out if following inequality holds

[58]:

|V ∗(p)| (1− g∗(p)) <
∑

pi∈U(p)

1− g∗(pi). (3.59)

When p is an outlier, the number of true visible images |V ∗(p)| as well as the photometric discrep-

ancy term (1− g∗(p)) are likely to be small, and hence p is expected to be removed.

The second filter enforces a stricter form of visibility consistency [58]. The visibility of each patch

p is determined using the cell depth-map test (See section 3.3.2). p is removed as an outlier if the

number of visible images is smaller than γ.

The final filtering stage employs a subtle form of regularization using the following procedure [58].

For all the visible images V(p) of patch p we collect the patches stored in the same cell as well

as and neighbouring cells. Patch p is then filtered away if the proportion of neighbours (equation
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Figure 3.10: Patch Filtering technique - The first two filters employ visibility constraints to remove

outliers. The third filter uses a surface regularization measure. For the first filter, the relationship

between pi and Ii i.e. V (pi) is represented by an arrow connecting them. U(p) represents the patch set

that is inconsistent with the current visibility information [58].

3.58) of p is below 0.25.

3.5 Summary

The Patch-Based Multi-View stereo reconstruction algorithm employed in this dissertation is both

flexible and robust. Reconstruction begins by identifying strong feature points in the input images

using the difference of Gaussian and Harris feature detectors. Image features such as corners edges

and blobs are matched across the input images resulting in a sparse surface patch model. An

expansion and subsequent filtering stage is then used to increase the density and remove outliers

in the model. The resulting patch model is a dense collection of patches covering the surface of the

3D model.

A patch is defined as a small rectangular region, typically 5×5 pixels, tangent to the surface of the

3D model and has 3D properties described by its centre c(p) and normal vector n(p). To determine

if a reconstructed patch lies on the surface of the model a photometric discrepancy function is

employed. This function is evaluated by projecting the patch centre into each of its visible images

(initially determined using geometric constraints) and computing the normalised cross correlation

score between the windowed region in R(p) and each visible image. Images with scores below a
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certain threshold are said to be truly visible images of p. A measure of the average discrepancy

score, known as the global photometric discrepancy function, is used in the optimisation stage to

refine the 3D properties of p such that its photometric score with its visible images is minimised.

Inherently, the patch model does not have any connectivity information; to help with tasks such as

identifying neighbouring patches and performing regularization an image model is employed. Each

image has an associated image model formed by partitioning the image space into a uniform grid

of cells. Each cell is then responsible for storing all the patches that project into it.

The patch reconstruction algorithm takes in features identified by the feature detectors and outputs

a sparse 3D patch model. For each image feature identified in image Ii a set of features that lie

within two pixels of the corresponding epipolar lines is collected in all other images. To ensure

that the best possible match is selected first, the collected features are sorted in increasing order

of photometric discrepancy with image Ii. Then for each feature a candidate patch is generated

using the following procedure. The patch centre c(p) is determined by triangulation between the

matching features. The patch orientation n(p) is initially set to be pointing towards the reference

image R(p) = Ii. Initial visibility of the patch is determined using geometric constraints, and is

thereafter improved using the photometric discrepancy function. Then, both geometric properties

of the patch are optimised using the conjugate gradient method. The visibility information is re-

computed using the new patch parameters and the patch is said to lie on the surface if the number

of visible images is above a certain threshold. Lastly any features that lie in the same cell as p are

removed. This avoids generating another patch in the same location.

To increase the density of the reconstruction, the sparse set of patches from the initial feature

matching stage are expanded by generating new patches in nearby empty locations. The first step

involves identifying vacant neighbouring cells that are fit for expansion. Cells are not selected if

they contain a patch that is a neighbour of p or if there is a depth discontinuity when evaluated

from a certain view. Once the set of cells have been identified the expansion procedure attempts

to generate a patch by initialising the patch properties, performing optimisation and evaluating

the true visibility of the patch. The patch is then constructed if the visibility is above a certain

threshold.

The final step in the patch reconstruction algorithm involves filtering the patch model to remove

outliers. Three filters are used to remove outliers that lie near the surface of the model. The first
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two filters rely on visibility consistency information to remove outliers whilst the third filter uses

a weak form of regularization and removes a patch if its proportion of neighbours is below 0.25.

To increase the density of the reconstruction and effectively remove outliers, the expansion and

filtering stages are iterated three times. After each iteration of the expansion stage, the parameter

α (correlation matching threshold) is relaxed (increased) by 0.2 to allow better reconstruction of

challenging regions.
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Chapter 4

Polygonal Mesh Reconstruction

4.1 Introduction

The output produced by the Patch Reconstruction stage is a dense set of unconnected patch struc-

tures. Oriented point models are growing in popularity amongst the computer vision and computer

graphics communities due to the ease with which it can represent arbitrary complex topologies [83].

However, its unconnected point representation makes performing image based modelling tasks such

as smoothing or producing a closed surface, difficult. Consequently, it is beneficial to turn the

reconstructed patches into a surface mesh model with which these tasks can be easily accomplished.

The Polygonal Mesh Reconstruction stage is designed to achieve that result and is split into two

processes. The first is a mesh initialization stage, where one of two mesh initialization methods

are preformed depending on the availability of segmentation information. The first approach uses

Poisson Surface Reconstruction (PSR) to initialize a mesh from the reconstructed patches. This

technique is used for datasets where segmentation information is unavailable. The second initial-

ization method is called Iterative Snapping and is used for object datasets where a Visual Hull can

be reconstructed from the segmentation information. The mesh model is then initialized at the

boundary of the visual hull and iteratively refined using an energy minimization approach.

The second process is a Mesh Refinement Stage, where each vertex in the mesh is optimised

using two vertex energy functions. The first is a geometric smoothness term and the second is a

patch reconstruction consistency term. The following subsections detail the mesh reconstruction

algorithm.
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4.2 Poisson Surface Reconstruction

The Poisson Surface Reconstruction technique is used when its difficult or impractical to extract

segmentation information from the object or scene. This situation often occurs for scene datasets

where there may not be enough views of the scene to create an approximate bounding volume.

The PSR technique takes the oriented point model from the Patch Reconstruction stage and re-

constructs a water tight (closed) surface mesh model. In practice the implementation developed

by Kazhdan et al. is used [59; 84].

The software outputs a closed mesh model, where the resolution of the mesh and hence the size of

the triangles is determined by the density of the reconstructed points. Hence triangles in the mesh

are large for regions with a small number of reconstructed patches. To remove these incorrect parts

of the mesh, we simply reject triangles that have an average edge length larger than six times the

average for the entire mesh.

4.3 Iterative Snapping

The PSR software can produce high quality meshes, however it cannot make use of segmentation

information often available for object datasets. This second approach to mesh initialization uses

segmentation information to compute a visual hull of the object. A mesh model is then initialized

at the boundary of the visual hull and is subsequently refined by enforcing consistency with the

reconstructed patches. The mesh deformation algorithm is based on the work presented in [48; 58].

In essence, the gradient descent method is used to optimize the position of all the vertices in the

mesh model. Optimization is performed by minimizing the sum of two energy functions [58]. The

first is a geometric smoothness energy term, Es(vi), between a vertex vi and its neighbours, and is

given by [58]:

Es(vi) =
∣∣−ζ1∆vi + ζ2∆2vi

∣∣2 /τ2 (4.1)

Where vi is the 3D position of vertex i. ∆ is the discrete Laplacian operator [85–87] relative to

the local parameterization of the tangent plane in terms of vi and its neighbours. τ represents the

average edge length of the mesh model. The weights ζ1=0.6 and ζ2=0.4 control the relative depth
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and orientation variations in the neighbourhood of vi [58].

The second function Ep(vi) is the photometric discrepancy term that imposes consistency with the

reconstructed patches and is given by [58]:

Ep(vi) = max

(
−β1,min

(
β1,

d(vi) · n(vi)

τ

))2

(4.2)

Where n(vi) is the outward unit normal of the surface mesh at vertex vi. The term d(vi) is evaluated

by taking the signed distance between the vertex vi and the reconstructed patches in the direction

of n(vi). See figure 4.1. More concretely, d(vi) is computed as follows. For vertex vi, we extend

a line from vi, along the direction of −n(vi), towards the reconstructed patches. Then for each

patch whose normal is compatible ( n(p) · n(vi) > 0) with that of vi we collect the set Π (at most

10) closest patches to this line. The distance d(vi) is then computed as the sum of the weighted

distance from vi to the centres of the patches in Π(vi) along n(vi), from [58] we have:

d(vi) =
∑

p∈Π(vi)

w(p) [n(vi) · (c(p)− vi)] (4.3)

Where the normalized weights w(p), are Gaussian functions of the distance between c(p) and the

end of the line [60]. The standard deviation ρ is defined as the distance corresponding to an image

displacement of β = 2 pixels at the depth of vi.

Figure 4.1: Iterative snapping algorithm - The reconstruction consistency term Ep(vi) is evaluated

by determining the signed distance d(vi). The term d(vi) is in turn evaluated by computing the distance

between vi and its Π(vi) closest patches [58].
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Note that the maximum strength of the consistency term Ep(vi) is bounded by |β1|, which is set

to 0.1 times the average edge length of the mesh model. This helps to ensure the stability of the

deformation process [48]. In practice we use the following update rule for the gradient decent step

v← v + δv, where

δv = max (−β1,min (β1, d(vi)))n(vi) +
(
−ζ1∆vi + ζ2∆2vi

)
(4.4)

δv is obtained by differentiating Es(vi) and Ep(vi). The vertex optimization process is iterated

until convergence, whilst applying a re-meshing procedure (edge split, contract and swap) [14] once

every five gradient decent steps. This has the effect of avoiding self-intersections 1 within the mesh

and ensuring that the edge lengths become approximately uniform. Thereafter the resolution of the

mesh is increased and the process is repeated until the required resolution is attained. In practice

we iterate until the projection of the edges (τ) become approximately β = 2 pixels in length [58].

4.4 Mesh Refinement

The Mesh Refinement algorithm aims to optimize the position of each vertex in the mesh according

to two vertex energy functions. The first is a geometric smoothness energy Es(vi) defined in Equa-

tion 4.1. The second is a photometric consistency energy derived from the reconstructed patches.

Mesh Refinement is then performed via energy minimization using a conjugate gradient method.

The photometric discrepancy function Ep(vi) is computed using the following two steps. Firstly

the depth and orientation of the surface at each vertex is estimated using the patch optimization

procedure. Optimization is applied independently using each pair of visible images, resulting in a

set of reconstructed patches near the vertex. Secondly the estimated depth and orientation infor-

mation is combined to compute the new photometric discrepancy energy function [58].

More specifically, let the visibility of vertex vi be given by the set of images V (vi). In practice

V (vi) is computed using a depth map test with the current mesh model. Thereafter, for each pair

of images (Ij , Ik) ∈ V (vi), we set c(p) ← c(vi) and n(p) ← n(vi) and use the patch optimization

procedure to minimize the photometric discrepancy function h(p, Ij , Ik). This has the effect of

1self-intersections may arise as a result of large displacements in vertex positions without re-evaluating vertex

connectivity.
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4.4 Mesh Refinement

generating a set of patches P (vi) on the tangent plane at vertex vi.

The photometric discrepancy energy is computed as the sum of one minus (scaled) Gaussian func-

tion of the distance between each patch in P (vi) and the vertex vi as follows:

E′p(vi) = ζ3

∑
p∈P (vi)

1− exp

(
−
(
d′(vi, p)

τ/4

)2
)

(4.5)

d′(vi, p) = n(p) · (c(p)− vi) (4.6)

Where d′(vi, p) is given as the (signed) distance between the patch p and the vertex vi in the

direction of patch normal n(p) [58]. The term ζ3 is the linear combination weight. Figure 4.2

illustrates this concept.

Figure 4.2: Mesh refinement process - In evaluating the patch reconstruction consistency term

E
′

p(vi), the distance term d′(vi, p) is evaluated by computing the signed distance between each patch p

∈ P (vi) and vertex vi [58].

Note that the set of patches P (vi) are computed only once during the pre-processing stage. Whereas

the photometric discrepancy energy (Equation 4.5) is evaluated many times during the energy min-

imization procedure. The photometric discrepancy energy is formulated using the idea of occlusion

robust photo-consistency proposed in [40]. Where first multiple estimates of depth and orientation

from pairs of visible images are obtained, instead of using all the visible images at once to obtain
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4.5 Summary

a single estimate. Thereafter, these multiple estimates are combined with Gaussian functions that

are robust to outliers [58].

4.5 Summary

The polygonal mesh reconstruction stage is required to convert the orientated patch model into

a closed polygonal mesh surface. Orientated point models can easily represent arbitrary complex

topologies and is beneficial for the initial modelling of an object or scene. However for image based

modelling applications, it is more advantageous to use a polygonal mesh surface representation due

to the simplicity of storage and rendering. The mesh reconstruction stage is split into two main

processes. The first is a mesh initialisation stage and the second is a mesh refinement stage.

Mesh initialisation is preformed using one of two methods depending on the availability of segmen-

tation information. If segmentation information is unavailable, typically for scene datasets, the

Poisson surface reconstruction technique is used. The PSR algorithm is able to directly convert an

orientated point model into a surface mesh model; where the size of the mesh triangles depends on

the density of the reconstructed points. If segmentation information can be accurately extracted

from the input images, the iterative snapping algorithm is used. A visual hull model is recon-

structed using the segmentation information and the surface mesh is initialised at the boundary

of the visual hull. To further improve the initialisation, the position of each vertex in the mesh is

optimised using geometric smoothness and patch reconstruction consistency functions.

The mesh refinement stage further refines the initialised mesh model. For each vertex in the mesh a

set of visible images is computed using a depth map test. Thereafter the surface orientation at the

vertex is estimated by generating a patch using the patch optimisation algorithm for each pair of

visible images. This results in a set of patches on the tangent plane at the vertex. The photometric

discrepancy energy function used in the optimisation is then computed as one minus the scaled

Gaussian function of the distance between each reconstructed patch and the vertex.
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Chapter 5

Implementation and Results

5.1 Introduction

This chapter details the implementation and evaluation of the 3D reconstruction system. Re-

construction is split up into two phases. The first is a Patch Reconstruction process, where an

initial unconnected surface is extracted from pixel correspondences in multiple images. The second

is a mesh based refinement stage, where a mesh is iteratively refined towards the reconstructed

patches using smoothness and photometric consistency constraints. An overview of the reconstruc-

tion pipeline is presented in Section 5.1.1, and Section 5.1.2 contains a brief description of the

resources used. Thereafter Section 5.2 provides implementation details and intermediate results

from the individual stages within the reconstruction pipeline. Finally Section 5.3 presents the final

results of the reconstruction system together with a quantitative evaluation of system performance

in terms of reconstruction accuracy and completeness.

5.1.1 Reconstruction Pipeline

The reconstruction process can be viewed in terms of a pipeline, where the results of each stage feed

into the subsequent stages. Figure 5.1 illustrates the reconstruction pipeline. The input images

and camera calibration parameters can be seen as raw data. The data is then transformed into a

sparse 3D point model by the feature matching process. The expansion and filtering stages increase

the density and quality of the point model. The point model is then converted into a mesh model

and refined before being texture mapped, producing a realistic 3D model.
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5.2 Intermediate Results

Figure 5.1: Reconstruction Pipeline - The figure shows how data flows from one process to the

next in the pipeline.

5.1.2 Resources

The MATLAB development environment was chosen for testing and implementation of the algo-

rithms. This aids in visualisation and rapid development of the abstract concepts presented in this

dissertation.

5.2 Intermediate Results

The 3D Reconstruction process is divided into two main stages. The first is a patch reconstruction

stage consisting of: feature detection, initial feature matching, feature expansion, and patch filter-

ing. The second stage is the polygonal mesh refinement stage, consisting of a mesh initialization

and final mesh refinement stage. The following subsections provide implementation details and

intermediate results for each stage in the reconstruction system.

5.2.1 Feature Detection Results

Feature detection is the process of identifying interest points such as edges, corners, and blobs in

images. These image features are often robust to changes in rotation, illumination and image noise.

Hence, Feature Detection forms the start of many Multi-view Stereo Reconstruction algorithms that

employ a region based matching technique. In our approach we use two types of feature detectors.

The first is the Harris Feature Detector, which is a robust corner and edge detecting algorithm

introduced in Section 3.2.2.1. The second is the difference of Gaussian edge and blob detector,

introduced in Section 3.2.2.2, which is capable of identifying both stable edge features as well

as complementary blob features. The feature matching stage uses the combination of features

identified by both feature detectors.
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5.2 Intermediate Results

5.2.1.1 Harris Feature Detector

The Harris Feature Detector was implemented according to the procedure described in Section

3.2.2.1. Briefly, feature detection is achieved by first smoothing the input image I using a Gaus-

sian filter with σ = 1 (determined experimentally) to eliminate noise, thereafter computing image

derivatives A, B and C, using the convolution operator. From these, the measure of “cornerness”

H is given by equation 3.11, and the actual corner points in the image are determined as the local

maxima in H(x, y) that exceed a predetermined threshold.

Initial testing of the algorithm was performed on the “skull” dataset [88] which contains 24 images

with a resolution of 3.2 to 3.6 Mega pixels. This image dataset is particularly good for testing the

algorithm as it contains regions with strong highlights as well as large rotations between the views.

Figure 5.2 shows a sample input image form the “skull” dataset.

Figure 5.2: Input image - An image from the skull dataset

Figure 5.3 shows the detected corner features for two different viewing angles of the skull, approx-

imately 45 ◦ apart. For illustration purposes, the threshold has been set relatively high. Inspection

of the detected features in Figure 5.3a and 5.3b indicate that similar features are found between

the two views. From these results we can see that the implementation of the Harris corner detector

is particularly robust to rotation and variances in illumination.

The Harris detector returns all features points above a certain threshold. Hence many points are

returned for regions where the features are prominent. In order to achieve uniform coverage of

the projected surface, a uniform grid of β2 × β3 pixels is overlaid onto each image, after feature

56



5.2 Intermediate Results

(a) (b)

Figure 5.3: Harris Features - Comparison between features detected from different observation

points. For illustration purposes, the threshold has been set relatively high.

detection, and the η strongest responses above a certain threshold for each block are preserved.

Figure 5.4 illustrates the result of this operation. The variables β2, β3, threshold and η control the

number and density of the detected features. These variables can be tuned to achieve a suitable

number of detected features.

5.2.1.2 Difference of Gaussian Feature Detector

The difference of Gaussian Feature Detector detects edge and blob features. Feature detection is

achieved by convolving the original image with two Gaussian kernels of different standard devia-

tions. These are then subtracted producing the difference of Gaussian.

The Algorithm was implemented in Matlab using built-in functions from the Image Processing

Toolbox. The function “fspecial” is used to produce the two Gaussian kernels with different stan-

dard deviations. The built-in function “imfilter” is then used to perform the convolution.

From Figure 5.5a and 5.5b we can see that the detector performs well and is relatively robust to

rotations and variances in illumination. As with the Harris Feature Detector, we overlay a uniform

grid of β1 × β2 pixels onto each image after feature detection and return the η strongest responses

in each block.
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5.2 Intermediate Results

(a) (b)

Figure 5.4: Uniformly selected Harris feature points - A uniform distribution of feature points

is obtained by overlaying a β1 × β2 pixel grid over the detected features in image I and selecting the

η strongest responses above a certain threshold in each block. Note that the threshold was reduced in

order to allow detection in less prominent regions.

(a) (b)

Figure 5.5: Uniformly selected DoG feature points - A uniform distribution of feature points is

obtained by overlaying a β1 × β2 pixel grid over the detected features in image I and selecting the η

strongest responses in each block. Note that the threshold was reduced in order to allow detection in

less prominent regions.
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5.2 Intermediate Results

5.2.2 Initial Feature Matching

5.2.2.1 Epipolar lines

A set of Epipolar lines plotted onto the input images can be used to visually assess the accuracy of

the camera parameters as well as epipolar geometry between the different views. Following from

the epipolar constraint, Section 3.2.3.1, corresponding epipolar lines between the left and right

views should pass through the same feature points. To assess the epipolar geometry of the “skull”

dataset, a set of epipolar lines for two views are shown in Figure 5.6.

(a) (b)

Figure 5.6: Epipolar lines between two images of skull dataset - Epipolar lines of the same

colour should pass through the same image feature points.

(a) (b)

Figure 5.7: Magnified views - The camera parameters can be visually assessed by examining the

accuracy of the epipolar geometry.
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5.2 Intermediate Results

Lines through the epipole in Figure 5.6a and points every step(100) pixels on the vertical axis

are drawn in Figure 5.6a. The corresponding lines in Figure 5.6b are then found by estimating

the Fundamental matrix F from the projection matrices using the algorithm introduced in Section

3.2.3.4. Close inspection of Figures 5.6a and 5.6b indicate that corresponding lines of the same

colour do indeed pass through the corresponding image features in both images. A magnified view

shown in Figure 5.7 shows the accuracy of the estimated epipolar geometry.

5.2.2.2 Feature Point Selection

In the Initial Feature Matching process introduced in Section 3.2.1, features identified using the

Harris and DoG feature detectors are selected and then matched across multiple images. This

section discusses the results obtained using epipolar geometry and a heuristic to select possible

feature correspondences in multiple images. The selection process is optimized by rearranging the

features in F such that the probability of selecting the correct matching point f ′ is maximized.

For each reference image R, a feature f is selected and the corresponding epipolar lines in the

subsequent images are drawn. Features of the same type, either Harris or DoG, within two pixels

of the corresponding epipolar lines are collected and form the set F. The candidate features f ′ ∈
F are sorted in increasing order of photometric discrepancy with respect to a small image region

around f. This has the effect of increasing the probability of selecting the correct matching point

first, thus reducing the number of false matches and increasing the performance of the feature

matching algorithm. Figure 5.8 shows the reference image R together with the feature point f (red

+).

Figure 5.8: Reference image R and feature point f - A feature point f (red +) is selected in

reference image R.
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5.2 Intermediate Results

Figure 5.9 illustrates the selection of candidate matching points f ′ within two pixels of the cor-

responding epipolar lines for two subsequent images. The strongest matching point (smallest pho-

tometric discrepancy) in F is denoted by a green box around the feature f ′. In this case the best

match occurs for image 5.9a. The second strongest match is shown as a yellow box, intuitively

this occurs for the other image, 5.9b.

(a) (b)

Figure 5.9: Candidate matching points - Feature points f ′ within two pixels of the corresponding

epipolar lines are shown as red +. These features are then sorted in increasing order of photometric

discrepancy with f. The strongest matching point is shown with a green box, the second is shown in

yellow.

(a) (b) (c)

Figure 5.10: Magnified view of feature point f in reference image R and candidate match-

ing points in subsequent images. - A feature point f (red +) in Figure 5.10a is selected in reference

image R. Feature points f ′ within two pixels of the corresponding epipolar lines in Figures 5.10b and

5.10c are shown as red +. These features are then sorted in increasing order of photometric discrepancy

with f. The strongest matching point is shown with a green box, the second is shown in yellow.
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5.2 Intermediate Results

By rearranging the candidate feature points in order of increasing photometric discrepancy, the

feature matching algorithm is able to reduce the number of false matches and improve performance

in terms of reconstruction time as the reconstruction of false matches will be avoided.

5.2.2.3 Triangulation

The triangulation process aims to recover the 3D position of a space point X from two image points

xl and xr observed in the left and right images respectively. 3D reconstruction through the process

of triangulation was presented in Section 3.2.3.5. This Section presents some preliminary test

results for the triangulation algorithm.

To verify the correctness of the triangulation process, a set of corresponding feature points for two

images in the “skull” dataset were manually selected. Figure 5.11 shows the two images, with

corresponding feature points indicated by the same colour. The coordinates of the corresponding

3D space points, shown in Figure 5.12, were determined using the algorithm presented in 3.2.3.5.

Figure 5.12a shows the points from the front view, Figure 5.12b at 45◦ to the front view and

Figure 5.12b shows the right side view of the skull. By examining how the relative position of

the points vary between the images, one can conclude that the triangulation preserves the 3D rigid

structure of the object.

(a) (b)

Figure 5.11: Matched feature points - A set of manually selected feature points are used to test

the triangulation algorithm. Matching points between the left and right images are shown in the same

colour
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5.2 Intermediate Results

(a) (b) (c)

Figure 5.12: Triangulation results - Three views of the 3D plot generated by triangulating the

points f and f’.

5.2.2.4 Patch Visibility

During the Patch Reconstruction stage an initial estimate of the visibility of a patch is required.

That is, a set of images in which a patch may be visible needs to be determined. A simple heuristic

is used to identify potential visible images. A patch is said to be visible in an image if the angle

between the patch normal and the ray joining the patch centre to the optical centre of the camera

in question is below a certain threshold τ (τ = π/3) [58] see Equation 3.7.

Figure 5.13 illustrates the concept of determining the visibility of a patch using the geometric

constraints. The patch centre, shown as a red +, is generated using the feature point illustrated in

Figure 5.8 and Figure 5.9a. Camera 0 is the reference camera and the patch normal is shown as

the blue line from the patch centre towards the optical centre of the reference image. A few camera

views are shown and the ray from the patch centre towards the optical centre of each camera is

shown in the respective camera colour. The patch is visible in image I, when the angle between the

patch normal (blue line) and the ray from the patch centre towards the camera (magenta, green or

black line) is below τ = π/3. In this example the visibility of the patch V(p) is determined as the

set of images {1, 16} .
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5.2 Intermediate Results

Figure 5.13: Visibility of a patch - Camera centres are given by the blue, green, magenta, and

black boxes. The patch centre is shown as a red + and camera 0 is the reference camera. The ray from

the patch centre towards the optical centre of each camera is shown in the respective camera colour. A

patch is visible in image I when the angle between the normals is less than τ = π/3

5.2.2.5 Pairwise Photometric Discrepancy Function

The Pairwise Photometric Discrepancy Function h(p, I, R), as defined in Section 3.1.2, provides

a measure of correlation between two image regions. It is also used to define the set of images in

which a patch is truly visible V*(p) (Equation 3.2).

As an example, the 3D patch associated with the feature points shown in Figure 5.8 (the reference

image) and Figure 5.9a (candidate feature in image I1) are used to demonstrate the computation

of h(p, I, R) . The first step in evaluating h(p, I, R) is to project the patch centre c(p) onto

the reference image R(p) (Figure 5.14a) and create a µ × µ pixel grid (red grid in figure 5.14a)

centred at the image projection of c(p). The grid is oriented such that one of its edges is parallel

to the image plane x-axis in R(p). The 3D grid at c(p) (Figure 5.15) is then determined by back

projecting the grid coordinates in image R(p) to the depth of c(p) and orienting the 3D grid such

that the points lie in the tangent plane at c(p). The 3D patch points (Figure 5.15) are then

projected onto the reference image R(p) and image I, shown as the red grid in Figure 5.14a and

Figure 5.14b respectively.

1Image I is any selected alternate camera view of the feature detected in R
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5.2 Intermediate Results

(a) (b)

Figure 5.14: Photometric discrepancy computation - Image projections of patch p in R (p)

( 5.14a) and I ( 5.14b) are shown in red. The image region used for bilinear interpolation is shown in

blue. The photometric discrepancy is given as 1 minus the NCC score between the interpolated image

projections of p in R and image I.

Figure 5.15: 3D Patch - The 3D patch grid is shown in red. The patch normal is shown in blue
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The next step is to determine pixel colours of the projected patch points. Since we want an accurate

representation of the grid colours we cannot simply snap the grid points to the nearest pixel and

evaluate the colour. Interpolating the pixel colours results in a accurate representation of the patch

colours and hence improves the correlation matching process. An 11×11 pixel grid is overlaid at the

projection of the patch centre in R(p) and I, (blue grid). The extent of the grid is chosen such that

the projected patch points always lie within the grid. Bilinear interpolation between the pixel grid

points and the patch projections (red) is used to accurately determine the colours of the projected

patch points. To further improve the matching process, interpolation is done independently for the

Red, Green and Blue colour channels.

The final step involves computing the normalized cross correlation (NCC) between the interpolated

patch projections in R(p) and I. The overall NCC score is given by the average of the NCC scores

for the RGB colour space. The photometric discrepancy between the patches is then given by one

minus the average NCC score.

The true visibility of a patch, V*(p), is determined from the set of visible images V(p) that have

a photometric discrepancy score below a certain threshold α. This threshold α is set to 0.6 before

optimization and 0.3 after. This is done because the photometric discrepancy score may be high

due to imprecise geometry before optimization.

The algorithm was tested by evaluating the photometric discrepancy score at different patch lo-

cations such as those obtained by triangulation of the points shown in figure 5.11. Table 5.1

contains the results. The photometric discrepancy score for the patch associated with figure 5.14

is 0.2288. This is due to the precise triangulation of the patch centre c(p). Some of the patches

have a photometric discrepancy score > 0.3 prior to optimization. The optimization stage refines

c(p) and n(p) such that the global photometric discrepancy score g*(p) is minimized. Hence once

optimized these patches have a better probability of being selected. Two incorrectly triangulated

patch centres are selected for evaluating the algorithm. These patches will satisfy the first threshold

but will fail to satisfy the post optimization threshold and are thus rejected, indicating that the

method is effective.
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5.2 Intermediate Results

Table 5.1: Pairwise Photometric discrepancy scores h(p, I, R) between the patches in Figure 5.11. A

score below 0.3 indicates a good match. Incorrectly triangulated points are added to test the algorithm

3D Point Photometric Discrepancy

(colour matches between R and I) score

Blue 0.2288

Red 0.3010

Green 0.2906

Cyan 0.3846

Yellow 0.2262

Black 0.1845

Magenta 0.3983

Incorrectly triangulated 0.5295

Incorrectly triangulated 0.4645

5.2.2.6 Patch Optimization

The patch optimization algorithm is used to refine the position c(p), and orientation n(p), of a

patch such that the global photometric discrepancy g*(p) is minimized. Optimization is achieved

using the technique presented in Section 3.2.3.6. The optimization begins by initializing the patch

parameters c(p) and n(p) (See Section 3.2.1), and thereafter iteratively refining the parameters

using the conjugate gradient method.

To enhance the performance of the optimization algorithm an improved estimate of the orientation

of the patch is made. Initially the patch is oriented such that it is parallel to the reference image

(see Section 3.1.1 and Section 3.2.1). During optimization, this initial starting position may cause

the algorithm to incorrectly converge to a local minimum, especially if the actual surface is far from

perpendicular to the reference camera. To avoid such situations the following technique is used to

provide an better estimate of patch orientation before optimization. For each visible image of p,

the pairwise photometric discrepancy, h(p, Ii, R) where Ii ∈ V(p), and the normal in the direction

of Ii are estimated. Thereafter a weighting factor for each normal is determined by combining the

photometric discrepancy scores with a Gaussian kernel. The final surface orientation is determined

as the average of the product between the normals and weights.

To illustrate this concept, the “temple” dataset is used since all the cameras are at the same height.
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The process is nevertheless the same for all datasets. Figure 5.16 shows two images and the feature

points that are used.

(a) (b)

Figure 5.16: Temple dataset - Two images from the temple dataset are used to illustrate the concept

of improving the patch orientation using photometric discrepancy.

A 3D patch generated using the feature points shown in figure 5.16 is shown in Figure 5.17 as a red

×. The visual hull of the temple dataset (blue) as well as the camera centres for the visible images

(green) are shown. The reference image for the patch is image 1 (Figure 5.16a) and the original

surface normal is orientated towards this camera (cyan line in Figure 5.17). For each visible image

of p {2− 5, 23− 29} the pairwise photometric discrepancy with respect to R is computed and

combined with Gaussian functions of the distance between R and Ii . Thereafter the normals are

computed for each camera as the line from c(p) towards the respective camera. The normals are

then combined with the Gaussian weights and the average is taken. In this example the strongest

matches occur in the region of images 27, 28 and 29. Hence, the new estimated orientation of the

patch is in this direction shown as the magenta line in Figure 5.17. Note that, for illustration

purposes, the camera centres have been moved closer to the visual hull.

Practically this new estimate of surface orientation has greatly improved the optimization process,

allowing it to converge to the correct depth and orientation in a fewer number of iterations whilst

avoiding local minima.
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5.2 Intermediate Results

Figure 5.17: Improved surface orientation - The patch centre is shown in red and the objects

visual hull is shown in blue. The new surface normal is estimated to be in the direction of the cameras

that have low photometric discrepancy with R (magenta line, see text for discussion).

Table 5.2: Global photometric discrepancy g*(p) scores for points in Figure 5.11. The patch opti-

mization algorithm is able to optimize c(p) and n(p) such that g*(p) is minimized.

3D Point g*(p) before g*(p) after g*(p) after

(colour matches optimization optimization optimization using

between R and I) new orientation

Blue 0.3596 0.0893 0.0248

Red 0.3431 0.1630 0.1271

Green 0.2780 0.1651 0.1651

Cyan 0.4292 0.1125 0.0357

Yellow 0.1834 0.1496 0.0531

Black 0.1952 0.0743 0.0743

Magenta 0.4168 0.3557 0.2833

Incorrectly triangulated 0.5420 0.1238 0.1238

Incorrectly triangulated 0.4499 0.3960 0.3960
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Table 5.2 shows results of patch optimization on the patches generated from the points shown in

Figure 5.11. Note that scores for the global photometric discrepancy g*(p) with and without the

new estimate of surface orientation are provided. A quick analysis of the results shows that the

optimization is able to refine the parameters c(p) and n(p) sufficiently such that the orientation

with respect to the visible images V*(p) is maximized, hence minimising the global photometric

discrepancy g*(p) (column 3 Table 5.2). However, for a few patches the optimization gets stuck

in a local minimum. This is avoided by using the new estimate of surface orientation before opti-

mization.

Table 5.2 column 4, shows the final scores obtained by the optimization algorithm. Results for all

the correctly triangulated 3D points show a significant decrease in g*(p) values. This will result in

better scores for the Pairwise Photometric Discrepancy between image R and I and hence a higher

probability of the patch being successfully generated with α = 0.3 in Equation 3.2. Results for

the incorrectly triangulated points are as expected. Due to the almost uniform colour and texture

of the skull dataset, one would expect a large number of false positive’s. However, it is interesting

to note that optimization using the new surface orientation estimate, is unable to minimize g*(p)

any further. This is due to high pairwise photometric discrepancies during the computation of the

new surface orientation.

The optimization algorithm is able to improve both of the incorrectly triangulated points. In

this example the first incorrectly triangulated patch might be falsely classified as a correct match

(|V ∗(p)| > τ). As previously stated this is to be expected on this type of image dataset. It is up

to the subsequent expansion and filtering stages to remove this false positive match from the set of

patches P.

5.2.2.7 Initial Feature Matching Process

The Initial Feature Matching Process is finally brought together by integrating the various com-

ponents introduced in Section 3.2. The only input to the IFM algorithm is the image dataset and

associated camera parameters. Feature matching begins by detecting prominent features in each

image using the techniques presented in Section 3.2.2. Thereafter each feature is matched across

multiple images using the feature matching algorithm presented in Section 3.2.1.

Initial test results of the algorithm on three images in the skull dataset are shown in Figure 5.18.

Feature points in the reference image, Figure 5.18a, are matched across two subsequent images,
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(a) (b) (c)

(d) (e) (f)

Figure 5.18: Initial feature matching using three images - Input images (a), (b), (c) and

initial feature matches (d), (e), (f)

Figure 5.18b and Figure 5.18c. Different views of the resulting 3D point model are shown in

Figure 5.18d, 5.18e and 5.18f. These results show that the algorithm was able to successfully: (1)

select a feature in the reference image and find the best possible matching points in two successive

images; (2) correctly triangulate these matches and determine the true visibility of the patch; (3)

perform patch optimization where the position and orientation of the patch are refined; (4) reject

patches as outliers if the number of visible images is ≤τ (τ=3 for skull dataset); (5) a successfully

generated patch is then stored in the image model cell and feature points that lie in the same cell

as p in all the truly visible images V*(p) are removed. This step is taken to ensure that the same

patch is not generated by another feature in other images. Removing these features is a key step

in increasing performance of the entire feature matching algorithm.

Further testing was done by performing matching on more views. The following image sets were

used, where the first number in the set denotes the reference image: {1, 15, 16}; {2, 8, 17}; {3, 9, 18}
and {4, 10, 19}.
Figure 5.19 shows the results of adding more views to the model. The final model using reference
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(a) (b)

(c) (d)

Figure 5.19: Initial feature matching on more views - Initial feature matches obtained by

successively adding more views are shown in (a), (b), (c), and (d) contains matches from all views.

images {0, 1, 2, 3, 4} is shown in Figure 5.19d.

These preliminary feature matching results look very promising. A visual assessment of the results

using all camera views, Figure 5.19d, shows that the model contains very few outliers if any.

Subsequently, Feature Matching was performed on the entire dataset and the results for different

views are provided in Section 5.3.1.

5.2.3 Feature Expansion

The feature expansion process is used to increase the density of reconstructed patches. Feature

expansion is carried out using the technique presented in Section 3.3. Patches from the Initial

Feature Matching stage are expanded by firstly identifying suitable regions for expansion. Two

conditions are used to identify regions where patch expansion is unnecessary. The first is a neigh-

bour condition and the second is a depth discontinuity condition. Intuitively, a patch should not be
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expanded for a surface region if a patch has already been reconstructed there. After the appropriate

image cells for expansion have been identified, the expansion procedure (Section 3.3.2) is carried

out for each patch with the goal of generating a patch in each image Cell Ci(x, y).

(a) (b)

Figure 5.20: Patch Expansion - A subset of the initial Feature matches from the skull dataset, (a),

is expanded using the Patch Expansion technique presented in Section 3.3. (b) shows the expanded

patches.

Initial testing of the Expansion algorithm was done on a subset of the initial feature matches

obtained for the skull dataset. Figure 5.20b shows the results of expansion on the patches shown

in Figure 5.20a.

Figure 5.21 shows a magnified 3D view of the initial patches (red) and expanded patches

(blue). The density of the expanded patches depends on the properties of the initial patch chosen

for expansion. Hence, more patches are reconstructed for regions that are sparse.

Figure 5.21: Close up view of expansion - Initial matches shown as red +, Expanded patches as

blue dots.
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5.2.4 Patch Filtering

The Patch Filtering stage is an important part of the reconstruction pipeline. The set of patches

generated during the Initial Feature Matching and Expansion stages may contain false positives.

The filtering stage uses three filters, presented in Section 3.4, to remove these outliers. The first

two filters use visibility consistency to remove patches that do not lie on the surface of the model.

Thereafter, isolated/lone patches are removed by the third filter using a regularization technique.

Initial testing of the Patch Filtering algorithm was done quite crudely using synthetic outlying

patches to mimic situations where an outlier is present in the data. This was done because for

object datasets, where a visual hull is used, outlying patches may lie within the visual hull, making

it difficult to distinguish between an outlier and a correct patch.

The following technique was used to test the algorithm. The first filter (Equation 3.59) was tested

by generating a patch that projects into the same cell as p, but is not a neighbour of p. This is

accomplished by simply initializing the outlier to lie along the viewing ray between the patches and

the optical centre of the corresponding camera (Oi). Thereafter the outlier is moved sufficiently

away from Oi such that the outlier and the patches are not neighbours (Equation 3.58). This

outlier is illustrated in Figure 5.22 as the red +.

Figure 5.22: Initial testing of Patch Filtering algorithm - A subset of patch centres are shown

as blue dots. Synthetic outliers are shown using coloured + symbols.

Under this situation, when Equation 3.59 is evaluated for the outlying patch, both the visible im-
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ages V ∗(p) and its global photometric term (1 − g∗(p)) will be small. This is because the outlier

will not project onto the true matching regions for its visible images. Hence the outlier is filtered

out using Equation 3.59.

The second filter was tested by initializing the centre of the outlier to lie outside the object (Figure

5.22 green+). Hence the outlying patch will project into the same image cell as the patches in blue,

however the depth for the patches and the outlier are not the same. The second filter removes this

outlying patch by computing the number of images in which the patch is visible using a depth map

test [58]. The patch is then removed if the number is less than γ. Patch visibility using the cell

depth map test is determined as follows: (1) for each image Ii in the dataset; (2) project the patch

into image Ii, identifying the corresponding cell; (3) compute the average depth for all the patches

in that cell; (4) the patch is then visible in image Ii if its depth is less than the average depth for

that cell. This filter can be aggressive and will possibly remove some valid patches together with

the outliers. The iteration of the expansion and filtering stages many times resolves this as the

average depth of the cell will improve with each iteration.

The third filter was tested by initializing a patch away from surrounding patches ( Figure 5.22

magenta +). This patch is then projected into its visible images to determine the proportion of

neighbours. If the number is less than 0.25(determined experimentally) the patch is said to be an

outlier and is removed.

Initial testing of the Patch Filtering algorithm under these ideal conditions provided good results.

The algorithm was able to effectively remove all three outlying patches. Section 5.3.3 provides

results for real datasets.
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5.2.5 Polygonal Mesh Reconstruction

This section presents intermediate test results for the Polygonal Mesh Reconstruction stage. Patches

obtained from the Feature Matching stage are used to both initialize and refine surface mesh mod-

els. The mesh reconstruction process begins by initializing a surface mesh using Poisson Surface

Reconstruction for scene datasets, and Iterative Snapping for object datasets. Thereafter, the

initialized mesh is refined using an energy minimization technique.

5.2.6 Poisson Surface Reconstruction

The Poisson Surface Reconstruction algorithm of Kazhdan et al. [59; 84] is used for situations in

which a visual hull cannot be determined from the images. These situations often arise for scene

datasets. In practice we use a publically available implementation of the PSR algorithm available

at [89].

5.2.7 Visual hulls

Visual Hulls provide a means of enforcing silhouette consistency on the reconstructed patches. Thus

for object datasets, during the Feature Matching stage, patches that lie outside the visual hull of

the object are rejected. The Visual Hull is again used in the Iterative Snapping algorithm as an

initial estimate of the objects surface. Hence, for object datasets, determining good Visual Hulls

is a vital part of the reconstruction process. This section discusses the technique used and results

obtained for the reconstruction of Visual Hull models.

Segmentation is the first step in the reconstruction of a Visual Hull. For the “skull” dataset, seg-

mentation information was provided in the form of edge contours. Silhouettes where produced by

labelling pixels enclosed by the contour as foreground (white) and all other pixels are labelled as

background pixels (black). For the “Temple” and “Dino” datasets such information was not pro-

vided. Silhouettes for these datasets were extracted using the following procedure: (1) Threshold

the image such that majority of the foreground pixels retained; (2) close holes (contours) present

within the silhouette; (3) fill holes; (4) dilate the image by u pixels; (5) erode the image by v pixels.

The variables u and v are chosen such that the silhouette is conservative i.e. the silhouette lies a

maximum of κ pixels outside the edge of the object (κ = 3 pixels for our experiments).
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(a) (b)

Figure 5.23: Image Silhouette - Input image (a) and associated silhouette (b) for the skull dataset

The visual hull of the object is then determined using a simple Voxel Carving technique. Essentially,

image silhouettes from different camera views are used to carve a voxel cube placed at the centre of

the scene. The space carving process begins by determining the size and location of the voxel cube

using the space spanned by all the camera views. This space is then filled with η voxels. Hence the

number of voxels η, in the cube, determines the resolution of the final model.

(a) (b)

Figure 5.24: Voxel Carving process - (a) Cube of voxels and orientation of cameras observing

the scene. (b) Result after 1 carving.

Figure 5.24a shows the initial voxel volume and the orientation of the cameras as well as the image

associated with the corresponding camera. Figure 5.24b shows the result obtained after a single
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(a) (b) (c)

Figure 5.25: Visual Hull model for the skull dataset - Three views of the Visual hull generated

using the Voxel carving technique.

carving and also illustrates the basic idea behind the process. After carving the voxel space using

all the camera views, real values are assigned to the voxels by moving all voxels a third of a square

in each direction then seeing if they get carved off [90].

Figure 5.25 shows three views of the Skull Visual Hull model. Visual Hulls for the “Temple” and

“Dino” datasets are shown in Figure 5.26c and Figure 5.27c respectively.

(a) (b) (c)

Figure 5.26: Visual Hull model for the Temple dataset - (a) an input image from the Temple

dataset and its associated silhouette (b). The Visual Hull generated is shown in (c).
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(a) (b) (c)

Figure 5.27: Visual Hull model for the Dino dataset - (a) an input image from the Dino dataset

and its associated silhouette (b). The Visual Hull generated is shown in (c).

5.2.8 Iterative Snapping

This section presents preliminary test results for the Iterative Snapping mesh initialization algo-

rithm presented in Section 4.3. The Iterative Snapping algorithm is used for object datasets where

segmentation information can easily be extracted from the input images. This segmentation infor-

mation is then used to generate a Visual Hull of the object. A surface mesh model is then initialized

at the boundary of the visual hull using the Delaunay triangulation algorithm [91] and is refined

using the Iterative Snapping technique.

(a) (b)

Figure 5.28: Mesh initialization - (a) A triangular mesh model initialized at the boundary of the

Visual Hull. (b) Magnified view of the mesh model showing the triangles and their connectivity.

Figure 5.28a shows the result of mesh initialization using the Visual Hull of the Skull dataset. To
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ensure an almost uniform triangle size, a uniform distribution of points on the voxel surface is used

to initialize the mesh model. An important step in the mesh refinement process is the computation

of the vertex distance metric d(vi). This metric forms part of the patch reconstruction consistency

term Ep(vi) (Equation 4.2) and is essentially a measure of strength of the reconstructed patches

in the region of the vertex vi. Figure 5.29 illustrates test results obtained for the computation of

d(vi) during the evaluation of the reconstruction consistency term Ep(vi). The magnitude of d(vi)

(Equation 4.3) is a function of the distance between the reconstructed patches and the vertex

vi. Hence the effect of Ep(vi) is to move the vertex vi towards the centroid formed by nearby

reconstructed patches.

Figure 5.29: Computation of the signed distance d(vi) - Reconstructed patches compatible with

vertex vi (green) are denoted as the set Π(vi), and are shown in red. The magenta line denotes the

negative of the vertex normal and the blue line denotes the distance and direction of d(vi).

Figure 5.30 shows the results after running the algorithm for 25 iterations. The patches are shown

as red dots and lie near the surface of the mesh. Most noticeably the resulting mesh, Figure 5.30b,

appears smoother; and the effect of outliers are reduced by the use of Gaussian weights. The

change in triangle connectivity and size is also noticeable with the average edge length reducing

every iteration due to the remeshing operations. The Iterative Snapping process is iterated until

the average edge length becomes approximately 2 pixels in length at a depth of the vertex.
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(a) (b)

Figure 5.30: Iterative snapping results - (a) Original mesh model with overlaid reconstructed

patches(red dots). (b) Output of Iterative Snapping algorithm for 25 iterations showing the consistency

with the reconstructed patches. Both surfaces are made transparent such that patches that lie beneath

the surface can be viewed.

5.2.9 Mesh Refinement

The aim of the mesh refinement algorithm presented in Section 4.4 is to further improve the

appearance of the model by attempting to recover fine surface details. This section discusses the

intermediate results of the mesh refinement algorithm. The first step requires the computation of

a set of visible images for each vertex using a depth map test. This is achieved by computing the

distance between the vertex and each camera. The set of visible images is then given by the η 1

closest cameras. Figure 5.31 illustrates the set of vertices that are visible from camera 1 for the

Skull dataset.

The next stage involves the computation of the photometric consistency term Ep(vi). Following

from Section 4.4, for each pair of visible images a patch is generated using the optimisation

technique presented in Section 3.2.3.6. Figure 5.32 illustrates the mesh surface and results obtained

using this approach. The vertex centre, denoted by the red +, and vertex normal(yellow line) is

optimised independently for each pair of its visible images. This results in two patches (magenta +)

near the vertex. The patch normals are indicated by the red lines. The strength of the photometric

consistency term, shown as a green line, is then given by evaluating Equations 4.6 and 4.5 on the

resulting patches.

The patch generation procedure (vertex optimisation) is carried out only once for each vertex on

the mesh resulting in a set of patches P(vi). The mesh refinement process is then iterated until

1The number of cameras are chosen experimentally for each dataset. In essence the angle formed between the

outer two cameras and the vertex should not exceed π/3.
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Figure 5.31: Vertices visible from a single camera view - To determine the visibility for a vertex,

the distance between each camera and the vertex is computed. The visible images is then given by the

η closest cameras. The red + indicates the camera centre for image 1. All vertices visible from this

camera are shown in blue.

Figure 5.32: Computation of the photometric discrepancy term Ep(vi) -
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the desired mesh resolution is achieved. Mesh simplification techniques such as edge split, contract

and swap are performed once in every 5 iterations to avoid self intersections on the mesh. The final

results of mesh refinement on each of the datasets are provided in Section 5.3.7.

5.3 Final results

In this section the final results of the 3D reconstruction system is presented. The section begins

by discussing individual results from each stage within the reconstruction algorithm. Thereafter

the system evaluation results obtained from the Middlebury evaluation is discussed. Results are

presented for each stage as it is important in the context of MBVC for military applications. The

extent to which the realism of the models appear convincing is what matters to a soldier in the field.

Statistics and measurements are only important from a scientific point of view. To this end, the

Middlebury evaluation [24] provides a platform for quantitative comparison of MVS algorithms.

A collection of high-quality calibrated multi-view stereo datasets registered with ground truth 3D

models are available together with an evaluation methodology for comparing multi-view algorithms.

5.3.1 Initial Feature Matching Results

This section discusses the Initial Feature Matching results obtained for object and scene datasets

and shows the progress made by the algorithm as it builds towards the final result. Figure 5.33

shows the reconstructed patch model for the skull dataset.

Each patch is texture mapped by projecting the patch points (µ× µ grid) onto its reference image

and sampling pixel colours. As illustrated by the figures, the reconstructed patches are sparse and

possibly contain outliers. For object datasets, the corresponding visual hull models help reject

outliers that lie outside the objects surface.

Figures 5.34 and 5.35 show similar results for the Dino and Temple models respectively. Here

again the patches sparsely cover the surface and the presence of outliers is noticeable. The black

colour around the edges of the models is caused when a portion of the patch extends beyond the

edge of the model. These patches should be filtered out in the subsequent stages.

Figures 5.36 and 5.37 illustrate the results from the two scene datasets. With these types of

datasets it is often difficult to obtain tight bounding volumes. For the Fountain dataset, a bounding

volume was determined using markers to denote the extremities of the scene1. These end points

1These markers where determined by the authors of the dataset.
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(a) (b) (c)

(d) (e) (f)

Figure 5.33: Initial feature matching results: Skull - Different views of the reconstructed patches

after performing initial feature matching on the Skull dataset.

were then triangulated to give the 3D coordinates of the bounding box. A similar procedure was

used for the City Hall dataset. Figure 5.36a - 5.36c illustrate the robustness of the IFM algorithm

to outliers. Outliers, easily seen in Figures 5.36d and 5.36e are present in the patch model at this

stage of the reconstruction.

Figure 5.37 contains the Initial feature matching results for the City Hall dataset. This dataset is

very challenging, as the viewpoints change significantly from one image to the next. Nevertheless

the IFM algorithm is able to recover most of the objects surface structure with a small number

of outliers shown in Figure 5.37d. However, as this is a large scene, outliers closer to the actual

surface are more difficult to identify.

The results of the Initial Feature Matching stage show that the algorithm is able to reconstruct

point models for both object and scene datasets with a minimum number of visible outliers1. Table

1At this stage in the reconstruction it is very difficult to quantify outliers. The only method available is visual
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(a) (b) (c)

(d) (e) (f)

Figure 5.34: Initial feature matching results: Dino - Different views of the reconstructed patches

after performing initial feature matching on the Dino dataset.

5.3 shows, for each dataset, the number of feature points detected and the resulting number of

patches generated by the Initial Feature Matching algorithm.

assessment.
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(a) (b) (c)

(d) (e) (f)

Figure 5.35: Initial feature matching results: Temple - Different views of the reconstructed

patches after performing initial feature matching on the Temple dataset.

Table 5.3: Initial feature matching results - Features detected and the resulting number of IFM

patches generated

Dataset DoG Features Harris Features IFM Patches Generated Reconstruction Time (H)

Skull 66561 70576 20725 36

Dino 29933 24194 60862 34

Temple 21052 20492 24501 39

Fountain 98129 92351 90581 109

City Hall 72336 74480 18727 73
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(a) (b) (c)

(d) (e)

Figure 5.36: Initial feature matching results: Fountain - Different views of the reconstructed

patches after performing initial feature matching on the Fountain dataset.

(a) (b)

(c) (d)

Figure 5.37: Initial feature matching results: City Hall - Different views of the reconstructed

patches after performing initial feature matching on the City Hall dataset.
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5.3.2 Patch Expansion Results

This section presents results of the Patch Expansion algorithm. The expansion procedure is iterated

3 times in conjunction with the filtering stage to increase the density of the model as well as to

remove any outliers that may be present. To simplify matters, only the output of the first expansion

procedure is presented. The results after 3 expansion iterations in conjunction with patch filtering

is presented in Section 5.3.4. Table 5.4 shows how the density of the patches increases with each

iteration.

(a) (b) (c)

(d) (e) (f)

Figure 5.38: Patch expansion results: Skull - Different views of the reconstructed patches after

performing Patch Expansion on the Skull dataset.

The expansion procedure is unaware of outliers and will expand any patch that satisfies the condi-

tions set out in Section 3.3. Hence the density of outliers may be increased up to a point where the

filters regard them as part of the actual surface. Figure 5.38 shows different views of the expanded

patches for the Skull dataset. The reconstructed patches have increased in density making the

surface structure more apparent.
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Similar results are shown in figures 5.39 and 5.40 for the Dino and Temple models respectively.

(a) (b) (c)

(d) (e) (f)

Figure 5.39: Patch expansion results: Dino - Different views of the reconstructed patches after

performing patch expansion on the Dino dataset.

(a) (b) (c)

(d) (e) (f)

Figure 5.40: Patch expansion results: Temple - Different views of the reconstructed patches after

performing patch expansion on the Temple dataset.
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(a) (b) (c)

(d) (e)

Figure 5.41: Patch expansion results: Fountain - Different views of the reconstructed patches

after performing patch expansion on the Fountain dataset.

Figures 5.41 and 5.42 show expansion results for the Fountain and City Hall models respectively.

The increased density of the models are immediately noticeable. However, Figures 5.41d, 5.41e

and 5.42d show that many of the outliers are also expanded. This makes the task of the filtering

stage more difficult.

Table 5.4 also indicates the total reconstruction time for the patch reconstruction stage. The

primary reason for the poor performance (speed) is that the patch reconstruction stage is very se-

quential and iterative and thus cannot be vectorized. Matlab is not suited to iterative processes and

performs poorly. The sheer number of points (millions for each image) evaluated by the algorithm

at each stage is ultimately what makes the process slow. However, for the mesh reconstruction

stage, which can be vectorized, significant speed up is achieved (see Table 5.5).
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(a) (b)

(c) (d)

Figure 5.42: Patch expansion results: City Hall - Different views of the reconstructed patches

after performing patch expansion on the City Hall dataset.

Table 5.4: Resulting number of patches after IFM, Expansion and Filtering - IFM patches

are iteratively expanded and filtered 3 times to produce the final patch model.

Dataset IFM Expand 1 Filter 1 Expand 2 Filter 2 Expand 3 Filter 3 Time (H)

Skull 20725 66523 20564 81889 43237 367020 296582 515

Dino 60862 95740 45972 76997 68268 97366 85783 287

Temple 24501 169236 87545 489992 157470 219762 103307 328

Fountain 90581 376758 40930 79351 68764 141890 129732 624

City Hall 18727 98032 66543 80106 67366 83360 77275 301
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5.3.3 Patch Filtering Results

Here the results from the Patch Filtering stage are presented. Again only the results from the

first iteration are shown. Patches that are identified as outliers by the Patch filtering algorithm,

Section 3.4, are removed from the point model. Figure 5.43 shows the filtering results for the

Skull model. The filters are aggressive and many patches are removed, some possibly true positives.

However, subsequent iterations of the expansion stage will ensure that some of these true positives

are reconstructed. Table 5.4 shows the number of patches removed by the filtering stage at each

iteration.

(a) (b) (c)

(d) (e) (f)

Figure 5.43: Patch Filtering results: Skull - Different views of the reconstructed patches after

performing patch filtering on the Skull dataset.

Figure 5.44 and 5.45 present filtering results for the Dino and Temple models. Most noticeable

with these two models is the reduction of patches that project outside the object surface (black

patches). However as stated before the effect of the expansion may have classified some of these

outliers as part of the surface. This effect is reduced by iterating the expansion and filtering stages

a few times.

92



5.3 Final results

(a) (b) (c)

(d) (e) (f)

Figure 5.44: Patch Filtering results: Dino - Different views of the reconstructed patches after

performing patch filtering on the Dino dataset.

(a) (b) (c)

(d) (e) (f)

Figure 5.45: Patch filtering results: Temple - Different views of the reconstructed patches after

performing patch filtering on the Temple dataset.
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(a) (b) (c)

(d) (e)

Figure 5.46: Patch Filtering results: Fountain - Different views of the reconstructed patches after

performing patch filtering on the Fountain dataset.

For the scene models Figures 5.46 and 5.47, it is more difficult to judge the removal of outliers as

the distance between adjacent groups of patches can be large. Nevertheless the filters do perform

well with many of the outlying patches being removed. Figures 5.46d, 5.46e and 5.47d illustrate

this.
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(a) (b)

(c) (d)

Figure 5.47: Patch Filtering results: City Hall - Different views of the reconstructed patches

after performing patch filtering on the City Hall dataset.
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5.3.4 Patch Reconstruction Results

This section presents the final reconstructed patches after being formed by the Initial Feature

Matching stage and then repeatedly expanded and cleaned by the Patch Expansion and Filtering

stages. The final patch models should be dense enough and contain as few outliers as possible to

enable accurate reconstruction of the final mesh models.

Figure 5.48 illustrates the results of the patch reconstruction algorithm for the Skull dataset.

The model is dense and accurate enough to enable visualisation of the surface using only the

reconstructed point model. Regions where the surface contains bad texture or is not covered by

enough cameras are not present in the final models. These regions are seen as holes in the point

model.

(a) (b) (c)

(d) (e) (f)

Figure 5.48: Patch Reconstruction results: Skull - Different views of the final reconstructed

patches after performing feature matching, expansion and filtering on the Skull dataset. Note that

the object appears to be translucent. This is because the surface is formed by unconnected groups of

patches. Hence patches from surfaces to the ‘rear’ are visible through the gaps in the ‘front’ surface.
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Results for the Dino, Figure 5.49, and Temple, Figure 5.50, show that the surfaces have been

covered well, however there are still a few regions where the extent of the patch projects outside

the objects surface. Optimisation of the patches independently of each other is the main cause of

this type of error. The Final Mesh Refinement algorithm overcomes this problem by optimising

the vertices taking into account the vertex neighbours.

(a) (b) (c)

(d) (e) (f)

Figure 5.49: Patch Reconstruction results: Dino - Different views of the final reconstructed

patches after performing feature matching, expansion and filtering on the Dino dataset.
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(a) (b) (c)

(d) (e) (f)

Figure 5.50: Patch Reconstruction results: Temple - Different views of the final reconstructed

patches after performing feature matching, expansion and filtering on the Temple dataset.

(a) (b) (c)

(d) (e)

Figure 5.51: Patch Reconstruction results: Fountain - Different views of the final reconstructed

patches after performing feature matching, expansion and filtering on the Fountain dataset.
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Figures 5.51 and 5.52 show the final reconstructed patch model for the Fountain and City Hall

datasets. For both these models the scene surface has been recovered well with only a few outliers

present. These outliers are negligible and are ignored by the Poisson Surface Reconstruction stage.

Table 5.4 shows the number of patches generated by the patch reconstruction algorithm.

(a) (b)

(c) (d)

Figure 5.52: Patch Reconstruction results: City Hall - Different views of the final reconstructed

patches after performing feature matching, expansion and filtering on the City Hall dataset.
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5.3.5 Mesh Reconstruction Results

This section presents results for the mesh reconstruction algorithms. Mesh reconstruction is per-

formed in two stages. The first is a mesh initialisation process where a triangular mesh model is

initialised using either the object’s visual hull or by utilizing the Poisson Surface reconstruction

technique. Thereafter the initialised mesh is refined to improve the overall accuracy of the model.

Figures 5.53, 5.54 and 5.55 show different views of the mesh models initialised using the corre-

sponding visual hulls for the Skull , Dino and Temple models respectively. The visual hulls were

obtained using the Voxel Carving technique presented in Section 5.2.7. The resulting mesh models

approximate the surface as close as possible and work well for convex regions. However, concave

regions such as the eyes of the Skull model, stairs of the Temple and feet of the Dino model cannot

be recovered using this technique. Nevertheless the resulting mesh models form a good starting

point for the refinement algorithms. Table 5.5 shows the number of vertices initialised for each

dataset.

(a) (b) (c)

(d) (e) (f)

Figure 5.53: Mesh Reconstruction results: Skull - Different views of the visual hull model for

the Skull dataset. Note that because this is a closed surface it no longer appears translucent.
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(a) (b) (c)

(d) (e) (f)

Figure 5.54: Mesh Reconstruction results: Dino - Different views of the visual hull model for

the Dino dataset.

(a) (b) (c)

(d) (e) (f)

Figure 5.55: Mesh Reconstruction results: Temple - Different views of the visual hull model for

the Temple dataset.
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Mesh models for scene datasets are initialised using the Poisson Surface reconstruction algorithm

developed by Kazhdan et al. [59; 84]. Figures 5.56 and 5.57 show the cleaned output of the PSR

algorithm for the Fountain and City Hall Models. The resulting meshes were cleaned by removing

triangles with an edge length larger than six times the average edge length of the entire mesh. The

output of the PSR software produces high quality mesh models with only a small amount of noise

present, seen as bumps on the surface. These models form a good starting platform for the Mesh

refinement stage. Table 5.5 shows the number of vertices initialised using the PSR software for

these two datasets.

(a) (b) (c)

(d) (e)

Figure 5.56: Mesh Reconstruction results: Fountain - Different views of the surface generated

by the Poisson Surface Reconstruction algorithm for the Fountain dataset.
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Table 5.5: Mesh reconstruction results - vertices generated after each stage in the mesh recon-

struction algorithm.

Dataset Visual Hull/Poission Iterative Snapping Mesh Refinement Time (H)

Skull 171098 167020 241520 12

Dino 150901 143158 143752 10

Temple 106828 88004 89470 6

Fountain 204110 - 262734 13

City Hall 136649 - 345614 15

(a) (b)

(c) (d)

Figure 5.57: Mesh Reconstruction results: City Hall - Different views of the surface generated

by the Poisson Surface Reconstruction algorithm for the City Hall dataset.
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5.3.6 Iterative Snapping Results

In this section the results of the Iterative Snapping algorithm for object datasets are presented.

Figure 5.58 illustrates different views of the output of the algorithm for the Skull model. The

resulting model is noticeably more accurate than the visual hull model with the deep concavities

of the eyes clearly visible. The iterative snapping algorithm is even able to recover the fine surface

details such as the teeth and the sutures [92] visible in Figures 5.58c, 5.58d, 5.58e and 5.58f.

The notch at the bottom of the nose is also recovered well. However the top of the nose is not,

this is because there are no patches reconstructed for that region, see Figure 5.48. The mesh also

contains a few noisy regions, mainly on the top of the skull seen in Figures 5.58d, 5.58e and 5.58f.

These bumps on the surface are caused by errors in the reconstructed patch model.

Similar results (assessed visually) were obtained for the Dino, Figure 5.59, and Temple, Figure

5.60, models. Most notably the algorithm is able to recover the deep concavities near the feet of

the Dino, the structure of the stairs and inner wall of the Temple model.

(a) (b) (c)

(d) (e) (f)

Figure 5.58: Iterative Snapping results: Skull - Different views of the mesh model for the Skull

dataset after Iterative Snapping.
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(a) (b) (c)

(d) (e) (f)

Figure 5.59: Iterative Snapping results: Dino - Different views of the mesh model for the Dino

dataset after Iterative Snapping.

(a) (b) (c)

(d) (e) (f)

Figure 5.60: Iterative Snapping results: Temple - Different views of the mesh model for the

Temple dataset after Iterative Snapping.
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Table 5.5 shows the number of vertices after refinement by the iterative snapping algorithm. Note

that the total number of vertices decrease because of the re-meshing operations.

5.3.7 Mesh Refinement Results

This section presents the Mesh refinement results for all the datasets. The mesh refinement al-

gorithm, Section 4.4 aims to recover fine surface details that may have been overlooked by the

Iterative snapping or Poisson surface reconstruction algorithms.

Figure 5.61 illustrates the results of mesh refinement on the Skull model. The final model appears

smoother and more refined when compared to the Iterative Snapping results of Figure 5.58. Prob-

lematic regions such as the bumps on the top of the head (which can be seen upon close inspection

of the image dataset), have been successfully recovered as shown in Figures 5.58d, 5.58e and 5.58f.

(a) (b) (c)

(d) (e) (f)

Figure 5.61: Mesh Refinement results: Skull - Different views of the mesh model for the Skull

dataset after Mesh Refinement.

The results obtained for the Dino and Temple models, Figures 5.62 and 5.63 respectively, show

similar improvements. However these models still contain some noisy regions. These may be

improved by iterating the algorithm for a longer period.
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(a) (b) (c)

(d) (e) (f)

Figure 5.62: Mesh Refinement results: Dino - Different views of the mesh model for the Dino

dataset after Mesh Refinement.

(a) (b) (c)

(d) (e) (f)

Figure 5.63: Mesh Refinement results: Temple - Different views of the mesh model for the

Temple dataset after Mesh Refinement.

107



5.3 Final results

The Mesh Refinement results for the Fountain, Figure 5.64 and City Hall, Figure 5.65, models

show a marked improvement (assessed visually) in terms of reduction of noise on the surfaces.

(a) (b) (c)

(d) (e)

Figure 5.64: Mesh Refinement results: Fountain - Different views of the mesh model for the

Fountain dataset after Mesh Refinement.

Table 5.5 shows the number of vertices after mesh refinement on each dataset. Note that the

number of vertices increases due to mesh re-sampling and re-meshing operations once every 5

iterations.
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(a) (b)

(c) (d)

Figure 5.65: Mesh Refinement results: City Hall - Different views of the mesh model for the

City Hall dataset after Mesh Refinement.
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5.3.8 Texture-mapped Models

This section presents the final texture-mapped models for each of the datasets. Mapping the object’s

texture onto the point models from the Patch reconstruction stage is relatively straightforward.

One simply projects the patch centre into its corresponding reference image and samples the image

colour. However, the vertices of the mesh models do not inherently have reference images. To

determine the reference camera for a particular vertex, the closest camera with the most compatible

normal is chosen. That is the camera which is closest to the vertex with camera normal most in-line

with the vertex normal. In practice this is achieved by selecting the camera with the smallest1 dot

product between the vertex normal and each of the camera normals.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.66: Final Texture-mapped model: Skull - Different views of the Final Texture-mapped

model for the Skull dataset.

Figure 5.66 shows different views of the texture-mapped Skull model. The texture-mapping process

is accurate for most of the model however for regions where the surface normal is not compatible

with any of the cameras the mapping process fails and incorrect surface texture is shown.

1The smallest value is chosen because the camera normals point toward the object. Hence the most compatible

camera will have the largest negative dot product with the vertex normal.
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The texture-mapped model for the Dino dataset is shown in Figure 5.67. Here the mapping process

is almost perfect, except for small regions near the dinosaur’s hind legs (circled in red in Figures

5.67a and 5.67b). For the Temple model, Figure 5.68, the only noticeable flaw is seen in 5.68d

(circled in red) and 5.68e, where the incorrect texture is chosen for the square section at the bottom

of the model. This occurs because the rays between the closest compatible camera and the points

in this region are occluded by the pillar (seen in Figure 5.68d). This type of occlusion is difficult

to detect and correct especially if the coverage of the cameras is limited.

(a) (b) (c)

(d) (e) (f)

Figure 5.67: Final Texture-mapped model: Dino - Different views of the Final Texture-mapped

model for the Dino dataset. Circled regions indicate errors caused by occlusion.

The results for the Fountain, Figure 5.69, and City Hall, Figure 5.70, models show just how

accurate the modelling process can be for these large scene datasets. These datasets comprise high

resolution images taken at irregular and wide viewing angles. When texture-mapped the models

take on a very realistic appearance. Black regions in the models are caused by the surface points

projecting outside the reference image i.e. the reference image contains no information for that

region. Again the texture-mapping process does suffer from minor occlusion. Regions such as the

one to the left of the head of the fish circled in Figures 5.69b and 5.69c are easily identifiable.
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However the texture mapping process does perform extremely well and is even able to map the side

of the Fountain Figure 5.69e

(a) (b) (c)

(d) (e) (f)

Figure 5.68: Final Texture-mapped model: Temple - Different views of the Final Texture-mapped

model for the Temple dataset. Circled regions indicate errors caused by occlusion.
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(a) (b) (c)

(d) (e)

Figure 5.69: Final Texture-mapped model: Fountain - Different views of the Final Texture-

mapped model for the Fountain dataset. Circled regions indicate errors caused by occlusion.
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(a) (b)

(c) (d)

Figure 5.70: Final Texture-mapped model: City Hall - Different views of the Final Texture-

mapped model for the City Hall dataset.
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5.3.9 System Evaluation

Thus far, the quality of the reconstructed patch and mesh models were assessed visually. This sec-

tion presents the performance of the reconstruction algorithm against ground truth models. One

of the biggest challenges facing multi-view stereo reconstruction is the lack of ground truth data on

which to test, evaluate and develop algorithms. The Middlebury evaluation [93] aims to address

these issues by providing high quality datasets together with a platform for evaluating multi-view

reconstruction results. The evaluation focuses on object datasets that contain challenging character-

istics such as both sharp and smooth features, complex topologies with strong concavities and both

strong and weak textured surfaces [24]. The first object is a plaster replica (10cm×16cm×8cm)

of the “Temple of the Dioskouroi” [94]. The second is a plaster replica (7cm×9cm×7cm) of a

stegosaurus dinosaur. For each of these models three types of datasets are available. The full

dataset contains 312 images for Temple and 363 images for Dino (640×480 pixels) sampled on a

hemisphere. The ring dataset contains 47 images for Temple and 48 images for Dino, sampled in a

horizontal ring around the object and the sparse ring datasets have 16 views each. This dissertation

uses the ring datasets for both models as it provides a good balance between reconstruction time

and accuracy.

The evaluation measures the performance of reconstruction algorithms using accuracy and com-

pleteness as metrics. Accuracy is defined as how close the reconstructed model, R, is to the ground

truth, G, and is computed as the signed distance d (in mm) such that 90% of the reconstruction is

within d of the ground truth mesh (GTM). Completeness is defined as how much of G is modelled

by R and is computed as the percentage of points on the GTM that are within 1.25 mm of the

reconstruction, see [24] for details. Figure 5.71 shows the reconstructed Temple model alongside

the laser scanned ground truth model. The results of the evaluation on the Temple model show

that the reconstruction is accurate to 1.03 mm and 88.8 % complete. This means that 90 % of

the reconstructed points are within 1.03 mm of the ground truth model (GTM) and 88.8 % of the

points on the GTM are within 1.25 mm of the reconstruction [24]. The results for the Dino model

are slightly better with an accuracy of 0.84 mm and completeness of 92.5 %. These results are

reasonably accurate considering that one pixel spans approximately 0.25 mm of the objects surface

[24].
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(a) (b)

(c) (d)

Figure 5.71: Reconstructed Temple model VS ground truth - Two views of the reconstructed

Temple model 5.71a, 5.71c and ground truth 5.71b, 5.71d.

(a) (b)

(c) (d)

Figure 5.72: Reconstructed Dino model VS ground truth - Two views of the reconstructed

Dino model 5.72a, 5.72c and ground truth 5.72b, 5.72d.
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Figure 5.73 shows histograms of the signed errors for the accuracy, Figure 5.73a and 5.73b, and

completeness, Figure 5.73c 5.73d of the models. For each vertex in R the sign of the distance

is determined by taking the dot product of the outward facing normal of the nearest point on G

and the vector from that point to the vertex on R [24]. This gives an indication of whether the

reconstruction tends to under- or over-estimate the true shape of the surface. For both models

the histograms indicate that the reconstructions tend to slightly over-estimate the surface as the

majority of the reconstructed points lie inside the ground truth model. This effect is very slight

and is most likely due to the over smoothing effect of the Laplacian filters. Figure 5.71 confirms

this as the reconstructed models appear over smoothed and thus some very fine surface details have

been lost. An online comparison against other state-of-the-art reconstruction algorithms can be

found at [95], the comparison is best viewed online as it is updated regularly and contains many

interactive tables and figures.

(a) (b)

(c) (d)

Figure 5.73: Histogram of signed errors - Signed accuracy graphs 5.73a, 5.73b and Signed

completeness graphs 5.73c, 5.73d for the Temple and Dino models respectively.
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5.4 Summary

The implementation and results of the 3D reconstruction algorithm is the focus of this Chapter.

Results are presented in two stages. The intermediate results details the implementation of each

stage within the reconstruction pipeline. Thereafter the final results are presented and a quantita-

tive evaluation in terms reconstruction accuracy and completeness is made.

The Initial Feature Matching process consists of two main stages, Feature detection and Feature

matching. Feature detection is achieved using the difference of Gaussian and Harris feature detec-

tors. These detectors are able to detect corner, edge and blob features successfully and are robust

to changes in rotation and variations in illumination. To achieve uniform coverage of features over

the object, η features are selected within a uniform β1 × β2 pixel grid covering the surface. The

detected feature points are then matched by the IFM algorithm. For each feature a set of can-

didate matching features are identified in the subsequent images. To improve the probability of

selecting the correct matching feature first, the candidate features are sorted in order of increasing

photometric discrepancy. Triangulation between the two features results in a 3D point/patch on

the objects surface. For the patch to be successfully reconstructed the 3D properties of the patch

are optimised with respect to its visible images. To avoid local minima in the optimisation stage,

an improved estimate of the initial orientation of the patch is made whereby the surface normal

of the patch is reorientated towards the cameras with low photometric discrepancy. If the number

of visible images after optimisation is greater than τ , the patch is said to truly lie on the objects

surface. This process is iterated for each feature resulting in a set of patches covering the surface of

the model. An Expansion and Filtering stage is then iterated 3 times to increase the density and

remove outliers in the patch model. Final results of the patch reconstruction stage indicate that

the models are sufficiently dense and contain a minimal number of outliers.

Conversion of the orientated point model to a mesh model is achieved by the mesh reconstruction

stage. For object datasets a surface mesh is initialised using the object’s visual hull. The initialised

mesh is then refined by the iterative snapping technique, which has the effect of moving the mesh

vertices towards the reconstructed patches. For scene datasets the surface mesh is initialised using

the Poisson surface reconstruction technique. Both initialisation techniques perform well and the

final results show that most of the surface structure including deep concavities are recovered. A

final refinement stage is then used to recover any fine surface details, and remove any noise that
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may have been overlooked by the Iterative snapping or Poisson surface reconstruction algorithms.

The final mesh models are dense with most containing more than 100k vertices. To give the models

a realistic appearance, a texture mapping process is carried out. Each vertex is projected into

its reference image and image colours are sampled. Minor errors in the mapping process stem

from incorrect or indeterminable reference images. These errors are unavoidable because the image

dataset does not cover every possible view of the surface.

An assessment of the performance of the reconstruction algorithm is made in terms of reconstruc-

tion accuracy and completeness. Two reconstructed models, Temple and Dino, were evaluated

against laser scanned ground truth models by the Middlebury evaluation. Both objects contain

challenging characteristics such as both sharp and smooth features, complex topologies with strong

concavities and both strong and weak textured surfaces. The results of the evaluation show that

the reconstructed models are accurate to within 1.03 mm and 88.8% complete for the Temple model

and 0.84 mm accurate and 92.5 % complete for the Dino model. Signed histograms of the accuracy

show that the models tend to slightly under estimate the objects surface. This can be atributed

to an over smoothing effect of the Laplacian filters. Nevertheless the results are in line with other

state-of-the-art reconstruction algorithms in the evaluation.

119



Chapter 6

Conclusions and Future Work

6.1 Conclusions

A robust method for estimating the rigid 3D structure of objects and scenes from calibrated im-

ages has been presented. Estimation of accurate 3D models is one of several key challenges facing

analysis at the encoder of model-based video encoding systems. The proposed approach is founded

on state-of-the-art computer vision techniques and combines several methodologies to achieve ro-

bustness to occlusions and changes in illumination.

MVS reconstruction algorithms can be classified into four classes according to a number of at-

tributes such as initialisation requirements, scene representation, photo-consistency measures and

visibility models. Each class has its strengths and the proposed Patch-based algorithm draws on the

strengths of Voxel-based methods and Polygonal surface-based methods to achieve its flexibility,

robustness and accuracy. A two stage surface representation is employed for the initial modelling

and the final surface refinement. Initial surface modelling is performed using an unconnected patch

model that enables modelling of arbitrary complex topologies. The patch model is then transformed

into a mesh model for final surface refinement using mesh refinement techniques. This approach

increases the flexibility and accuracy of the reconstruction algorithm. Robustness to occlusions and

changes in illumination are addressed by using a scene space photoconsistency measure in combi-

nation with normalized cross correlation. Occlusions are also dealt with by not selecting images for

the visibility model that have a photometric score with the reference image that is below a certain

threshold.

120



6.1 Conclusions

Feature detection is performed using the Harris and Difference of Gaussian feature detectors which

are robust to rotation and variances in illumination. Each identified feature is matched in succes-

sive images in an attempt to generate a patch on the object’s surface. To ensure that the Feature

Matching process is robust to outliers, candidate features are sorted in increasing order of photo-

metric discrepancy. A further improvement is made to avoid local minima in the optimisation stage

by re-orientating the patch (surface normal) towards cameras with low photometric discrepancy

with the reference image. The density of the patch model is increased and outliers are removed

by the Expansion and Filtering stages. The Expansion stage first identifies, for each patch, vacant

neighbouring cells that are fit for expansion and attempts to generate a patch for each cell. Three

filters are employed by the filtering stage to remove outliers in the patch model. The first two filters

rely on visibility consistency to remove outliers near the surface of the model whilst the third filter

uses a weak form of regularization and removes a patch if its proportion of neighbours is below

0.25. The Expansion and Filtering stages are iterated 3 times to increase the density and effectively

remove outliers. To enable reconstruction of challenging regions the correlation matching threshold

α is relaxed by 0.2 after each iteration.

The Patch-Based surface representation is useful for modelling arbitrary complex topologies. How-

ever, its unconnected point representation makes performing image based modelling tasks such as

smoothing or producing a closed surface, difficult. For this reason, the orientated patch model is

converted into a surface mesh model to enable further refinement using mesh based refinement tech-

niques. Two different approaches are taken depending on the availability of accurate segmentation

information. Surface meshes for objects datasets are initialised at the boundary of the visual hull

and are refined using the Iterative Snapping technique. The position of each vertex is optimised

using the sum of a geometric smoothness function and patch reconstruction consistency term. For

scene datasets, where segmentation information is unavailable, the Poisson surface reconstruction

technique is used. The PSR algorithm directly converts an orientated point model into a surface

mesh model, where the size of the mesh triangles depends on the density of the reconstructed

points. For both datasets a final mesh refinement process is carried out to recover fine surface

details and reduce noise that may still be present.

Results for the feature detectors show that similar feature points are detected in different views of

the object approximately 45 ◦ apart. Hence, the feature detectors are particularly robust to rota-

tion and variances in illumination. A uniform distribution of features are selected by overlaying
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a grid onto each image and selecting η features within each block. The feature point selection

process of rearranging candidate matching points in order of increasing photometric discrepancy

has proven to avoid reconstruction of incorrect matching points and thus reduce the number of

outliers in the model. Results from the patch optimisation stage indicate that the new estimate of

surface orientation significantly improves the optimisation stage by allowing it to converge to the

correct depth and orientation in a lower number of iterations whilst avoiding local minima. The

final results for the initial feature matching stage indicate that the algorithm is able to reconstruct

an accurate patch surface model with minimal outliers. The expansion stage is able to significantly

increase the density of the reconstructed model, however it is unaware of outliers and will expand

any patch that satisfies the expansion conditions. The filtering stage is aggressive and many patches

are removed, some possibly true positives. Final results for the patch reconstruction stage indicate

that the models are sufficiently dense and contain a minimal amount of outliers. The mesh initial-

isation stage converts the orientated point model into a surface mesh model. Results indicate that

both initialisation techniques perform well and are able to recover most of the surface structure

including deep concavities and thin structures. The final refinement stage is then used to recover

any fine surface details, and remove any noise that may have been overlooked by the Iterative

snapping or Poisson surface reconstruction algorithms. The resulting mesh models are sufficiently

dense with most containing more than 100k vertices. Finally a relatively straight forward texture

mapping process is used give the models a realistic appearance. A system evaluation in terms of

reconstruction accuracy and completeness show that the reconstruction algorithm can achieve an

accuracy of 0.84 mm and completeness of 92.5 % for a (7cm×9cm×7cm) object caprured with low

resolution 640×480 cameras.

Overall, the 3D reconstruction system has achieved the goals set out in Chapter 1 and Chapter 2

by providing the model-based communications system with an algorithm that is accurate, robust

to outliers and that can handle object and scene datasets within the same framework.
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6.2 Future Work

The reconstruction system presented in this dissertation is modular, allowing for a variety of algo-

rithms to be inserted at different stages in the reconstruction pipeline. Hence a good framework

for future research on 3D reconstruction of objects and scenes is provided. Several aspects of the

existing framework can be modified to improve in efficiency, robustness and accuracy of the recon-

struction process.

The Matlab development environment within which the reconstruction system is coded, aids vi-

sualisation and development of the abstract concepts presented in this dissertation. However, it

is not suited to iterative processes 1 and is hence not the best language for this implementation.

Thus significant improvements in terms of reconstruction time and efficiency can be obtained by

implementing the iterative processes in languages such as C or C++.

Most state-of-the-art reconstruction algorithms rely on region based matching and achieve accurate

results through an intense process of combining heuristics with filtering to remove outliers. One of

the biggest challenges facing image based modelling when it comes to selecting a camera baseline is

that a small baseline results in the estimated depth being less precise due to narrow triangulation.

Hence, for a more precise depth estimation, a longer baseline is required [96]. If the underlying

image intensity function is periodic, matching becomes more difficult and there is a greater pos-

sibility of a false match. This indicates that there is a trade-off between accuracy and precision

in matching. Okutomi et al. [96] proposed using the Sum of Squared Differences in inverse dis-

tance as a matching metric. The Sum of Squared Differences (SSD) for each individual baseline

are summed together to produce the SSD-in-inverse-distance. This function is shown to provide a

unique and clear minimum at the correct matching position. Hence, Okutomis approach does not

search for a match but rather computes the disparity for it. The sum of squared differences is a

simple matching technique that was popular in the early 90’s due to its low complexity. However

due to its simplicity SSD has poor performance with regard to changes in illumination across im-

age sequences. To overcome this failure in matching we propose using normalized-cross-correlation

(NCC) as a replacement for the SSD used in the multiple baseline reconstruction technique. NCC

has been shown to be invariant to changes in image amplitude such as those caused by changing

1Matlab is optimised for matrix manipulation and vectorization and is thus slow for iterative processes.
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lighting conditions [97]. Progress has been made in the development of the algorithm and initial

testing of the Multiple baseline approach using NCC has provided promising results.
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Appendix A

Datasets

Figure A.1: Skull dataset - 10 out of 24 images (Courtesy of Jodi Blumenfeld and Steven R. Leigh)

125



Figure A.2: Temple dataset - 10 out of 47 images (Courtesy of S. Seitz, B. Curless, J. Diebel, D.

Scharstein, and R. Szeliski)

Figure A.3: Dino dataset - 10 out of 48 images (Courtesy of S. Seitz, B. Curless, J. Diebel, D.

Scharstein, and R. Szeliski)
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Figure A.4: Fountain dataset - 11 out of 11 images (Courtesy of Christoph Strecha)

Figure A.5: City Hall dataset - 7 out of 7 images (Courtesy of Christoph Strecha)
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Appendix B

Contents of CD

A number of files associated with this dissertation are provided on the accompanying CD. The

reader is encouraged to view them. The files are as follows:

• Naren Ramchunder - MSc Dissertation.pdf :

A soft copy of this dissertation.

• Reconstruction Results folder:

A folder with the reconstruction results for each dataset. A Mesh viewing application (Mesh

Lab) is also included. Please note that the models are large and have been compressed into

.rar files. Once uncompressed the image dataset and 3D models for each dataset are available

and can be viewed with Mesh Lab.
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Reconstruction Results

Table C.1 contains the reconstruction parameters used in the experiments. By adjusting these

parameters one can control the reconstruction time and accuracy of the models.

Table C.1: Reconstruction Parameters - values used in experiments.

Dataset Images Image Size µ β1 β2 β3 η γ α ζ3

Skull 24 1950×1750 5 2 30 35 4 3 0.3 1

Dino 48 640×480 7 2 32 32 4 3 0.3 1

Temple 47 640×480 5 2 32 32 4 3 0.3 1

Fountain 11 3072×2048 7 2 32 32 5 3 0.3 1

City Hall 7 3072×2048 5 2 32 32 5 3 0.3 1

The following figures provide larger illustrations of the reconstruction results for each of the

datasets. However, the reader is encouraged to view the models interactively. Mesh models in

.ply format are stored on the accompanying CD.

129



Figure C.1: Final Texture-mapped model: Skull - 1 of 2
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Figure C.2: Final Texture-mapped model: Skull - 2 of 2
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Figure C.3: Final Texture-mapped model: Dino - 1 of 2
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Figure C.4: Final Texture-mapped model: Dino - 2 of 2
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Figure C.5: Final Texture-mapped model: Temple - 1 of 2
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Figure C.6: Final Texture-mapped model: Temple - 2 of 2

135



Figure C.7: Final Texture-mapped model: Fountain - 1 of 2
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Figure C.8: Final Texture-mapped model: Fountain - 2 of 2
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Figure C.9: Final Texture-mapped model: CityHall - 1 of 2
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Figure C.10: Final Texture-mapped model: CityHall - 2 of 2
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